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#### Abstract

The Gerdjikov-Ivanov (GI) type of derivative nonlinear Schrödinger equation is considered on the quarter plane whose initial data vanish at infinity while boundary data are time-periodic, of the form $a e^{i \delta} e^{2 i \omega t}$. The main purpose of this paper is to provide the long-time asymptotics of the solution to the initial-boundary value problems for the equation. For $\omega<$ $a^{2}\left(\frac{1}{4} a^{2}+3 b-1\right)$ with $0<b<\frac{a^{2}}{4}$, our results show that different regions are distinguished in the quarter plane $\Omega=\left\{(x, t) \in \mathbb{R}^{2} \mid x>0, t>0\right\}$, on which the asymptotics admit qualitatively different forms. In the region $x>4 t b$, the solution is asymptotic to a slowly decaying self-similar wave of ZakharovManakov type. In the region $0<x<4 t\left(b-\sqrt{2 a^{2}\left(\frac{a^{2}}{4}-b\right)}\right)$, the solution takes the form of a plane wave. In the region $4 t\left(b-\sqrt{2 a^{2}\left(\frac{a^{2}}{4}-b\right)}\right)<x<$ $4 t b$, the solution takes the form of a modulated elliptic wave.


## 1. Introduction

In 1993, Deift and Zhou [6] introduced the nonlinear steepest descent method to analyze the long time asymptotics of initial value problems of integrable nonlinear evolution equations. This approach was inspired by earlier works of Manakov [23] and Its [14]; for a detailed historical review see [7], further extended by Deift, Venakides, and Zhou [8]. In the context of initial value problems, the Riemann-Hilbert (RH) problem is formulated on the basis of certain spectral functions whose definitions involve the initial data of the solution [1][6. In the 1980-1990's, Bikbaev, Deift, Novokshenov, and Venakides had already developed the Riemann-Hilbert method for solving the shock problems. An approach was recently developed by Buckingham and Venakides 5 to study the problem of shock-type oscillating initial data for the focusing nonlinear Schrödinger equation. A central role in their implementation is played by the so-called " $g$-function mechanism" 9 allowing one

[^0]to deform the original Riemann-Hilbert problem to a form that can be asymptotically treated with the help of associated singular integral equations. Using the steepest descent method for oscillatory Riemann-Hilbert problems, the long-time asymptotics of several initial-boundary value (IBV) problems have already been studied in [10, 11, 22, 34.

It is well-known that the nonlinear Schrödinger equation (NLS)

$$
\begin{equation*}
i q_{t}+q_{x x}+\frac{1}{2}|q|^{2} q=0 \tag{1.1}
\end{equation*}
$$

can be used to describe slowly varying wave envelopes in dispersive media from water waves, plasma physics, and nonlinear optics. In [24, 25], Ma and his collaborator have provided a direct and effective method for finding exact solutions to the NLS equation. Ma [26] has also proposed a generalized Wronskian method to find the exact solution of some nonlinear integrable equations. Ismail and his collaborator have provided the classical and quantum orthogonal polynomials in one variable 15 and have also studied the spectral analysis of certain Schrödinger operators 16, 17, etc. By considering a new construction of phase $g$-function, the long-time asymptotics for the focusing NLS equation is solved by Boutet de Monvel, Its, and Kotlyarov [2-4] on the quarter plane. They showed that the solution of the equation is asymptotically periodic for large $t$ with the same period $T$. The given Dirichlet datum consisting of a single periodic exponential is investigated by Lenells and Fokas for the NLS equation in [20, 21]. Lenells [22] has also studied the long-time asymptotics of its solution in the quarter plane.

To the best of the authors' knowledge, the long-time asymptotics for the derivative nonlinear Schrödinger (DNLS) equation with time-periodic boundary condition on the quarter plane has not been investigated before. The main purpose of this paper is to study the following IBV problems for the Gerdjikov-Ivanov (GI) type of derivative nonlinear Schrödinger equation [12, 13, whose form is

$$
\begin{equation*}
i q_{t}+q_{x x}-i q^{2} \bar{q}_{x}+\frac{1}{2}|q|^{4} q=0 \tag{1.2}
\end{equation*}
$$

where $q(x, t)$ is a complex-valued function of $x$ and $t$, the overbar denotes the complex conjugation (similarly hereinafter), and the subscripts denote differentiation with respect to the corresponding variables. The GI equation (1.2) has several applications in plasma physics. In plasma physics, it is a model for Alfvén waves propagating parallel to the ambient magnetic field, $q$ being the transverse magnetic field perturbation and $x$ and $t$ being space and time coordinates, respectively. Kitaev and Vartanian obtained the leading order long-time asymptotic for the KNtype DNLS equation with the decaying initial value [18, 19, and the higher order long-time asymptotic in [31. Xu, Fan, and Chen have studied the Cauchy problem for the GI equation with steplike initial data [33] and have also studied the DNLS equation with decaying initial value problem [34]. Recently, we have studied the IBV problems for the general coupled nonlinear Schrödinger equation on the interval and on the half-line [27,28]. We have also studied a generalized derivative nonlinear Schrödinger equation with time-periodic boundary condition [29] and with step-like initial data [30], respectively. Very recently, we have provided the characteristics of the breather and rogue waves in a ( $2+1$ )-dimensional nonlinear Schrödinger equation [32. In this paper, we will study the long-time asymptotics of GI equation (1.2) with time-periodic boundary condition on the quarter plane.

We consider the following IBV problems for the GI equation, whose form is

$$
\begin{align*}
& i q_{t}+q_{x x}-i q^{2} \bar{q}_{x}+\frac{1}{2}|q|^{4} q=0  \tag{1.3a}\\
& q(x, 0)=q_{0}(x)  \tag{1.3b}\\
& q(0, t)=g_{0}(t)=a e^{2 i \omega t+i \delta}  \tag{1.3c}\\
& q_{0}(0)=g_{0}(0)=a e^{i \delta} \tag{1.3d}
\end{align*}
$$

on the quarter plane $\Omega$ :

$$
\begin{equation*}
\Omega=\left\{(x, t) \in \mathbb{R}^{2} \mid x>0, t>0\right\}, \tag{1.4}
\end{equation*}
$$

where $q_{0}(x)$ vanishes for $x \rightarrow \infty, a>0, \delta$ and $\omega$ are real constants. Let $q(x, t)$ be the solution of the IBV problems for $(x, t) \in \Omega$. Let $q(x, t)$ be $C^{\infty}$, continuous with all its derivatives up to the boundary $\{x t=0\}$ of $\Omega$, and $q(x, t), q_{0}(x) \in \mathcal{S}\left(\mathbb{R}_{+}\right)$in $x$ for any fixed $t \in \mathbb{R}_{+}$, where $\mathcal{S}\left(\mathbb{R}_{+}\right)$is the Schwartz space of rapidly decreasing functions on $\mathbb{R}_{+}$:

$$
\begin{equation*}
\mathcal{S}\left(\mathbb{R}_{+}\right)=\left\{u(x) \in \mathcal{C}^{\infty}\left(\mathbb{R}_{+}\right) \mid x^{n} u^{(m)}(x) \in L^{\infty}\left(\mathbb{R}_{+}\right) \text {for any } n, m \geq 0\right\} \tag{1.5}
\end{equation*}
$$

Let the boundary condition (1.3c) be of its natural weaker version,

$$
\begin{equation*}
q(0, t)=g_{0}(t)=a e^{2 i \omega t+i \delta}+v_{0}(t) \tag{1.6}
\end{equation*}
$$

with $v_{0}(t) \in \mathcal{S}\left(\mathbb{R}_{+}\right)$. Then all the results provided here are actually valid.
In this paper, we mainly focus on the case $\omega<a^{2}\left(\frac{1}{4} a^{2}+3 b-1\right)$, where $a$ and $b$ are the parameters of the following Floquet solution:

$$
\begin{equation*}
q^{p}(x, t)=a e^{2 i b x+2 i \omega t+i \delta}, \omega:=-2 b^{2}-a^{2} b+\frac{1}{4} a^{4}, a>0 . \tag{1.7}
\end{equation*}
$$

Assumptions. Throughout this paper, let the function $q(x, t)$ be a global solution of the Dirichlet IBV problems (1.3a)-(1.3d), sufficiently smooth and with sufficient decay for $x \rightarrow+\infty$. We also take the Neumann boundary values in the following form:

$$
\begin{align*}
& q_{x}(0, t):=g_{1}(t)=2 i a b e^{2 i \omega t}+v_{1}(t)  \tag{1.8a}\\
& -a^{2} b+\frac{1}{4} a^{4}-\omega=2 b^{2}>0 \tag{1.8b}
\end{align*}
$$

with $v_{1}(t) \in \mathcal{S}\left(\mathbb{R}_{+}\right)$.
Organization of this paper. In Sections 2 and 3, we provide the Lax representation and a Floquet solution of (1.2), based on which we study its domains of boundedness. Then, we use these functions in Section 4 to construct the RiemannHilbert problem of the IBV problems (1.3a)-(1.3d). In Section 5, we study the asymptotic analysis of this Riemann-Hilbert problem leading to asymptotic formulas for the solution of the IBV problems.

## 2. Preliminaries

The GI equation (1.2) is lax integrable and admits a Lax spectral problem associated with $2 \times 2$ matrices for the linear $x$-equation,

$$
\begin{align*}
& \Phi_{x}+i k^{2} \sigma_{3} \Phi=\left[k Q(x, t)+\frac{i}{2}|q|^{2} \sigma_{3}\right] \Phi  \tag{2.1a}\\
& Q(x, t)=\left(\begin{array}{cc}
0 & q(x, t) \\
-\bar{q}(x, t) & 0
\end{array}\right) \text { with } \sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \tag{2.1b}
\end{align*}
$$

and for the linear $t$-equation,

$$
\begin{equation*}
\Phi_{t}+2 i k^{4} \sigma_{3} \Phi=\tilde{Q}(x, t) \Phi, \tag{2.2a}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{Q}(x, t)=2 k^{3} Q(x, t)+i k^{2}|q|^{2} \sigma_{3}-i k Q_{x}(x, t) \sigma_{3}+\frac{1}{2}\left(q \bar{q}_{x}-\bar{q} q_{x}\right) \sigma_{3}+\frac{i}{4}|q|^{4} \sigma_{3}, \tag{2.2b}
\end{equation*}
$$

where $\Phi(x, t, k)$ is a $2 \times 2$ matrix-valued function and $k \in \mathbb{C}$ is a spectral parameter. The compatibility condition of Lax pair (2.1a) and (2.2a) gives the GI equation (1.2).

The GI equation (1.3a) admits the Floquet solution (1.7), which is consistent with (1.3b)- (1.3d) for $x>0$.

Suppose $\tilde{Q}^{p}(t ; k)=\tilde{Q}^{p}(0, t ; k)$, where $\tilde{Q}^{p}(x, t ; k)$ is introduced as $\tilde{Q}(t ; k)$ by replacing $q(x, t)$ with $q^{p}(x, t)$, i.e.,
$\tilde{Q}^{p}(x, t)=2 k^{3} Q^{p}(x, t)+i k^{2}\left|q^{p}\right|^{2} \sigma_{3}-i k Q_{x}^{p}(x, t) \sigma_{3}+\frac{1}{2}\left(q^{p} \bar{q}_{x}^{p}-\bar{q}^{p} q_{x}^{p}\right) \sigma_{3}+\frac{i}{4}\left|q^{p}\right|^{4} \sigma_{3}$,
where

$$
\begin{gathered}
Q^{p}(t):=Q^{p}(0, t)=\left(\begin{array}{cc}
0 & a e^{2 i \omega t+i \delta} \\
-a e^{-2 i \omega t-i \delta} & 0
\end{array}\right), \\
Q_{x}^{p}(t):=Q_{x}^{p}(0, t)=\left(\begin{array}{cc}
0 & 2 i a b e^{2 i \omega t+i \delta} \\
2 i a b e^{-2 i \omega t-i \delta} & 0
\end{array}\right), \\
Q^{p}(x, t):=\left(\begin{array}{cc}
0 & q^{p}(x, t) \\
-\bar{q}^{p}(x, t)
\end{array}\right) .
\end{gathered}
$$

We now study the $t$-part (2.2a) of the Lax pair associated with $Q^{p}(t)$, i.e.,

$$
\begin{equation*}
\Psi_{t}(t ; k)+2 i k^{4} \sigma_{3} \Psi(t ; k)=\tilde{Q}^{p}(t ; k) \Psi(t ; k), t>0, k \in \mathbb{C} \tag{2.4}
\end{equation*}
$$

where $\Psi(t ; k)$ is a $2 \times 2$ matrix-valued function. A particular (Floquet) solution of (2.4) is given by

$$
\begin{align*}
& \Psi(t ; k)=\mathcal{E}(t ; k) e^{i(\omega-\Omega(k)) \sigma_{3} t},  \tag{2.5a}\\
& \mathcal{E}(t ; k)=e^{i \omega \hat{\sigma}_{3} t} E(k):=e^{i \omega \sigma_{3} t} E(k) e^{-i \omega \sigma_{3} t},  \tag{2.5b}\\
& E(k)=\frac{1}{2}\left(\begin{array}{cc}
\varphi(k)+\frac{1}{\varphi(k)} & e^{i \delta}\left(\varphi(k)-\frac{1}{\varphi(k)}\right) \\
e^{-i \delta}\left(\varphi(k)-\frac{1}{\varphi(k)}\right) & \varphi(k)+\frac{1}{\varphi(k)}
\end{array}\right),  \tag{2.5c}\\
& \Omega(k)=\left(k^{2}-b\right) X(k),  \tag{2.5d}\\
& X(k)=2 \sqrt{\left(k^{2}+b\right)^{2}+\frac{a^{2}}{4}-a^{2} b,}  \tag{2.5e}\\
& \varphi(k)=\left(\frac{k^{2}+b-\frac{a^{2}}{2}-i k a}{k^{2}+b-\frac{a^{2}}{2}+i k a}\right)^{\frac{1}{4}} . \tag{2.5f}
\end{align*}
$$

The branches of the square roots are fixed by their asymptotics, for $k \rightarrow \infty$ :

$$
\begin{align*}
& X(k)=2 \sqrt{\left(k^{2}+b\right)^{2}+\frac{a^{2}}{4}-a^{2} b}=2\left(k^{2}+b\right)+O(k) \\
& \varphi(k)=\left(\frac{k^{2}+b-\frac{a^{2}}{2}-i k a}{k^{2}+b-\frac{a^{2}}{2}+i k a}\right)^{\frac{1}{4}}=1-\frac{i a}{2 k}+O\left(\frac{1}{k^{2}}\right), \tag{2.6}
\end{align*}
$$

on the complex $k$-plane cut along any curve connecting the two branch points $E$ and $\bar{E}$.

In [29], we have derived the formulation of a Riemann-Hilbert problem whose solution yields the solution of the IBV problems of the GI equation (1.3a)- (1.3d). In this paper, we will study the asymptotic analysis of the Riemann-Hilbert problem of the equation, which is formulated below.

## 3. Domains of boundedness

Let

$$
\begin{equation*}
\Sigma:=\{k \in \mathbb{C} \mid \operatorname{Im} \Omega(k)=0\} \tag{3.1}
\end{equation*}
$$

Introducing $\lambda=k^{2}$ and taking $\lambda_{1}=\operatorname{Re} \lambda, \lambda_{2}=\operatorname{Im} \lambda$, the equation $\operatorname{Im} \Omega(k)=0$ yields

$$
\begin{equation*}
\lambda_{2}=0 \tag{3.2}
\end{equation*}
$$

or
$\lambda_{1} \lambda_{2}^{2}=\left(\lambda_{1}-b\right)\left(\lambda_{1}^{2}+b \lambda_{1}+\frac{a^{2}}{8}-\frac{a^{2} b}{2}\right)=\left(\lambda_{1}-b\right)\left(\lambda_{1}-\lambda_{-}\right)\left(\lambda_{1}-\lambda_{+}\right)$with $\left|\lambda_{1}\right| \leq|b|$.
In what follows, let $\omega \leq a^{2}\left(\frac{1}{4} a^{2}+3 b-1\right)$, i.e., $b^{2} \geq \frac{a^{2}}{2}-2 a^{2} b$, and $b>0$. Therefore, one can see that $\lambda_{ \pm}$are both real and

$$
\begin{equation*}
\lambda_{ \pm}=-\frac{b}{2} \pm \frac{1}{2} \sqrt{b^{2}-\frac{1}{2} a^{2}+2 a^{2} b}, \tag{3.4}
\end{equation*}
$$

with $-b<\lambda_{-} \leq-b / 2 \leq \lambda_{+}<0$ as $b<\frac{a^{2}}{4}$ (see Figure (1).


Figure 1. The domains $\left\{D_{j}\right\}_{1}^{4}$ for the case $\omega<a^{2}\left(\frac{1}{4} a^{2}+3 b-1\right)$, $a>0,0<b<a^{2} / 4$.

For such case, $\Sigma$ includes the real axis $\mathbb{R}$, the contour $\Gamma \cup \bar{\Gamma}$, and the finite arc $\gamma \cup \bar{\gamma}$ with the endpoints $E=-b+i a, \bar{E}=-b-i a$, which are both the branch points

$$
\begin{equation*}
\Sigma=\mathbb{R} \cup \Gamma \cup \bar{\Gamma} \cup \gamma \cup \bar{\gamma} \tag{3.5}
\end{equation*}
$$

where $\Gamma=\left\{\lambda \in \mathbb{C}\left|\lambda_{1}=B,\left|\lambda_{2}\right| \leq D, \operatorname{Im} \lambda_{2}>0\right\}, D^{2}=\frac{a^{4}}{4}-a^{2} b, \lambda_{1}=\operatorname{Re} \lambda\right.$ and $\lambda_{2}=\operatorname{Im} \lambda$.

From above, one can see that the domains $\left\{D_{j}\right\}_{1}^{4}$ are given by

$$
\left\{\begin{array}{l}
D_{1}:=\{\lambda \in \mathbb{C} \mid \operatorname{Im} \lambda>0, \operatorname{Im} \Omega(\lambda)>0\}, D_{2}:=\{\lambda \in \mathbb{C} \mid \operatorname{Im} \lambda>0, \operatorname{Im} \Omega(\lambda)<0\},  \tag{3.6}\\
D_{3}:=\{\lambda \in \mathbb{C} \mid \operatorname{Im} \lambda<0, \operatorname{Im} \Omega(\lambda)>0\}, D_{4}:=\{\lambda \in \mathbb{C} \mid \operatorname{Im} \lambda<0, \operatorname{Im} \Omega(\lambda)<0\} .
\end{array}\right.
$$

From the definition of the domains $\left\{D_{j}\right\}_{1}^{4}$, one can further introduce $D_{ \pm}$as follows: (3.7)
$D_{+}:=D_{1} \cup D_{3}=\{\lambda \in \mathbb{C} \mid \operatorname{Im} \Omega(\lambda)>0\}, D_{-}:=D_{2} \cup D_{4}=\{\lambda \in \mathbb{C} \mid \operatorname{Im} \Omega(\lambda)<0\}$.
Then one can see that a partition of the complex $k$-plane $\mathbb{C}$ is of the form

$$
\begin{equation*}
\mathbb{C}=D_{1} \cup D_{2} \cup D_{3} \cup D_{4} \cup \Sigma . \tag{3.8}
\end{equation*}
$$

## 4. The basic Riemann-Hilbert problem

Suppose that the spectral functions $a(k), b(k)$ and $A(k), B(k)$ are defined in a similar way (see [10, 11]) by using initial function $q(x, 0)$ and boundary data $q(0, t)$, $q_{x}(0, t)$. Then, we can define the following Riemann-Hilbert problem $\mathrm{RH}_{x t}$ :

$$
\begin{equation*}
N_{+}(x, t ; \lambda)=N_{-}(x ; t, \lambda) J_{N}(x, t ; \lambda), \tag{4.1}
\end{equation*}
$$

where the functions $N_{+}(x, t ; \lambda)$ and $N_{-}(x, t ; \lambda)$ are the limiting values of the function $N(x, t ; z)$ from the left and right sides of $\Sigma$ as $z \rightarrow k$, respectively. The Riemann-Hilbert problem $\mathrm{RH}_{x t}$ can be introduced on the complex $\lambda$-plane $\mathbb{C}$ with the oriented contour

$$
\begin{equation*}
\Sigma=\mathbb{R} \cup \Gamma \cup \bar{\Gamma} \cup \gamma \cup \bar{\gamma} . \tag{4.2}
\end{equation*}
$$



Figure 2. The oriented contour $\Sigma$ for the case $\omega<$ $a^{2}\left(\frac{1}{4} a^{2}+3 b-1\right), a>0,0<b<a^{2} / 4$.

For the contour $\Sigma$ (see Figure 2), the jump matrix $J_{N}(x, t ; \lambda)$ can be written in the following six different expressions:
where the scattering date $\hat{\rho}(\lambda)=\frac{\rho(k)}{k}, \hat{r}(\lambda)=\frac{r(k)}{k}, \hat{c}(\lambda)=\frac{c(k)}{k}$ and $\hat{f}(\lambda)=\frac{f(k)}{k}$ with $c(k):=\frac{T_{21}(k)}{T_{11}(k)}-\frac{\overline{b(\bar{k})}}{a(k)}, r(k):=\frac{\overline{b(\bar{k})}}{a(k)}, \rho(k):=c(k)+r(k), f(\lambda):=c_{-}(\lambda)-c_{+}(\lambda):=$ $\frac{-i e^{-i \delta}}{T_{11}^{-}(k) T_{11}^{+}(k)}$, and

$$
\begin{align*}
& T_{11}(k)=\overline{T_{22}(\bar{k})}=a(k) \overline{A(\bar{k})}+b(k) \overline{B(\bar{k})},  \tag{4.4}\\
& T_{12}(k)=-\overline{T_{21}(\bar{k})}=a(k) B(k)-b(k) A(k) .
\end{align*}
$$

The residue conditions at these zeros $\lambda_{j}, z_{j}, \bar{z}_{j}$ and $\bar{\lambda}_{j}$ are determined by (4.5)

$$
\begin{aligned}
& \left\{\begin{array}{l}
\operatorname{Res}_{\lambda=\lambda_{j}}[M(x, t ; \lambda)]_{1}=\frac{e^{2 i\left\{\lambda_{j} x+\left[\Omega\left(\lambda_{j}\right)-\omega\right] t\right\}}}{\dot{a}\left(\lambda_{j}\right) b\left(\lambda_{j}\right)}\left[M\left(x, t ; \lambda_{j}\right)\right]_{2}, \lambda_{j} \in D_{1}, \\
\operatorname{Res}_{\lambda=z_{j}}[M(x, t ; \lambda)]_{1}=\operatorname{Res}_{\lambda=z_{j}} c(k) e^{2 i\left\{z_{j} x+\left[\Omega\left(z_{j}\right)-\omega\right] t\right\}}\left[M\left(x, t ; z_{j}\right)\right]_{2}, z_{j} \in D_{2}, \\
\operatorname{Res}_{\lambda=\bar{z}_{j}}[M(x, t ; \lambda)]_{2}=\operatorname{Res}_{\lambda=\bar{z}_{j}} c(\bar{\lambda}) e^{-2 i\left\{\bar{z}_{j} x+\left[\Omega\left(\bar{z}_{j}\right)-\omega\right] t\right\}} \overline{\dot{a}\left(\bar{\lambda}_{j}\right) b\left(\bar{\lambda}_{j}\right)}\left[M\left(x, t ; \bar{z}_{j}\right)\right]_{1}, \\
\bar{z}_{j} \in D_{3},
\end{array}\right. \\
& \operatorname{Res}_{\lambda=\bar{\lambda}_{j}}[M(x, t ; \lambda)]_{2}=-\frac{e^{2 i\left\{\bar{\lambda}_{j} x+\left[\Omega\left(\bar{\lambda}_{j}\right)-\omega\right] t\right\}}}{\bar{a}\left(\bar{\lambda}_{j}\right) \overline{b\left(\bar{\lambda}_{j}\right)}}\left[M\left(x, t ; \bar{\lambda}_{j}\right)\right]_{1}, \bar{\lambda}_{j} \in D_{4} .
\end{aligned}
$$

Considering the off-diagonal elements of the spectral problems, we can derive the solution $q(x, t)$ of the IBV problems. Then, we have the following Riemann-Hilbert problem:

Theorem 4.1. Let $q(x, t)$ be a solution of (1.3a)-(1.3d) with sufficient smoothness and decays as $x \rightarrow \infty$. Then $q(x, t)$ can be reformulated by the initial value $q_{0}(x)$ and boundary values $\left\{g_{0}(t), g_{1}(t)\right\}$, which are defined by

$$
\begin{align*}
& q_{0}(x)=q(x, t=0) \\
& g_{0}(t)=q(x=0, t)=a e^{2 i \omega t+i \delta}+v_{0}(t) \\
& g_{1}(t)=q_{x}(x=0, t)=2 i a b e^{2 i \omega t+i \delta}+v_{1}(t)  \tag{4.6}\\
& q_{0}(0)=g_{0}(0)=a e^{i \delta}, q_{0 x}(0)=g_{1}(0)=2 i a b e^{i \delta}
\end{align*}
$$

where $v_{0}(t)=0, v_{1}(t)=0$ for the Dirichlet IBV problem, and $v_{0}(t), v_{1}(t) \in \mathcal{S}\left(\mathbb{R}_{+}\right)$ for the Neumann IBV problem.

Assume that the functions $q_{0}(x) \in \mathcal{S}\left(\mathbb{R}_{+}\right), g_{0}(t)$ and $g_{1}(t)$ satisfying the spectral functions $\{a(\lambda), b(\lambda), A(\lambda), B(\lambda)\}$ admit the global relation

$$
\begin{equation*}
b(\lambda) A(\lambda)-a(\lambda) B(\lambda)=0, \quad \lambda \in D_{1}, \tag{4.7}
\end{equation*}
$$

where the domain $D_{1}$ is defined in (3.6).
Then the solution $q(x, t)$ of (1.3a) with IBV problems (1.3b)-(1.3d) is given by

$$
\begin{equation*}
q(x, t)=2 i \lim _{\lambda \rightarrow \infty}(\lambda N(x, t ; \lambda))_{12} \tag{4.8}
\end{equation*}
$$

where $N(x, t ; \lambda)$ admits the following $2 \times 2$ matrix Riemann-Hilbert problem: Given the spectral functions $\rho(\lambda), r(\lambda), f(\lambda), c(\lambda)=c^{-}(\lambda)-c^{+}(\lambda)$, and the contour $\Sigma$, find a $2 \times 2$ matrix-value function $N(x, t ; \lambda)$ such that
(i) $N(x, t ; \lambda)$ is sectionally meromorphic in $\lambda \in \mathbb{C} \backslash \Sigma$ or $\lambda \in \mathscr{R} \backslash \Sigma$, where $\mathscr{R}$ is the Riemann of genus zero.
(ii) Its first column $[N(x, t ; \lambda)]_{1}$ admits simple poles at $\lambda_{j} \in D_{1}$ and $z_{j} \in D_{2}$; the second column $[N(x, t ; \lambda)]_{2}$ has simple poles at $\bar{z}_{j} \in D_{3}$ and $\bar{\lambda}_{j} \in D_{4}$. Here the domains $\left\{D_{j}\right\}_{1}^{4}$ are determined in (3.6). The associated residues admit the relations (4.5).
(iii) The boundary value $N_{ \pm}(x, t ; \lambda)$ at $\Sigma$ admits the jump condition

$$
\begin{equation*}
N_{+}(x, t ; \lambda)=N_{-}(x, t ; \lambda) J_{N}(x, t ; \lambda), \lambda \in \Sigma \tag{4.9}
\end{equation*}
$$

where the jump matrix $J(x, t ; \lambda)$ can be defined in terms of the spectral functions by (4.3).
(iv) Behavior at $\infty$ is

$$
\begin{equation*}
N(x, t ; \lambda)=\mathbb{I}+O\left(\frac{1}{\lambda}\right), \text { as } \lambda \rightarrow \infty \tag{4.10}
\end{equation*}
$$

(v) $\operatorname{det} N(x, t ; \lambda)=1$.

Proof. From the spectral analysis of (2.1a) and (2.2a), it only remains to prove (4.8) and (4.9), which follow from the large $\lambda$ asymptotics of the eigenfunctions.

## 5. Long-Time asymptotic analysis

In order to analyze the long-time asymptotic behavior of the solution $q(x, t)$, let the spectral functions $\rho(\lambda), r(\lambda), c(\lambda)$ and $f(\lambda)$ admit the following properties:
(a) The function $c(\lambda)$ satisfies analytic continuation across the cut $\gamma \cup \bar{\gamma}$ connecting $E$ and $\bar{E}$ on the second sheet of the Riemann surface of the function $X(\lambda)$.
(b) The function $f(\lambda)$ satisfies the following expansion at $\lambda=E=-b+i a$ :

$$
\begin{equation*}
f(\lambda)=\sum_{j=0}^{\infty} c_{j}(\lambda-E)^{\frac{2 j+1}{2}} \tag{5.1}
\end{equation*}
$$

(c) The discrete spectrum of the problem is empty; i.e., (i) $a(\lambda)$ does not vanish in $D_{1}$; (ii) $T_{11}(\lambda)=a(\lambda) \overline{A(\bar{\lambda})}+b(\lambda) \overline{B(\bar{\lambda})}$ does not vanish in $D_{2}$.
In what follows, in order to describe the long-time behavior of the solution $q(x, t)$ of the IBV problem, in this section some different asymptotic formulae are derived by the following three theorems in different regions of the first quarter of the $x t$ plane; see Figure 3 .


Figure 3. The different regions of the $(x, t)$-quarter-plane under the condition $2 b^{2}+a^{2} b-\frac{1}{4} a^{4}+\omega=0,0<b<a^{2} / 4$.

Theorem 5.1 (The Zakharov-Manakov region, $x>4 t b$ ). Let all conditions of Theorem 4.1 and assumption (c) be satisfied.

In the region $x>4 t b$, the asymptotics, as $t \rightarrow+\infty$, of the solution $q(x, t)$ for the IBV problems of (1.3a)-(1.3d) takes the form of the Zakharov-Manakov type

## formula

$$
\begin{equation*}
q(x, t)=\frac{1}{\sqrt{t}} \widetilde{q_{a s y}}\left(\lambda_{0}\right) e^{i \frac{x^{2}}{4 t}-i \nu\left(\lambda_{0}\right) \log t}+O\left(\frac{\log t}{t}\right) \tag{5.2}
\end{equation*}
$$

with

$$
\begin{align*}
& \left|\widetilde{q_{\text {asy }}}\left(\lambda_{0}\right)\right|^{2}=\frac{\nu\left(\lambda_{0}\right)}{2}=-\frac{1}{4 \pi} \log \left(1-\lambda_{0}\left|\rho\left(\lambda_{0}\right)\right|^{2}\right) \\
& \arg \widetilde{q_{\text {asy }}}\left(\lambda_{0}\right)=\arg \Gamma\left(i \nu\left(\lambda_{0}\right)\right)-\arg \rho\left(\lambda_{0}\right)-3 \nu\left(\lambda_{0}\right) \log 2-\frac{\pi}{4} \\
& \quad+\frac{1}{\pi} \int_{-\infty}^{\lambda_{0}} \log \left(\left|\lambda-\lambda_{0}\right|\right) d \log \left(1-\lambda|\rho(\lambda)|^{2}\right) \tag{5.3}
\end{align*}
$$

where $\nu\left(\lambda_{0}\right)=-\frac{1}{2 \pi} \log \left(1-\lambda_{0}\left|\rho\left(\lambda_{0}\right)\right|^{2}\right), \rho(\lambda)=\frac{r(k)}{k}$, and $\Gamma(\cdot)$ implies Euler's gamma-function, and $\lambda_{0}=-\frac{x}{4 t}$.

Proof. In what follows, we can follow the technique of asymptotic analysis proposed for the first time in [6] to study the asymptotic behavior of the Riemann-Hilbert problem (4.9) in the region $x>4 t b$. We introduce the first transformation

$$
\begin{equation*}
N^{(1)}(x, t, \lambda)=N(x, t, \lambda) \delta^{\sigma_{3}}(\lambda), \tag{5.4}
\end{equation*}
$$

with

$$
\begin{equation*}
\delta(\lambda)=\exp \left\{\frac{1}{2 \pi i} \int_{-\infty}^{\lambda_{0}} \frac{\log \left(1-\lambda^{\prime}\left|\rho\left(\lambda^{\prime}\right)\right|^{2}\right)}{\lambda^{\prime}-\lambda} d \lambda^{\prime}\right\} \tag{5.5}
\end{equation*}
$$

where $\lambda_{0}=-\frac{x}{4 t}$. Next, the new jump matrix $J_{N}^{(1)}(x, t, \lambda)$ is analytically extended from $\Sigma$. It yields the second transformation

$$
\begin{equation*}
N^{(2)}(x, t, \lambda)=N^{(1)}(x, t, \lambda) G(\lambda) \tag{5.6}
\end{equation*}
$$

with $G(\lambda)$ defined by
(5.7a) $\quad G(\lambda)=\left\{\begin{array}{l}\left(\begin{array}{cc}1 & \bar{r} \bar{\lambda}) \delta^{2} e^{-2 i t \theta} \\ 0 & 1\end{array}\right), \lambda \in D_{1}, \arg \left(\lambda-\lambda_{0}\right) \in(0, \pi / 4), \\ \left(\begin{array}{cc}1 & 0 \\ -\lambda \hat{r}(\lambda) \delta^{-2} e^{2 i t \theta} & 1\end{array}\right), \lambda \in D_{4}, \arg \left(\lambda-\lambda_{0}\right) \in(7 \pi / 4,2 \pi),\end{array}\right.$
(5.7b) $\quad G(\lambda)=\left\{\begin{array}{l}\left(\begin{array}{cc}1 & 0 \\ -\lambda \delta^{-2} \hat{c}(\lambda) e^{2 i t \theta} & 1\end{array}\right), \lambda \in D_{1}, \arg \left(\lambda-\lambda_{0}\right) \in(0, \pi / 4), \\ \left(\begin{array}{cc}1 & \delta^{2} \hat{c}(\bar{\lambda}) \\ 0 & 1\end{array}\right), \lambda \in D_{4}, \arg \left(\lambda-\lambda_{0}\right) \in(3 \pi / 2,7 \pi / 4),\end{array}\right.$
(5.7c) $\quad G(\lambda)=\left\{\begin{array}{l}\left(\begin{array}{cc}1 & \bar{\rho}(\bar{\lambda}) \delta^{2} e^{-2 i t \theta} \\ 0 & 1\end{array}\right), \lambda \in D_{2}, \arg \left(\lambda-\lambda_{0}\right) \in(0, \pi / 4), \\ \left(\begin{array}{cc}1 & 0 \\ -\lambda \hat{\rho}(\lambda) \delta^{-2} e^{2 i t \theta} & 1\end{array}\right), \lambda \in D_{3}, \arg \left(\lambda-\lambda_{0}\right) \in(7 \pi / 4,2 \pi),\end{array}\right.$

where $\hat{r}(\lambda), \hat{c}(\lambda), \hat{\rho}(\lambda)$ and $\hat{\rho}^{\prime}(\lambda)$ are suitable analytic approximations of the functions $r(\lambda), c(\lambda), \rho(\lambda), \rho^{\prime}(\lambda)=\rho(\lambda) /\left(1+|\rho(\lambda)|^{2}\right)$. From above, we have the final transformation

$$
\begin{equation*}
N^{(2)}(x, t, \lambda)=Z(x, t, \lambda) N^{a s y}(x, t, \lambda), \tag{5.8}
\end{equation*}
$$

where the function $N^{\text {asy }}(x, t, \lambda)$ solves the model problem explicitly presented in terms of parabolic cylinder functions, whereas $Z(x, t, \lambda)$ can be estimated:

$$
\begin{equation*}
Z(x, t, \lambda)=\mathbb{I}+O\left(\frac{\log t}{t^{\frac{1}{2}}}\right) . \tag{5.9}
\end{equation*}
$$

Then, the asymptotic result of $N^{\text {asy }}(x, t, \lambda)$ yields the Zakharov-Manakov wave (5.2).

Theorem 5.2 (Plane wave region, $0 \leq x<4 t\left(b-\sqrt{2 a^{2}\left(\frac{a^{2}}{4}-b\right)}\right)$ ). Let all conditions of Theorem 4.1 and assumptions (a), (b), (c) be satisfied.

Then in the region $0 \leq x<4 t\left(b-\sqrt{2 a^{2}\left(\frac{a^{2}}{4}-b\right)}\right)$, the asymptotics, as $t \rightarrow$ $+\infty$, of the solution $q(x, t)$ for the IBV problems of (1.3a)-(1.3d) is described by a plane wave:

$$
\begin{equation*}
q(x, t)=a e^{i \delta} e^{2 i[\omega t+b x-\phi(\xi)]}+O\left(t^{-1 / 2}\right), \text { as } t \rightarrow+\infty \tag{5.10}
\end{equation*}
$$

where
$\phi(\xi)=\frac{1}{2 \pi}\left\{\int_{-\infty}^{\mu_{-}(\xi)} \log \left[1+\lambda|\hat{\rho}(\lambda)|^{2}\right] \frac{d \lambda}{X(\lambda)}+\int_{\gamma_{g} \cup \bar{\gamma}_{g}} \log \left[h(s) e^{i \delta} \delta^{-2}(s, \xi)\right] \frac{d s}{X_{+}(s)}\right\}$,

$$
\begin{equation*}
\mu_{-}(\xi)=-\frac{b}{2}-\xi-\sqrt{\left(\xi-\frac{b}{2}\right)^{2}-\frac{a^{2} e^{2 i \delta}}{2}\left(\frac{a^{2} e^{2 i \delta}}{4}-b\right)}, \gamma_{g} \cup \bar{\gamma}_{g}=\gamma \cup \bar{\gamma}, \xi=\frac{x}{4 t} . \tag{5.11}
\end{equation*}
$$

Proof. For the region $0 \leq x<4 t\left(b-\sqrt{2 a^{2}\left(\frac{a^{2}}{4}-b\right)}\right)$, we take the $g$-function as follows:

$$
\begin{equation*}
g(x, t, \lambda)=x X(\lambda)+t \Omega(\lambda) \tag{5.12}
\end{equation*}
$$

where the functions $\Omega(\lambda)$ and $X(\lambda)$ are determined by (2.5d) and (2.5e). The $g$-function admits the following asymptotic behavior:

$$
g(\lambda ; \xi)=t\left(2 \lambda^{2}+4 \xi \lambda+g(\infty ; \xi)\right)+O\left(\frac{1}{\lambda}\right), \lambda \rightarrow \infty, \text { with } g(\infty ; \xi)=t(\omega+4 \xi B)
$$

We make the following three transforms:

$$
\begin{align*}
& N^{(1)}(x, t, \lambda)=e^{-i t g(\infty ; \xi) \sigma_{3}} N(x, t, \lambda) e^{-i\left[\lambda x+4 \lambda^{2} t-g(\lambda)\right] \sigma_{3}},  \tag{5.13}\\
& N^{(2)}(x, t, \lambda)=N^{(1)}(x, t, \lambda) \delta^{-\sigma_{3}}(\lambda),  \tag{5.14}\\
& N^{(3)}(x, t, \lambda)=N^{(2)}(x, t, \lambda) G(\lambda), \tag{5.15}
\end{align*}
$$

where $\delta$ is introduced in (5.5), and $G(\lambda)$ is introduced similarly to (5.7a), with $t \theta(k)$ instead of $g(\lambda)$. Next, we make a fourth transformation:
$N^{(4)}(x, t, \lambda)=\left\{\begin{array}{c}F^{\sigma_{3}}(\infty, \xi) N^{(3)}(x, t, \lambda) F^{-\sigma_{3}}(\lambda, \xi), \lambda \text { outside the lenses, } \\ F^{\sigma_{3}}(\infty, \xi) N^{(3)}(x, t, \lambda) F^{-\sigma_{3}}(\lambda, \xi) \hat{N}_{\text {low }}(\lambda), \\ \lambda \text { inside the lower right lens, } \\ F^{\sigma_{3}}(\infty, \xi) N^{(3)}(x, t, \lambda) F^{-\sigma_{3}}(\lambda, \xi) N_{\text {low }}^{-1}(\lambda), \\ \lambda \text { inside the lower left lens, } \\ F^{\sigma_{3}}(\infty, \xi) N^{(3)}(x, t, \lambda) F^{-\sigma_{3}}(\lambda, \xi) \hat{N}_{\text {up }}(\lambda), \\ \lambda \text { inside the upper right lens, }, \\ F^{\sigma_{3}}(\infty, \xi) N^{(3)}(x, t, \lambda) F^{-\sigma_{3}}(\lambda, \xi) N_{\text {up }}^{-1}(\lambda), \\ \lambda \text { inside the upper left lens, },\end{array}\right.$
where $F(\lambda)=\exp \left\{\frac{X(\lambda)}{2 \pi i} \int_{\gamma_{g} \cup \bar{\gamma}_{g}} \log \left[h(s) e^{i \delta} \delta^{-2}(s)\right] \frac{d s}{(s-\lambda) X_{+}(s)}\right\}, F(\infty)=e^{i \phi(\xi)}$ with $\phi(\xi)=\frac{1}{2 \pi} \int_{\gamma_{g} \cup \bar{\gamma}_{g}} \log \left[h(s) e^{i \delta} \delta^{-2}(s, \xi)\right] \frac{d s}{X_{+}(s)}$, and $\hat{N}_{\text {low }}(\lambda)=\left(\begin{array}{cc}1 & 0 \\ \hat{N}_{\text {low }}^{(21)} & 1\end{array}\right)$, $N_{\text {low }}(\lambda)=\left(\begin{array}{cc}1 & 0 \\ N_{\text {low }}^{(21)} & 1\end{array}\right), \hat{N}_{\mathrm{up}}(\lambda)=\left(\begin{array}{cc}1 & \hat{N}_{\mathrm{up}}^{(12)} \\ 0 & 1\end{array}\right), N_{\mathrm{up}}(\lambda)=\left(\begin{array}{cc}1 & N_{\mathrm{up}}^{(12)} \\ 0 & 1\end{array}\right)$,
with

$$
\begin{gathered}
\hat{N}_{\text {low }}^{(21)}=\lambda \delta^{-2}(\lambda) F_{-}^{2}(\lambda)\left[\hat{\rho}_{-}^{\prime}(\lambda)-f^{-1}(\lambda)\right] e^{2 i g_{+}(\lambda)}, \\
N_{\text {low }}^{(21)}=-\lambda \delta^{-2}(\lambda) F_{+}^{2}(\lambda)\left[\hat{\rho}_{+}^{\prime}(\lambda)+f^{-1}(\lambda)\right] e^{-2 i g_{+}(\lambda)}, \\
\hat{N}_{\mathrm{up}}^{(12)}=-\delta^{2}(\lambda) F_{-}^{2}(\lambda)\left[\hat{\rho}_{-}^{\prime}(\bar{\lambda})\right. \\
\left.f^{-1}(\bar{\lambda})\right] e^{-2 i g_{+}(\lambda)}, \\
\text { and } N_{\mathrm{up}}^{(12)}=\delta^{2}(\lambda) F_{+}^{2}(\lambda)\left[\overline{\hat{\rho}_{+}^{\prime}(\bar{\lambda})}+\overline{f^{-1}(\bar{\lambda})}\right] e^{2 i g_{+}(\lambda)} .
\end{gathered}
$$

Then, we have the model problem

$$
\begin{equation*}
N^{(4)}\left(x, t, \lambda=\left(\mathbb{I}+O\left(t^{-1 / 2}\right)\right) N^{\bmod }(x, t, \lambda)\right. \tag{5.17}
\end{equation*}
$$

where $N^{\text {mod }}(x, t, \lambda)$ satisfies the following zero-gap model problem $\mathrm{RH}^{\text {mod }}$ :

$$
\begin{equation*}
N_{+}^{\bmod }(x, t, \lambda)=N_{-}^{\bmod }(x, t, \lambda) J_{N}^{\bmod }, \lambda \in \gamma_{g} \cup \bar{\gamma}_{g} \tag{5.18}
\end{equation*}
$$

with constant jump matrix

$$
J_{N}^{\bmod }=\left(\begin{array}{cc}
0 & -i e^{i \delta}  \tag{5.19}\\
-i e^{-i \delta} & 0
\end{array}\right)
$$

From above, $q(x, t)$ in terms of the solution of the basic Riemann-Hilbert problem can be derived by $q(x, t)=2 i\left(N^{\text {mod }}\right)_{12}(x, t)$, which yields the plane wave (5.10).

Remark 5.3. For the structure of the Dirichlet to Neumann map, equation (5.10) satisfies the assumption (1.8a)-(1.8b). For the case of $x=0$, the restrictions (a) and (b) are not needed to further consider the Riemann-Hilbert data for researching the asymptotic approach. In fact, this case yields $\gamma=\gamma_{g}$, which implies that it is not needed to deform the contour $\gamma_{g} \cup \bar{\gamma}_{g}$.

Theorem 5.4 (Modulated elliptic wave region, $\left.4 t\left(b-\sqrt{2 a^{2}\left(\frac{a^{2}}{4}-b\right)}\right)<x<4 t b\right)$. Let all conditions of Theorem 4.1 and assumptions (a), (b), (c) be satisfied.

In the region $4 t\left(b-\sqrt{2 a^{2}\left(\frac{a^{2}}{4}-b\right)}\right)<x<4 t b$, the asymptotics, as $t \rightarrow+\infty$, of the solution $q(x, t)$ for the initial value problem of (1.3a)-(1.3d) is described by a modulated elliptic wave:

$$
\begin{align*}
q(x, t)= & {\left[\sqrt{a^{2}\left(\frac{a^{2}}{4}-b\right)}+\operatorname{Im} d(\xi)\right] }  \tag{5.20}\\
& \times e^{i \delta} \frac{\theta_{3}\left[\frac{B_{g} t}{2 \pi}+\frac{B_{\omega} \Delta}{2 \pi}-\mathcal{U}_{-}(\xi)+\frac{\tau}{2}+\frac{1}{2}\right] \theta_{3}\left[\mathcal{U}_{+}(\xi)-\frac{\tau}{2}-\frac{1}{2}\right]}{\theta_{3}\left[\frac{B_{g} t}{2 \pi}+\frac{B_{\omega} \Delta}{2 \pi}-\mathcal{U}_{+}(\xi)+\frac{\tau}{2}+\frac{1}{2}\right] \theta_{3}\left[\mathcal{U}_{-}(\xi)-\frac{\tau}{2}-\frac{1}{2}\right]} \\
& \times e^{2 i g(\infty, \xi)-2 i \phi(\xi)}+O\left(t^{-\frac{1}{2}}\right), t \rightarrow+\infty,
\end{align*}
$$

where $B_{g}, \Delta$, and $B_{\omega}$ are functions with respect to the variables $\xi=\frac{x}{4 t}$, respectively, and $\mathcal{U}_{ \pm}(\xi)=U_{0} \pm U(\infty)$ with $U(\lambda)=\frac{1}{c} \int_{E}^{\lambda} \frac{d \lambda^{\prime}}{\omega\left(\lambda^{\prime}\right)}$ and $E=-b+i D$. Moreover,

$$
\begin{equation*}
\theta_{3}(z)=\sum_{z \in \mathbb{Z}} e^{\pi i \tau m^{2}+2 \pi i m z} \tag{5.21}
\end{equation*}
$$

is the theta function of invariant $\tau=\tau(\xi)$ introduced by $\tau=\frac{2}{c} \int_{E}^{d} \frac{d \lambda^{\prime}}{\omega\left(\lambda^{\prime}\right)}$. The function $g=g(\infty, \xi)$ is given by
$g(\infty, \xi)=t\left(2\left(\int_{E}^{\infty}+\int_{\bar{E}}^{\infty}\right)\right)\left[\left(\lambda^{\prime}-\mu(\xi)\right) \sqrt{\frac{\left(\lambda^{\prime}-d(\xi)\right)\left(\lambda^{\prime}-\bar{d}(\xi)\right)}{\left(\lambda^{\prime}-E\right)\left(\lambda^{\prime}-\bar{E}\right)}}-\left(\lambda^{\prime}+\xi\right)\right] d \lambda^{\prime}$

$$
\begin{equation*}
+2 t\left(\frac{a^{4}}{4}-a^{2} b-b^{2}+2 \xi b\right) \tag{5.22}
\end{equation*}
$$

where $d(\xi)=d_{1}+i d_{2}, c_{1}=-(b+\xi) d_{1}+b \xi+\frac{1}{2}\left(d_{2}^{2}+D^{2}\right), c_{2}=\xi-d_{1}+b$, $c_{0} \doteqdot c_{0}\left(\xi, d_{1}, d_{2}\right)=-\frac{\int_{d}^{d}\left(\lambda^{3}+c_{2} \lambda^{2}+c_{1} \lambda\right) \frac{d \lambda}{\omega(\lambda)}}{\int_{\frac{d}{d} \frac{d \lambda}{\omega(\lambda)}}} \in \mathbb{R}$, with $d_{1}=d_{1}(\xi)=-\mu-\xi-b$, $d_{2}=d_{2}(\xi)=\sqrt{D^{2}-2(b+\mu)(\xi+\mu)}$, and $\mu(\xi)=\frac{\mathcal{I}_{1}\left(-\mu-\xi-b, \sqrt{D^{2}-2(b+\mu)(\xi+\mu)}\right)}{\mathcal{I}_{0}\left(-\mu-\xi-b, \sqrt{D^{2}-2(b+\mu)(\xi+\mu)}\right)}$, with

$$
\begin{aligned}
& \mathcal{I}_{0}\left(d_{1}, d_{2}\right)=\int_{d_{1}-i d_{2}}^{d_{1}+i d_{2}} \sqrt{\frac{\left(\lambda^{\prime}-d_{1}\right)^{2}+d_{2}}{\left(\lambda^{\prime}+b\right)^{2}}+D^{2}} d \lambda^{\prime} \\
& \mathcal{I}_{1}\left(d_{1}, d_{2}\right)=\int_{d_{1}-i d_{2}}^{d_{1}+i d_{2}} \lambda^{\prime} \sqrt{\frac{\left(\lambda^{\prime}-d_{1}\right)^{2}+d_{2}}{\left(\lambda^{\prime}+b\right)^{2}}+D^{2}} d \lambda^{\prime}
\end{aligned}
$$

The phase shift $\phi(\xi)$ is determined as follows:

$$
\begin{equation*}
\phi(\xi)=\frac{1}{2 \pi} \int_{\Gamma_{d} \cup \Gamma_{\bar{d}}} \frac{\left[\lambda^{\prime}+e_{1}(\xi)-\omega_{\infty}(\xi)\right] \log \left[h\left(\lambda^{\prime}\right) e^{i \delta} \delta^{-2}\left(\lambda^{\prime}, \xi\right)\right]}{\left[\left(\lambda^{\prime}-E\right)\left(\lambda^{\prime}-\bar{E}\right)\left(\lambda^{\prime}-d(\xi)\right)\left(\lambda^{\prime}-\bar{d}(\xi)\right)\right]^{\frac{1}{2}}} d \lambda^{\prime}, \tag{5.23}
\end{equation*}
$$

where $h(\lambda), \delta(\lambda, \xi)$ are given by

$$
h(\lambda)=\left\{\begin{array}{l}
i \lambda \hat{f}(\lambda), \lambda \in \gamma_{d},  \tag{5.24}\\
-i \lambda \hat{f}^{-1}(\bar{\lambda}), \lambda \in \overline{\gamma_{d}},
\end{array} \quad \text { with } \gamma_{0} \cup \bar{\gamma}_{0}=\gamma_{d} \cup \overline{\gamma_{d}} \cup[d, \bar{d}],\right.
$$

$$
\begin{equation*}
\delta(\lambda, \xi)=\exp \left\{\frac{1}{2 \pi i} \int_{-\infty}^{\mu(\xi)} \frac{\log \left[1+\lambda^{\prime}\left|r\left(\lambda^{\prime}\right)+c\left(\lambda^{\prime}\right)\right|^{2}\right]}{\lambda^{\prime}-\lambda} d \lambda^{\prime}\right\} \tag{5.25}
\end{equation*}
$$

and $e_{1}(\xi)=-\frac{E+\bar{E}+d+\bar{d}}{2}, \omega_{\infty}=\int_{E}^{\infty}\left[\frac{z^{2}+e_{1} z+e_{0}}{\omega(z)}-1\right] d z-E$.
Proof. In the region $4 t\left(b-\sqrt{2 a^{2}\left(\frac{a^{2}}{4}-b\right)}\right)<x<4 t b$, by considering the sum of two Abelian integrals, one can rewrite $g(\lambda, \xi)$ and $g(\infty, \xi)$ as follows:

$$
\begin{aligned}
& g(\lambda, \xi)=2\left(\int_{E}^{\lambda}+\int_{\bar{E}}^{\lambda}\right) \frac{\lambda^{\prime 3}+c_{2} \lambda^{\prime 2}+c_{1} \lambda^{\prime}+c_{0}}{\sqrt{\left(\lambda^{\prime}-E\right)\left(\lambda^{\prime}-\bar{E}\right)\left(\lambda^{\prime}-d(\xi)\right)\left(\lambda^{\prime}-\bar{d}(\xi)\right)}} d \lambda^{\prime}, \\
& g(\infty, \xi)= \\
& \quad t\left[2\left(\int_{E}^{\infty}+\int_{\bar{E}}^{\infty}\right)\left(\frac{\lambda^{\prime 3}+c_{2} \lambda^{\prime 2}+c_{1} \lambda^{\prime}+c_{0}}{\sqrt{\left(\lambda^{\prime}-E\right)\left(\lambda^{\prime}-\bar{E}\right)\left(\lambda^{\prime}-d(\xi)\right)\left(\lambda^{\prime}-\bar{d}(\xi)\right)}}-\lambda^{\prime}-\xi\right) d \lambda^{\prime}\right] \\
& \quad+2 t\left(D^{2}-b^{2}+2 b \xi\right) .
\end{aligned}
$$

The same transformations can be made as follows:

$$
\begin{equation*}
N(x, t, \lambda) \rightsquigarrow N^{(1)}(x, t, \lambda) \rightsquigarrow N^{(2)}(x, t, \lambda) \rightsquigarrow N^{(3)}(x, t, \lambda), \tag{5.26}
\end{equation*}
$$

which are similar to ones for the plane wave region, but $\lambda_{0}=\mu(\xi)$, where $\mu(\xi)$ is the real stationary point of $g(\lambda)$. Following in the same way, we have the following model problem:

$$
\begin{align*}
& N_{+}^{\bmod }(x, t, \lambda)=N_{-}^{\bmod }(x, t, \lambda) J_{N}^{\bmod }(x, t, \lambda), \lambda \in \gamma_{d} \cup \overline{\gamma_{d}} \cup[d, \bar{d}]  \tag{5.27a}\\
& N^{\bmod }(x, t, \lambda)=\mathbb{I}+O\left(\frac{1}{\lambda}\right), \lambda \rightarrow \infty . \tag{5.27b}
\end{align*}
$$

The jump matrix reads

$$
J_{N}^{\bmod }(x, t, \lambda)=\left\{\begin{array}{l}
\left(\begin{array}{cc}
0 & -i e^{i \delta} \\
-i e^{-i \delta} & 0
\end{array}\right), \lambda \in \gamma_{d} \cup \overline{\gamma_{d}},  \tag{5.27c}\\
\left(\begin{array}{cc}
e^{-i t B_{g}-i \Delta B_{\omega}} & 0 \\
0 & e^{i t B_{g}+i \Delta B_{\omega}}
\end{array}\right), \lambda \in[d, \bar{d}]
\end{array}\right.
$$

where $B_{g}, \Delta$ and $B_{\omega}$ are functions with respect to the variables $\xi=\frac{x}{4 t}$. By using elliptic theta functions, one can solve the model problem. In order to find such a solution, let us consider the following elliptic Riemann surface of

$$
\omega(\lambda)=\sqrt{(\lambda-E)(\lambda-\bar{E})(\lambda-d)(\lambda-\bar{d})}
$$

where $d=d(\xi)$ and $\bar{d}=\bar{d}(\xi)$. Following the same method as in the plane wave region, one has $q(x, t)=2 i\left(N^{\text {mod }}\right)_{12}(x, t)$, where

$$
\begin{aligned}
& 2 i\left(N^{\mathrm{mod}}\right)_{12}(x, t, \lambda) \\
& \quad=\left[D+d_{2}(\xi)\right] e^{i \delta} \frac{\theta_{3}\left[\frac{B_{g} t}{2 \pi}+\frac{B_{\omega} \Delta}{2 \pi}+U(\infty)-U_{0}-\frac{\tau}{2}-\frac{1}{2}\right] \theta_{3}\left[U(\infty)+U_{0}+\frac{\tau}{2}+\frac{1}{2}\right]}{\theta_{3}\left[\frac{B_{g} t}{2 \pi}+\frac{B_{\omega} \Delta}{2 \pi}-U(\infty)+U_{0}+\frac{\tau}{2}+\frac{1}{2}\right] \theta_{3}\left[U(\infty)+U_{0}+\frac{\tau}{2}+\frac{1}{2}\right]},
\end{aligned}
$$

which yields the modulated elliptic wave (5.20).
Remark 5.5. In this paper, we study the long-time asymptotics of the solution to the GI equation (1.2) with time-periodic boundary condition. For $\xi=\xi_{0}$, one has $\operatorname{Im} d\left(\xi_{0}\right)=0$. Then $g^{\text {elliptic }}\left(\infty, \xi_{0}\right)=g^{\text {planewave }}\left(\infty, \xi_{0}\right)$, and $\theta\left(\cdot, \xi_{0}\right)=1$. It provides matching at the interface between the plane wave (5.10) and the elliptic wave (5.20) as $\xi=\xi_{0}$.

Suppose that $\xi_{0}=0$, i.e., $b^{2}=\frac{a^{4}}{2}-2 a^{2} b$. Then the plane wave region disappears, and the asymptotic behavior of the solution is only described by elliptic functions with modulated parameter.
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