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Abstract. Readily evaluated upper and lower bounds on the impulse, step, and frequency response of certain classes of networks are obtained. These bounds are the best possible and can be applied to integrated RC structures as well as lumped networks. These procedures can be extended to general networks.

Introduction. One important problem in network analysis is the simple determination of the transient response from the frequency response and, conversely, the determination of the frequency response from the transient response. Estimates or bounds are useful here since they supply considerable information without requiring tedious calculations. In addition, bounds supply theoretical insight into relations between the time and frequency domains.

In this paper we shall determine some such bounds for certain classes of networks. The reader is referred to reference [1] for a discussion of some other bounds.

We shall work with the real part of the frequency response through this paper and write the transient response in terms of it.

Conversely, these bounds can be used to restrict \( R(\omega) \). The bounds will be expressed in terms of easily obtained graphical limits and a catalogue of asymptotic responses. Figure 1 is an illustration of the parameters that will be used to bound \( R(\omega) \), the real
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**Fig. 1. An illustration of the parameters used to bound \( R(\omega) \)**
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part of the system function. That is we shall consider low-pass structures such that
\[ \delta M = N \leq R(\omega) \leq M \quad \text{for} \quad 0 \leq \omega \leq \omega_0 \]  
and assume that \( R(\omega) \) is characterized by a typical asymptotic fall off of either an integrated RC network or a lumped network for \( \omega > \omega_0 \).

We shall use the Fourier transform to obtain bounds on the unit impulse and unit step responses respectively. We shall break each of these integrals into two parts and consider the contributions of the frequencies \( 0 \leq \omega \leq \omega_0 \) and \( \omega > \omega_0 \) separately. That is, we write
\[ u(t) = w_1(t) + w_2(t) = \frac{2}{\pi} \int_0^{\infty} R(\omega) \cos \omega t \, d\omega + \frac{2}{\pi} \int_{\omega_0}^{\infty} R(\omega) \cos \omega t \, d\omega \]  
and
\[ a(t) = a_1(t) + a_2(t) = \frac{2}{\pi} \int_0^{\infty} \frac{R(\omega) \sin \omega t}{\omega} \, d\omega + \frac{2}{\pi} \int_{\omega_0}^{\infty} \frac{R(\omega) \sin \omega t}{\omega} \, d\omega. \]  
Each of these integrals will be considered in turn.

**Contributions due to the frequencies** \( 0 \leq \omega \leq \omega_0 \). Let us consider \( w_1(t) \) and place bounds upon it. Let \( x = \omega t \). Then,
\[ w_1(t) = \frac{2}{\pi} \int_0^{\infty} R(x/t) \cos x \, dx. \]  
If \( 0 \leq \omega_0 t \leq \pi/2 \), the integral will be maximized if \( R(x/t) = M \) and it will be minimized if \( R(x/t) = N \). We proceed similarly for greater values of time. That is, to maximize the integral, set \( R(x/t) = M \) for those values of \( x \) for which \( \cos x > 0 \) and set \( R(x/t) = N \) when \( \cos x < 0 \). Thus, we obtain the following upper bounds
\[ w_1(t) \leq (2M/\pi t) \sin \omega_0 t \quad \text{for} \quad 0 \leq \omega_0 t \leq \pi/2 \]  
\[ w_1(t) \leq (2M/\pi t)[k(1 - \delta) + \alpha \sin \omega_0 t] \quad \text{for} \quad (2k - 1)(\pi/2) \leq \omega_0 t < (2k\pi - 1)\pi/2 \quad (k = 1, 2, 3, \ldots) \]  
where
\[ \alpha = 1 \quad \text{if} \quad k \quad \text{is even}, \]  
\[ \alpha = \delta \quad \text{if} \quad k \quad \text{is odd}. \]  
The lower bounds are given by
\[ w_1(t) \geq (2M/\pi t) \delta \sin \omega_0 t \quad \text{for} \quad 0 \leq \omega_0 t \leq \pi/2 \]  
\[ w_1(t) \geq (2M/\pi t)[k(\delta - 1) + (\delta/\alpha) \sin \omega_0 t] \quad \text{for} \quad (2k - 1)\pi/2 \leq \omega_0 t < (2k\pi - 1)\pi/2 \]  
where \( \alpha \) is defined in (7).

The previous results were derived on the basis of an infinite number of maxima in \( R(\omega) \). If the number of such maxima is limited, then we can improve the bounds.

We must consider the fact that the first region where \( \cos x \geq 0 \) is only one quarter cycle. Since the number of maxima of \( R(\omega) \) is limited we should choose \( R(\omega) = M \) for those values of \( x \) where \( \cos x > 0 \) for a half cycle. However, at first, we shall restrict ourselves to the case where \( R(\omega) \) has its first maximum at \( \omega = 0 \). Thus
\[ w_1(t) \leq (2M/\pi t)[(2\mu - 1)(1 - \delta) + \delta \sin \omega_0 t] \quad \text{for} \quad \omega_0 t > -3\pi/2 + 2\pi \mu. \]
If we do not restrict the first maximum of $R(\omega)$ to the origin, then we must increase this bound by

$$\frac{2}{\pi} \int_0^{\pi/2} M \cos x \, dx = \frac{2M}{\pi t}. \quad (11)$$

The lower bound on $w_1(t)$ when the number of maxima of $R(\omega)$ is limited is given by

$$w_1(t) \geq (2M/\pi t)[2\alpha(\delta - 1) + \delta \sin \omega_0 t] \quad \text{for} \quad \omega_0 t > \frac{-\pi}{2} + 2\pi\mu. \quad (12)$$

Now let us consider the unit step response. The analysis essentially follows that of the unit impulse response, Hence, we obtain

$$a_1(t) \leq \frac{2M}{\pi} \left[ (1 - \delta) \sum_{r=0}^{k} (-1)^{r+1} \text{Si}(\nu\pi) + \alpha \text{Si}(\omega_0 t) \right] \quad \text{for} \quad k\pi \leq \omega_0 t \leq (k + 1)\pi,$$

$$k = 0, 1, 2, \ldots \quad (13)$$

where $\alpha$ is defined in (7) and $\text{Si}(\omega_0 t)$ is defined by

$$\text{Si}(x) = \int_0^x \frac{\sin y}{y} \, dy.$$ 

This function is tabulated [2]. The lower bound is given by

$$a_1(t) \geq \frac{2M}{\pi} \left[ (\delta - 1) \sum_{r=0}^{k} (-1)^{r+1} \text{Si}(\nu\pi) + \frac{\delta}{\alpha} \text{Si}(\omega_0 t) \right] \quad \text{for} \quad k\pi \leq \omega_0 t < (k + 1)\pi,$$

$$k = 0, 1, 2, \ldots \quad (14)$$

We now assume that there are only $\mu$ maxima in $R(\omega)$ for $0 \leq \omega \leq \omega_0$. Then if $\omega_0 t \leq (2\mu - 1)\pi$ the results of (13) apply. For $\omega_0 t > (2\mu - 1)\pi$ we have

$$a_1(t) \leq \frac{2M}{\pi} \left[ (1 - \delta) \sum_{r=0}^{2\mu-1} (-1)^{r+1} \text{Si}(\nu\pi) + \delta \text{Si}(\omega_0 t) \right]. \quad (15)$$

The results of (14) apply for the lower bound if $\omega_0 t \leq 2\pi\mu$. For $\omega_0 t > 2\pi\mu$, we have

$$a_1(t) \geq \frac{2M}{\pi} \left[ (\delta - 1) \sum_{r=0}^{2\mu} (-1)^{r+1} \text{Si}(\nu\pi) + \delta \text{Si}(\omega_0 t) \right]. \quad (16)$$

Thus bounds have been imposed upon $w_1(t)$ and $a_1(t)$. These are the best possible bounds since for any value of $t$ an $R(\omega)$ can be found that will make $w_1(t)$ or $a_1(t)$ equal to its bound.

**Contributions due to the frequencies $\omega > \omega_0$.** Now let us consider $w_2(t)$ and $a_2(t)$. In this case, we shall assume that $R(\omega)$ actually equals one of a catalogue of asymptotic responses. In the subsequent section we shall discuss the error that results when the actual asymptote is not the same as the catalogued ones and discuss a technique for minimizing the error.

One type of fall off that is commonly encountered is

$$R(\omega) = K(\omega_0/\omega)^{n/2}. \quad (17)$$

Substituting and making a change of variable, we obtain

$$w_2(t) = \frac{2\omega_0 K}{\pi} (\omega_0 t)^{(n/2-1)} \int_{\omega_0 t}^\infty \frac{\cos y}{y^{n/2}} \, dy. \quad (18)$$
The integral cannot be evaluated directly. However, tabulated results can be used. If \( n = 1 \), the tables of Fresnel integral [2] are applicable. If \( n = 2 \), we make use of the tabulated integral [2]

\[
\text{ci}(z) = -\int_z^\infty \frac{\cos x}{x} \, dx. \tag{19}
\]

For values of \( n > 2 \), the integral of Eq. (18) can be reduced to tabulated forms by successive application of the following integrals [3]:

\[
\int \frac{\cos x}{x^\rho} \, dx = \frac{-1}{\rho - 1} \cos x - \frac{1}{\rho - 1} \int \frac{\sin x}{x^{\rho - 1}} \, dx, \quad \rho > 1 \tag{20}
\]

and

\[
\int \frac{\sin x}{x^\rho} \, dx = \frac{-1}{\rho - 1} \sin x + \frac{1}{\rho - 1} \int \frac{\cos x}{x^{\rho - 1}} \, dx, \quad \rho > 1. \tag{21}
\]

Another type of high frequency asymptotic response that occurs quite commonly in integrated networks is the exponential fall off.

\[
R(\omega) = \left( Kn / \cos n \right) \exp \left[ -n(\omega / \omega_0)^{1/2} \right] \cos n(\omega / \omega_0)^{1/2}. \tag{22}
\]

Substituting and manipulating, we have

\[
w_2(t) = -\frac{4 \omega_0 Kn}{\pi n^2 \cos n} \int_0^\infty xe^{-x} \cos x \cos \frac{\omega_0 t e^2}{n^2} \, dx. \tag{23}
\]

These integrals are not tabulated in the literature. However, they have been evaluated using a computer and are given in Table I.

Now let us consider some values for \( a_2(t) \). We shall use the same asymptotic responses as before. Then, if \( R(\omega) \) is given by (17), we obtain

\[
a_2(t) = \frac{2K}{\pi} (\omega_0 t)^{\nu/2} \int_0^\infty \frac{\sin x}{n^{(\nu/2+1)}} \, dx \tag{24}
\]

This can be reduced to tabulated forms by the successive application of (20) and (21).

In the case of the exponential fall off where \( R(\omega) \) is given by (22)

\[
a_2(t) = \frac{4}{\pi} \frac{Ke^n}{\cos n} \int_0^\infty e^{-x} \cos x \sin \left[ \left( \frac{\omega_0 tx^2}{n^2} \right) / x \right] \, dx. \tag{25}
\]

Again, this integral is not tabulated in the literature but it has been evaluated by a computer. The value of

\[
\frac{e^n}{\cos n} \int_0^\infty e^{-x} \cos x \sin \frac{bx^2}{x} \, dx
\]

is given in Table II. Again note that the magnitude of this value falls off as \( n \) increases.

**Calculation of the bounds on** \( R(\omega) \). The value of \( R(\omega) \) is a function of \( w(t) \) and is given by

\[
R(\omega) = R_1(\omega) + R_2(\omega) = \int_0^t w(t) \cos \omega t \, dt + \int_t^\infty w(t) \cos \omega t \, dt. \tag{26}
\]

Thus the previous procedures can be used to bound \( R(\omega) \). Logical bounds on \( w(t) \) for
\[ e^{\frac{x}{n^2 \cos n}} \int_0^\pi x e^{-x} \cos x \cos bx^2 \, dx \]

### Table I

<table>
<thead>
<tr>
<th>( b )</th>
<th>( n )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td></td>
<td>-1.058 &amp; 1.070 &amp; 0.157 &amp; -0.110</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td></td>
<td>-1.058 &amp; 0.955 &amp; -0.162 &amp; 0.080</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.03</td>
<td></td>
<td>-1.058 &amp; 0.555 &amp; -0.186 &amp; -0.046</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td></td>
<td>-1.011 &amp; 0.012 &amp; -0.054 &amp; 0.018</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td></td>
<td>-1.051 &amp; -0.020 &amp; 0.064 &amp; 0.004</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.06</td>
<td></td>
<td>-1.032 &amp; -0.039 &amp; 0.102 &amp; 0.019</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.07</td>
<td></td>
<td>-0.990 &amp; -0.484 &amp; 0.067 &amp; 0.026</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.08</td>
<td></td>
<td>-0.922 &amp; -0.516 &amp; 0.001 &amp; -0.024</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.09</td>
<td></td>
<td>-0.831 &amp; -0.506 &amp; -0.053 &amp; 0.016</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td></td>
<td>-0.721 &amp; -0.471 &amp; -0.062 &amp; -0.006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.20</td>
<td></td>
<td>-0.394 &amp; 0.032 &amp; 0.012 &amp; -0.007</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td></td>
<td>0.765 &amp; 0.119 &amp; 0.016 &amp; -0.006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.40</td>
<td></td>
<td>0.747 &amp; -0.021 &amp; -0.013 &amp; -0.005</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td></td>
<td>0.612 &amp; -0.065 &amp; -0.005 &amp; -0.003</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.60</td>
<td></td>
<td>0.450 &amp; 0.015 &amp; 0.010 &amp; -0.002</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.70</td>
<td></td>
<td>0.317 &amp; 0.044 &amp; -0.011 &amp; 0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.80</td>
<td></td>
<td>0.195 &amp; -0.013 &amp; -0.007 &amp; -0.004</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td></td>
<td>0.095 &amp; -0.054 &amp; 0.004 &amp; 0.013</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td></td>
<td>0.121 &amp; 0.011 &amp; 0.004 &amp; -0.009</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.00</td>
<td></td>
<td>-0.226 &amp; -0.009 &amp; 0.004 &amp; -0.013</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.00</td>
<td></td>
<td>-0.082 &amp; 0.007 &amp; 0.352 &amp; -0.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.00</td>
<td></td>
<td>-0.063 &amp; 0.002 &amp; -0.004 &amp; 0.005</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.00</td>
<td></td>
<td>0.098 &amp; -0.002 &amp; 0.034 &amp; 0.016</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.00</td>
<td></td>
<td>0.039 &amp; -0.025 &amp; 0.084 &amp; -0.004</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.00</td>
<td></td>
<td>-0.036 &amp; 0.043 &amp; -0.011 &amp; 0.009</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.00</td>
<td></td>
<td>-0.062 &amp; -0.026 &amp; 0.006 &amp; 0.016</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.00</td>
<td></td>
<td>-0.030 &amp; -0.060 &amp; 0.031 &amp; 0.023</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.00</td>
<td></td>
<td>0.021 &amp; 0.062 &amp; 0.023 &amp; 0.009</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20.00</td>
<td></td>
<td>-0.026 &amp; -0.048 &amp; 0.032 &amp; 0.015</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30.00</td>
<td></td>
<td>-0.044 &amp; -0.012 &amp; -0.028 &amp; -0.025</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40.00</td>
<td></td>
<td>-0.036 &amp; 0.061 &amp; 0.014 &amp; 0.011</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50.00</td>
<td></td>
<td>0.013 &amp; -0.054 &amp; -0.005 &amp; -0.030</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60.00</td>
<td></td>
<td>0.107 &amp; -0.135 &amp; 0.030 &amp; -0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70.00</td>
<td></td>
<td>0.160 &amp; -0.075 &amp; 0.011 &amp; -0.009</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80.00</td>
<td></td>
<td>-0.090 &amp; -0.074 &amp; 0.013 &amp; 0.005</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90.00</td>
<td></td>
<td>-0.003 &amp; 0.195 &amp; -0.183 &amp; 0.019</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100.00</td>
<td></td>
<td>-0.034 &amp; -0.055 &amp; -0.012 &amp; 0.029</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( t \geq t_o \) will be exponential decays. Thus, we shall add these responses to our catalogue. If

\[
w(t) = Ke^{-t/t_0} \quad \text{for} \quad t > t_0
\]

then

\[
R_2(\omega) = (Kt_0/e(1 + \omega^2 t_0^2)) [\omega t_0 \sin \omega t_0 - \cos \omega t_0]
\]
Accuracy of asymptotic response calculations. In the previous sections, we have assumed that $R(\omega)$ [or $w(t)$] was exactly equal to one of a catalogued values of asymptotic responses. In general, they will deviate from these values, which will cause an error in
$w_2(t)$ or $a_2(t)$ [or $R(\omega)$]. The procedure of [5] can be used to bound the magnitude of this error.

One procedure that can be used to reduce the error is to split the range for $0 \leq \omega \leq \omega_0$ into two (or more) ranges each with its own bound on $R(\omega)$. In this way the accuracy of the asymptotic calculations can be increased as desired while there is no sacrifice in the accuracy of $w_1(t)$ and $a_1(t)$. Often, this not required. Additional values of $R(\omega)$ can be added to the catalogue, also.

**Conclusion.** A set of readily evaluated bounds on the unit impulse and unit step responses have been obtained. These bounds are best possible since the responses specified by them can actually be obtained. A catalogue of asymptotic responses has been given so that these results can be applied to both integrated and lumped networks.
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