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This book provides a detailed introduction to the best-known methods of eigenvalue approximation using variational techniques. The first five chapters develop the basic variational inequalities, the famous Rayleigh-Ritz method, the methods of intermediate problems of the first kind (due to Weinstein) and of the second kind (due to Aronszajn), and various other related methods (due to Bayley and Fox, Weinberger, Fichera among others). Remaining chapters treat Weinstein's new maximum-minimum theory, numerous eigenvalue inequalities, and a few related results in perturbation theory. There are two appendices—one giving the basic facts about Hilbert space used in the text, the other giving tables of eigenvalue approximations, obtained using the methods of the text, for fifteen problems from mechanics.

All the results obtained apply to operators in Hilbert space—specifically, to selfadjoint operators bounded below whose spectrum has a lower part consisting of isolated eigenvalues of finite multiplicity. Only such initial eigenvalues are considered. Results and theorems are stated formally and precisely, and proofs are complete. Readers interested primarily in applications may be assured, however, that the emphasis is always on applicability of the techniques to concrete problems, and that numerous examples from physics, mechanics, and quantum theory are discussed in detail.

Interspersed among the formal results are facts and opinions about the historical development of the methods, the relative merits of various methods, and errors in the works of others (e.g., Ritz, Trefftz, Krein, Dolberg). Most of the comments are interesting and valuable, and they form an important part of the book. Occasionally, however, the authors seem to miss target. For instance, they maintain that intermediate problems are not perturbations, arguing that they are not perturbations of the given problem. In fact, intermediate problems are finite dimensional perturbations of the base problem (see Aronszajn and the reviewer, Finite-dimensional perturbations of spectral problems, Stud. Math. 36, 1-74 (1970)), and many of the results common to the various approximation methods (e.g., Aronszajn's rule) can be deduced from this fact.

One important subject which is not discussed in this book is the application of the approximation methods to general differential problems. Thus the book under review cannot completely replace all other books on the subject (e.g., S. H. Gould's book on Variational methods for eigenvalue problems, University of Toronto Press). However, it gives an exposition of the various variational methods which is up to date, well organized, well referenced, and easily understood, and it includes material not previously published in book form. It should be useful to applied mathematicians, numerical analysts, and physicists.

Robert D. Brown (Lawrence, Kansas)


Branching processes describe the growth of populations influenced by chance. The simplest branching process, named after Galton and Watson (who were to some extent anticipated by Bienaymé), is a Markov process $Z_0, Z_1, Z_2, \cdots$ with integer values $\geq 0$. Taking $Z_0 = 1$ and $\operatorname{Prob}(Z_1 = i) = p_i$, $i = 0, 1, 2, \cdots$, it is assumed that if $Z_n = k$ (k objects in the nth generation), then $Z_{n+1}$ is distributed as the sum of $k$ independent random variables, each distributed like $Z_1$. This represents independent procreation of the $k$ objects in the nth generation. In more complex processes the objects may be of
several different types or a continuum of types (e.g. age or energy, immigration may occur, the law of procreation may vary with time, even in a random manner. However, we cannot get far from the assumption of independence if we want the full benefit of the method of generating functions. The basic fact for the Galton-Watson process (with counterparts for the related processes mentioned above) is that if \( f(s) = p_0 + p_1 s + p_2 s^2 + \cdots \) is the generating function of \( Z_t \), then the generating function of \( Z_n \) is the \( n \)th functional iterate \( f_n(s) = f(f(\cdots (s) \cdots )) \).

Since the reviewer's book surveyed the subject in 1963, research has been very lively and a new book is appropriate.

The present book concentrates on advances since 1962. The most noticeable features are the sharp limit theorems, including local limit theorems and individual ratio theorems, and the use of potential theory and the theory of the Martin boundary. Some recently invented processes are discussed, but for the most part the authors have concentrated on getting the best possible results about familiar processes.

Chapters 1 and 2 are on the Galton-Watson process. Letting \( m = EZ_1 \), the expected value of \( Z_1 \), the process is called critical, subcritical, or supercritical according as \( m = 1, m < 1, \) or \( m > 1 \). It has long been known that \( Z_n/m_n \) converges with probability 1 to a random variable \( W \) which is 0 if \( m < 1 \) (and also if \( m = 1 \) in non-trivial cases.) If \( m > 1 \) and \( EZ_1^2 < \infty \), it is easy to see that \( W \neq 0 \). As an example of the newer results, it is shown that if \( m > 1 \), then \( W \neq 0 \) if and only if \( E(Z_1 \log Z_1) < \infty \). However, even if \( E(Z_1 \log Z_1) = \infty \), there is a norming factor \( C_n \) such that \( Z_n/C_n \) converges to a non-trivial limit.

Chapter 2 develops potential theory and the theory of the Martin boundary for branching processes. Much light is thrown on stationary measures, of which R. A. Fisher found the first example in a genetical application. Chapter 3 treats a continuous-time version of the Galton-Watson process, giving sharp forms of limit theorems. There are recent results on times of splitting and on random modification of the time scale. New results are given on the problem of embedding discrete-time processes in continuous ones. (On p. 132 it was not clear to the reviewer how we know that \( F(s, t) \) is a generating function if \( F(s, t) \) is.)

Chapter 4 treats age-dependent processes, where objects have life lengths with arbitrary distributions, rather than the exponential distributions of Chapter 3. There are nonlinear integral equations for the generating function and renewal equations for the moments. Earlier results are sharpened, and new results are found through the “sub-exponential” class of life-length distributions.

Chapter 5 treats multitype processes, where the results get more complicated. There is again an appropriate definition of criticality. In the supercritical case, if the size of a family goes to infinity, the ratios of different types approach non-random limits. Again older results are refined and there are new kinds of results. For example, if \( Z_i(t) \) is the number of the \( i \)th type at time \( t \), \( i = 1, \cdots, p \), there are limit theorems about certain combinations \( \sum c_i Z_i(t) \) where the \( c_i \) do not all have the same sign.

The sixth and last chapter treats a number of special processes, including random walks and diffusion with branching, splitting that involves sharing of mass or energy, processes where the population size is continuous, and processes with random environments where the generating function varies from one generation to the next in a random manner.

The book does not have a systematic discussion of processes with several non-communicating types, of some of the more general age-dependent processes, and of general spaces of types. Some of these topics are treated in a book by C. J. Mode (1971), some in a book by B. A. Severst'yanov (1971, in Russian), and some in a series of papers by N. Ikeda, M. Nagasawa, and S. Watanabe, beginning in 1965.

Within the limits they have chosen, the authors have given a well-written exposition of the many newer results, including much work of their own. I believe they make good the statement in their preface that “the subject has developed and matured significantly” in the past 10 years.

T. E. Harris (Los Angeles)


In this lucid and elegant presentation of population genetics, Professor Jacquard fuses demographic and genetic concepts, illustrating it with many examples from human populations. Part 1 gives the basic facts and concepts of the Mendelian theory of inheritance and of the probabilistic tools necessary for the field. Part 2 deals with the model in which evolutionary factors other than those imposed by the genetic mechanism itself are absent: the Hardy-Weinberg principle, the equilibrium for two loci, the inheritance of quantitative characters, the genetic relationships between relatives and the structure of populations with overlapping generations. Part 3 investigates the causes of evolutionary changes in populations and thus treats models closer to the real world than does Part 2. In the five chapters of this part, each of the five assumptions of Part 2 are in turn dropped: no migration, no mutation, no selection, random mating, and no stochastic changes in the genetic composition of the population.

As Professor Lewontin points out in his introduction, the appearance of this superb treatment of the theory of evolutionary genetics in an excellent English translation is greatly to be welcomed.

WALTER FREIBERGER (Providence, R. I.)