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Abstract. After deriving the equations of motion which govern the lateral and yaw motions of a railway axle, these are cast in the form of a system of first-order nonlinear differential equations. To this system the Hopf-Friedrichs bifurcation theory is applied to determine when a periodic orbit will bifurcate from the equilibrium position. Sufficient conditions to guarantee the stability of the orbit are investigated.

1. Introduction. Common experience shows that trains sway from side to side and yaw about a vertical axis; quite often these motions are rhythmic in character, especially when a train is running on a straight track. In addition to the above two oscillations, a train bogie (truck) can pitch forward as well and, not surprisingly, these periodic motions have been the subject of many investigations, beginning with Carter [1] in 1922. The underlying reason for the research has been that these oscillations may grow without bounds and hence lead to a derailment of the vehicle. That these fears are well founded becomes clear when one notes that out of a recent batch of locomotives built for Amtrak, a few have been derailed at speeds of around 105 Kph.

Now the equations of motion which govern the hunting—the expression commonly used to describe the periodic motions—of a locomotive form a system of coupled second-order nonlinear differential equations. Therefore, these can be cast quite readily into a system of coupled first-order nonlinear differential equations. Once the physical dimensions, the mass, the springs, the dampers, the wheel and rail profiles of a locomotive and the track are specified, the only parameter which can be altered is the forward speed. Hence the equations of motion can be thought of as a real \( n \)-dimensional \((n \geq 2)\) first-order system of autonomous differential equations depending on a real parameter \( \Gamma \), namely as

\[
\dot{x} = F(x, \Gamma).
\]

Here \( x \) is the vector denoting the rolling, pitching and yaw motions and \( \Gamma \) is the measure of the forward speed. Once the equations are cast in the form (1.1), the mathematical problems are:

(i) does the coupled system exhibit a periodic solution which bifurcates from the equilibrium position, which can be interpreted as steady forward motion with no additional oscillations?
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ii) if the periodic motion exists, is it stable or unstable?

These questions are relatively easy to answer because of the pioneering work of E. Hopf [2] in 1942 in which he discussed the bifurcation of periodic solutions of (1.1) under the assumption that $\mathbf{F}$ is analytic in the neighborhood of a critical point $(a_0, \Gamma_0)$. Friedrichs [3] was able to derive an identical existence result for (1.1), when $n = 2$, under the assumption that $\mathbf{F}$ is only three times continuously differentiable. Recently, the extension of Friedrichs' proof to the case $n > 2$ have been made by Poore [4] and Marsden and McCracken [5]. The approach by Poore [4] is based on the alternative theory developed by Cesari [6] and Hale [7] and needs $\mathbf{F} \in C^3$ in its proof, while that of Marsden and McCracken [5] makes use of the center manifold theorem and demands $\mathbf{F} \in C^4$ in the proof. In [4] and [5], after the existence of a bifurcating periodic solution to (1.1) has been established, the stability of the periodic orbit is also studied and sufficient conditions guaranteeing the stability are also given. The above results are local in character.

The global result, meaning the continuation of a bifurcated periodic orbit, is of physical and mathematical interest as well. A letter from Professor W. F. Langford states that such an investigation was begun by Alexander and Yorke and continued by Ize, Nussbaum, and Chow and Mallet-Paret. The conclusions of the results of Langford, for example, are that the local solutions are part of a continuum of periodic solutions having at least one of the properties:

1. the amplitude is unbounded;
2. the range of the bifurcation parameter is unbounded;
3. the period is unbounded;
4. a certain inner product takes arbitrarily small values.

With an additional hypothesis, (iv) reduces to the statement that the continuum joins another bifurcation point distinct from the first.

Turning to the locomotive hunting problem, it would be of interest to prove that at least one of the above possibilities (i), (iii) or (iv) occur. For as the speed is increased, these would imply that the locomotive would be derailed or that the oscillations die out or that the oscillations would hunt between two speeds, or a combination of the above three.

In the present investigation, which is the first in a series, a detailed study is made of the hunting of a locomotive axle from the point of view of a local bifurcation of a periodic orbit. Because one is concerned with a single pair of wheels connected by a rigid axle, only lateral and yaw motions are considered and pitching is ignored. The equations of motion governing the lateral and yaw motions used here are those derived by Brann [8] and the reader is referred to that paper for the full details of derivation, though a brief resumé is given here.

2. The governing equations. Let the wheel axle roll at a constant speed $V$ along a straight track. The generalized coordinate $y$ represents the lateral displacement of the center of mass of the system from the center line of the track while the second generalized coordinate $\theta$ measures the yaw motion (see Fig. 1). The equations of motion, for an axle of mass $m$ and moment of inertia $I$, are:

\[ m\ddot{y} + \{N_2' - N_1' + F_1' + F_2'\} \cos \theta = 0, \]
\[ I\ddot{\theta} + b(P_1 - P_2) = 0. \]

Here $N_1'$ and $N_2'$ are the lateral force components; the vertical reactions are $N_1$ and $N_2$.
each equal to \(mg/2\); \(F_1'\) and \(F_2'\) are the lateral components of the frictional forces, with \(P_1'\) and \(P_2'\) their longitudinal components; \(b\) is the semi-gauge of the track. We let

\[N_i' = N_i \tan \delta_i, \quad i = 1, 2.\]  

Then

\[F_i' = F_i \cos \delta_i, \quad i = 1, 2,\]  

as is obvious from Fig. 2. Following Brann [8], we assume that \((\tan \delta_2 - \tan \delta_1)\) is an odd function of \(y\), or

\[\tan \delta_2 - \tan \delta_1 = \sum_{s=0}^{n} e_s y^{2s+1},\]  

where \(e_s\), \(s = 0, 1, \ldots, n\), are constants, and that

\[\cos \delta_1 + \cos \delta_2 = k, \quad k < 2\]  

where \(k\) is a constant very close to 2.

The equations of motion so far are fairly simple to define and derive. What makes for uncertainty and complexity is the relation of the frictional forces to the weight of the axle and the speed of the train. The formulae relating these quantities were originally introduced by Carter [1, 9] and are still used, though a fully nonlinear theory is available and has recently been reviewed by Kalker [10]. In the present paper, a linearized version is employed because we are interested in a local bifurcation; to obtain these linearized formulae relating the frictional forces to the weight and speed, we proceed to define the creep velocities [1] next.

Consider an axle which rolls ahead with a constant speed \(V\); as it moves forward, it moves laterally with a speed \(\dot{y}\) and yaws with an angular speed \(\dot{\theta}\). Focus attention on the
point of contact of each wheel with a rail and observe that if perfect rolling were to occur, the point of contact would be instantaneously at rest. In imperfect rolling, this point would migrate, or *creep*, over the rail.

To a first approximation, the horizontal creep velocities \( v_1 \) and \( v_2 \) are easy to define. They are given by

\[
\begin{align*}
v_1 &= V - \Omega r_1 + b\dot{\theta}, \\
v_2 &= V - \Omega r_2 - b\dot{\theta},
\end{align*}
\]

where \( \Omega \) is the angular velocity of the wheels and \( r_1 \) and \( r_2 \) the respective radii of contact of the wheels with the rails at any instant.
Similarly, the lateral creep velocities are given, on putting $\sin \theta = \theta$, by

$$u = u_1 = u_2 = \dot{y} - V\theta.$$  \hspace{1cm} (2.8)

Following Brann [8], let

$$F_1 = F_2 = \frac{f}{V} u,$$

$$P_i = \frac{f}{V} v_i, \quad i = 1, 2$$  \hspace{1cm} (2.9)

be the frictional forces. Here $f$ is the creep coefficient and is assumed to be a constant. For numerical purposes we shall take $f = mg/2$, as in [8].

It is clear that, in addition to (2.5), we need an expression for $r_1 - r_2$. Let this be given by:

$$r_1 - r_2 = \sum_{s=0}^{n} q_s y^{2s+1},$$  \hspace{1cm} (2.10)

where the $q_s$ are constants. Note that physical reasoning demands that $r_1 - r_2$ be an odd function of $y$ and this has been used above.

Let a nondimensional variable $z$ be introduced through

$$z = \frac{y}{b}.$$  \hspace{1cm} (2.11)

The equations of motion (2.1) and (2.2) now become:

$$mb \ddot{z} + \frac{fkb}{V} \dot{z} + \frac{mg}{2} \sum_{s=0}^{n} e_s' z^{2s+1} = fk\theta,$$  \hspace{1cm} (2.12)

$$I\ddot{\theta} + \frac{2fb^2}{V} \dot{\theta} = \frac{fb\Omega}{V} \sum_{s=0}^{n} q_s' z^{2s+1},$$  \hspace{1cm} (2.13)

where we have put $\cos \theta = 1$,

$$e_s' = b^{2s+1} e_s, \quad q_s' = b^{2s+1} q_s, \quad s = 0, 1, \ldots, n.$$  \hspace{1cm} (2.14)

The angular velocity $\Omega$ is related to the forward speed $V$. It can be assumed, without appreciable error, that

$$V = \Omega r,$$  \hspace{1cm} (2.15)

where $r$ is the radius of contact of the wheel with the rail when the axle is perfectly centered on the track; in other words, $r$ is a constant.

Next, we define some parameters and two functions:

$$\Gamma = f k/mV, \quad \Sigma = 2mb^2/Ik, \quad h(z) = \frac{g}{2b} \sum_{s=0}^{n} e_s' z^{2s+1},$$

$$p(z) = \frac{fb}{Ir} \sum_{s=0}^{n} q_s' z^{2s+1}, \quad A = f k/m b.$$  \hspace{1cm} (2.16)

Using these, Eqs. (2.12)–(2.13) become

$$\ddot{z} + \Gamma \dot{z} + h(z) = A \dot{\theta}, \quad \ddot{\theta} + \Gamma \Sigma \dot{\theta} = p(z).$$  \hspace{1cm} (2.17)

The above set differs from that of Brann [8] in two significant ways. First of all, we have let
Let $r_1 - r_2$ be a polynomial in $y$ rather than be linear in it. Secondly, in addition to changing $y$ to a non-dimensional parameter, Brann changes the time scale to $\tau = Vt/b$. Since one is interested in finding the effect of the speed $V$ on the system, such an alteration of the time scale is not permissible. Indeed, the inability to justify Brann's results theoretically is one of the major reasons for the present re-examination of his problem.

3. Existence of periodic bifurcating solutions. Let us introduce the notation:

$$z = x_1, \quad \dot{z} = x_2, \quad \theta = x_3, \quad \dot{\theta} = x_4.$$ (3.1)

Then (2.17) become:

$$\dot{x}_1 = x_2, \quad \dot{x}_2 = Ax_3 - \Gamma x_2 - h(x_1),$$

$$\dot{x}_3 = x_4, \quad \dot{x}_4 = p(x_1) - \Gamma \Sigma x_4.$$ (3.2)

The constants $\Sigma$ and $A$ are both positive, and the parameter $\Gamma > 0$ as well.

Short reflection will convince the reader that $\tan \delta_2 - \tan \delta_1$ increases with $y$, while $r_1 - r_2$ decreases with $y$. Hence we obtain

$$h(0) = 0, \quad h_1 = h'(0) > 0, \quad h''(0) = 0,$$

$$p(0) = 0, \quad -p_1 = p'(0) < 0, \quad p''(0) = 0.$$ (3.3)

Let the system (3.2) be rewritten as

$$\dot{x} = \mathbf{F}(x, \Gamma).$$ (3.4)

Clearly, $\mathbf{F}(0, \Gamma) = 0$ for all $\Gamma > 0$. The converse is clearly true, or $\mathbf{F}(x, \Gamma) = 0 \Rightarrow x = 0$. Therefore we have established that:

The system

$$\mathbf{F}(x, \Gamma) = 0, \quad \Gamma > 0$$ (3.5)

has the unique critical point $x = 0$.

Now consider the gradient $\nabla_x \mathbf{F}$ at $x = 0$. This has the matrix form

$$[\nabla_x \mathbf{F}(0, \Gamma)] = \begin{bmatrix}
0 & 1 & 0 & 0 \\
-h_1 & -\Gamma & A & 0 \\
0 & 0 & 0 & 1 \\
-p_1 & 0 & 0 & -\Gamma
\end{bmatrix}.$$ (3.6)

The characteristic equation of the above matrix is equivalent to the polynomial equation:

$$\mu^4 + \Gamma(1 + \Sigma)\mu^2 + (\Gamma^2 \Sigma + h_1)\mu^2 + h_1 \Gamma \Sigma \mu + p_1 A = 0.$$ (3.7)

Let us now seek the value of $\Gamma$, say $\Gamma_0$, so that (3.7) has the following four roots:

$$\mu_1 \pm i\mu_2, \quad \mu_1 \neq 0, \pm i\omega_0, \quad \omega_0 > 0.$$ (3.8)

It is easy to show that

$$\mu_1 = -\Gamma(1 + \Sigma)/2 < 0,$$

$$\mu_2^2 = (1 + \Sigma)[h_1 \Sigma - Ap_1(1 - \Sigma)^2]/4h_1 \Sigma^2,$$

$$\omega_0^2 = h_1 \Sigma/(1 + \Sigma).$$ (3.9)
provided

\[ \Gamma_0^2 = \frac{Ap_1 (1 + \Sigma)^2 - h_1^2 \Sigma}{h_1 \Sigma (1 + \Sigma)^2}. \] (3.11)

Since \( \Gamma_0^2 > 0 \), (3.11) shows that the constants \( A, p_1, \Sigma \) and \( h_1 \) are subject to the inequality

\[ Ap_1 (1 + \Sigma)^2 > h_1^2 \Sigma \] (3.12)

which will be assumed to hold in what follows.

Now let us redefine \( \mathbf{F}(x, \Gamma) \), when \( \Gamma \) is close to \( \Gamma_0 \), as a function of \( \epsilon = \Gamma - \Gamma_0 \). That is:

\[ \mathbf{F}(x, \epsilon) = \mathbf{F}(x, \Gamma_0 + \epsilon). \] (3.13)

Clearly, the critical point of \( \mathbf{F}(x, \epsilon) = 0 \) is \( \alpha' = x = 0 \) which is needed to define \( \mathbf{A}' \), as in Poore [4]. This given by:

\[ \mathbf{A}' = \nabla_x \mathbf{F}(\alpha', \epsilon) = \nabla_x \mathbf{F}(0, \epsilon). \] (3.14)

The vector form of \( \mathbf{F}(x, \epsilon) \) is:

\[ \begin{bmatrix} x_2 \\ -h(x_1) - (\Gamma_0 + \epsilon)x_2 + Ax_3 \\ x_4 \\ p(x_1) - (\Gamma_0 + \epsilon)\Sigma x_4 \end{bmatrix}. \] (3.15)

Hence,

\[ [\mathbf{A}'] = \begin{bmatrix} 0 & 1 & 0 & 0 \\ -h_1 & -(\Gamma_0 + \epsilon) & A & 0 \\ 0 & 0 & 0 & 1 \\ -p_1 & 0 & 0 & -(\Gamma_0 + \epsilon)\Sigma \end{bmatrix}. \] (3.16)

The equation \( \det(\mathbf{A}' - \mu \mathbf{I}) = 0 \) is equivalent to:

\[ \mu^4 + (\Gamma_0 + \epsilon)(1 + \Sigma)\mu^3 + (h_1 + \Sigma(\Gamma_0 + \epsilon)^2)\mu^2 + h_1\Sigma(\Gamma_0 + \epsilon)\mu + Ap_1 = 0. \] (3.17)

Linearization with respect to \( \epsilon \) leads to

\[ \mu^4 + (\Gamma_0 + \epsilon)(1 + \Sigma)\mu^3 + (h_1 + \Sigma(\Gamma_0^2 + 2\Gamma_0 \epsilon))\mu^2 + h_1\Sigma(\Gamma_0 + \epsilon)\mu + Ap_1 = 0. \] (3.18)

Now suppose that the eigenvalues of \( \mathbf{A}' \) are:

\[ \mu_1 + \epsilon\mu_1' \pm i(\mu_2 + \epsilon\mu_2'), \epsilon \alpha' \pm i(\omega_0 + \epsilon\omega'), \] (3.19)

where \( \mu_1, \mu_2 \) and \( \omega_0 \) are those in (3.8). Comparing the quartic polynomial in \( \mu \) obtained by using (3.19) with (3.17), one derives the following:

\[ -2(\alpha' + \mu_1') = 1 + \Sigma, \]
\[ \mu_1\mu_1' + \mu_2\mu_2' + \omega_0\omega' + 2\alpha'\mu_1 = \Gamma_0\Sigma, \]
\[ -2\mu_1'\omega_0^2 - 4\mu_1\omega_0\omega' - 2\alpha'(\mu_1^2 + \mu_2^2) = h_1\Sigma, \]
\[ \omega_0(\mu_1\mu_1' + \mu_2\mu_2') + \omega'(\mu_1^2 + \mu_2^2) = 0. \] (3.20)

A straightforward calculation shows that

\[ \alpha' = 2\mu_1\Gamma_0\Sigma\omega_0^2 / \{[\omega_0^2 - (\mu_1^2 + \mu_2^2)]^2 + 4\mu_1^2\omega_0^2\}. \] (3.21)
Since $\mu_1 < 0$, and the other quantities are all greater than 0,
\[ \alpha' < 0. \] (3.22)

It is clear that our calculations satisfy all the hypothesis of the existence theorem (Thm. 2.3) of Poore [4] and thus a periodic solution of
\[ \dot{x} = F(x, \epsilon(\psi)) \] (3.23)
exists near $\epsilon = 0$. The period is $(1 + \psi(\eta(\psi))T$, where $T = 2\pi N/\omega_0$, where $N$ is any positive integer. For the determination of $\eta = \eta(\psi), \epsilon = \epsilon(\psi) = \psi(\psi)$, the reader is referred to Poore [4], though we shall compute the sign of $\delta'(0)$ to determine the stability of the bifurcated periodic orbit next.

4. Stability of the bifurcated orbit. The algorithm for determining the stability of the periodic orbit has been given by Poore [4] and this algorithm reduces this question to the determination of the sign of $\alpha'\delta'(0)$ and the real parts of the remaining eigenvalues of $A^0$. Since we have, in (3.9), shown that the real parts of the eigenvalues $\mu_1 \pm i\mu_2$ are negative, from Poore's [4] Theorem 3.1 it follows that the bifurcated periodic orbit will be asymptotically orbitally stable if $\alpha'\delta'(0) > 0$.

To determine the sign of this quantity, we note from Theorem 4.1 of [4] that
\[
8\alpha'\delta'(0) = \text{Re} \left\{ -u_t \frac{\partial^3 F^t}{\partial x_j \partial x_k \partial x_p} v_j v_k v_p \right. - 2u_t \frac{\partial^2 F^t}{\partial x_j \partial x_k} v_j (A^0)_{kr}^{-1} - \frac{\partial^2 F^t}{\partial x_p \partial x_q} v_p v_q \\
+ u_t \frac{\partial^2 F^t}{\partial x_j \partial x_k} v_j (A^0 - 2i\omega_0 I)_{kr}^{-1} \frac{\partial^2 F^t}{\partial x_p \partial x_q} v_p v_q \right\}. \] (4.1)

Here, the higher gradients of $F$ are:
\[
\frac{\partial^2 F^t}{\partial x_j \partial x_k} = \left. \frac{\partial^2 F^t}{\partial x_j \partial x_k} (x_m, \epsilon) \right|_{x_m = 0, \epsilon = 0}, \] (4.2)
\[
\frac{\partial^3 F^t}{\partial x_j \partial x_k \partial x_p} = \left. \frac{\partial^3 F^t(x_m, \epsilon)}{\partial x_j \partial x_k \partial x_p} \right|_{x_m = 0, \epsilon = 0}. \] (4.3)

From (3.15) and the assumptions (3.3), it follows that
\[
\frac{\partial^2 F^t}{\partial x_j \partial x_k} = 0 , \] (4.4)
\[
\frac{\partial^3 F^t}{\partial x_1 \partial x_1 \partial x_1} = -h'''(0), \quad \frac{\partial^3 F^u}{\partial x_1 \partial x_1 \partial x_1} = p'''(0), \quad \text{others zero}. \] (4.5)

Moreover, $u$ and $v$ are respectively the normalized left and right eigenvectors of $A^0$ corresponding to $+i\omega_0$. That is,
\[
A^0v = i\omega_0 v, \quad uA^0 = i\omega_0 u, \quad uv = 1. \] (4.5)
and $\bar{v}$ is the conjugate of $v$. It is clear from the foregoing that we have to compute the two eigenvectors $u$ and $v$ subject to the normalization condition $u_t v_t = 1$ and find the sign of the real part of the expression
\[
(h'''(0)u_t - p'''(0)u_t)\dot{v}_t \dot{v}_t \] (4.6)
to answer the question concerning the stability of the bifurcated orbit. It is extremely
interesting that \((h''(0)u_2 - p''(0)u_4)\) must be nonzero for this answer to be given. Let us compute \(v\) and \(u\) next and obtain

\[
[v] = \begin{bmatrix} 1 \\ i\omega_0 \\ h_1 + i\omega_0(\Gamma_0 + i\omega_0) \\ i\omega_0h_1 - (\Gamma_0 + i\omega_0)\omega_0^2 \end{bmatrix} v_1, \quad v_1 \neq 0, \tag{4.7}
\]

\[
[u] = u_4[i(\Gamma_0 + i\omega_0)\omega_0(\Gamma_0\Sigma + i\omega_0), A(\Gamma_0\Sigma + i\omega_0), 1], \quad u_4 \neq 0. \tag{4.8}
\]

The normalization condition \(u_iv_i = 1\) means that

\[
u_4 = [i(\Gamma_0 + i\omega_0)\omega_0(\Gamma_0\Sigma + i\omega_0), i\omega_0(\Gamma_0\Sigma + i\omega_0), A(\Gamma_0\Sigma + i\omega_0), 1, u_4], \quad u_4 \neq 0. \tag{4.9}
\]

Incidentally, stability means that \(\delta'(0) < 0\), since \(\alpha' < 0\). Therefore the periodic orbit bifurcates to the left of \(\Gamma_0\) [4]. Since \(\Gamma\) decreases as the speed \(V\) increases, it is clear that as the speed of the train is increased beyond \(V_0\) corresponding to \(\Gamma_0\), the periodic orbit bifurcates at a value of \(0 < \Gamma < \Gamma_0\), or for a speed \(V > V_0\).

Turning to Brann's paper [8], one may obtain the numerical values for \(\Gamma_0, \omega_0, \Sigma, h_1\) and \(A\) to verify the stability of the orbit. These are calculated from Appendix II of [8] to be:

\[
b = 28 \text{ in}, \quad r = 18 \text{ in};
\]

\[
f = mg/2, \quad I = mb^2, \quad g = 32.2 \text{ ft/sec}^2, \quad k = 2, \quad \Sigma = \frac{2mb^2}{lk} = \frac{2}{k} = 1, \quad A = \frac{f k}{mb} = \frac{g k}{2b} = 13.8, \quad h_1 = 0.69, \tag{4.11}
\]

\[
p_i = \frac{0.05g}{r} = 1.073/\text{sec}^2, \quad \omega_0^2 = 0.345/\text{sec}^2, \quad \Gamma_0^2 = 21.29/\text{sec}^2.
\]

Therefore the forward speed \(V_0\) at which the periodic orbit bifurcates is given by

\[
V_0 = \frac{f k}{m\Gamma_0} = \frac{g k}{2\Gamma_0} = \frac{g}{\Gamma_0} = 6.98 \text{ ft/sec} \approx 7.62 \text{ Kph}. \tag{4.12}
\]

Brann [8] assumes that \(\rho''(0) = 0\) and that \(h''(0) > 0\). The condition (4.10) now becomes:

\[
\text{Is } \text{Re} \left\{ \frac{(\omega_0^2 - i\omega\Gamma_0\Sigma)}{\omega_0^2(\Gamma_0 + i\omega_0) - i\omega_0h_1 - (\Gamma_0\Sigma + i\omega_0)(Ah_1 - (2 + A)\omega_0^2 + i\omega_0\Gamma_0(1 + A))} \right\} \geq 0? \tag{4.13}
\]

A straightforward calculation shows that the left side is equal to:

\[
\text{Re} \left\{ \frac{0.345 - i2.71}{6.37 - i187.67} \right\} \tag{4.14}
\]
and this is indeed positive. Therefore the bifurcated periodic orbit is stable and the bifurcation occurs to the left of $\Gamma_0$.

5. Concluding remarks. As can be seen, in the derivation of the system (3.2), a number of assumptions, equivalent to taking $\theta << 1$, were made. Therefore, it is physically meaningless to think of (3.2) as representing a realistic model of finite-amplitude oscillations of the wheel set. Nevertheless, from an analytical point of view, the bifurcated periodic orbit of the system (3.2) can be shown to possess either an unbounded amplitude leading to derailment, or an unbounded period, or a combination of both. These points will be dealt with in a later paper, using a fully nonlinear model.
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