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Abstract. The dynamic buckling of a finite damped imperfect column which rests on a nonlinear foundation and which is subjected to axial step-loading is studied using a perturbation method. The imperfection is considered to be small. A simple asymptotic expression for the dynamic buckling load is obtained in terms of the Fourier component of the imperfection in the shape of the classical buckling mode. This leads to simple relations, independent of the imperfection, between the dynamic and static buckling loads for the damped and undamped column.

Introduction. It has been shown that large reductions in the buckling strengths of certain structures are caused by the presence of small geometrical and physical imperfections. These structures are called "imperfection-sensitive". Koiter [1, 2] formulated a static theory of post-buckling behavior which was extended to dynamic buckling by Budiansky and Hutchinson [3, 4, 5]. They assumed that the imperfections were in the shape of the classical buckling mode. In [6] it was shown that this restriction need not be imposed. In this paper a damped finite column with a small modal imperfection is studied. The column rests on a nonlinear elastic foundation and is subjected to step-loading. The static buckling of this structure has been studied in [7, 8, 9] and the dynamic buckling of the undamped column in [6]. A formal multi-scale perturbation expansion will be used to study the column. In [10] such a method was used to study the dynamic response of an imperfection-sensitive structure.

Differential equation. We consider a damped finite column which is laterally supported by a continuous elastic foundation. The column is subjected to an axial load which is suddenly applied and subsequently kept at a constant value. The nondimensional form of the equation governing the lateral displacement \( w(x, t) \) of the column is

\[
\begin{align*}
\ddot{w} + \gamma \dot{w} + w_{xxx} + 2\lambda w_x + w - \alpha w^3 &= -2\lambda \epsilon \ddot{w}_{xx}, & 0 < x < \pi, \ t > 0 \\
\dot{w} &= w_{xx} = 0 & x = 0, \pi; \ t > 0 \\
w(x, 0) &= \epsilon f(x), \ w_t(x, 0) = \epsilon g(x), & 0 < x < \pi
\end{align*}
\]

where a subscript in \( x \) or \( t \) denotes partial differentiation with respect to that variable and \( \alpha = 1 \) or \( \alpha = -1 \) depending on whether the foundation acts like a "softening" or "hardening" spring. The nondimensional axial coordinate \( x \), lateral displacement \( w \), time \( t \), axial load parameter \( \lambda \), damping coefficient \( \gamma \), and stress-free initial displacement \( \dot{w} \) (the
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imperfection) are related to the corresponding physical quantities by
\[ x = \left(\frac{k_1}{EI}\right)^{1/4}X, \quad w = \left(\frac{k_3}{k_1}\right)^{1/2}W, \quad t = \left(\frac{k_3}{m}\right)^{1/2}T, \]
\[ \lambda = P/2(EIk_1)^{1/2}, \quad \gamma = Q/(mk_1)^{1/2}, \quad \epsilon \dot{w} = \left(\frac{k_3}{k_1}\right)^{1/2}\dot{W}. \]

Nonlinear geometric effects and axial inertia are neglected. It is assumed that the non-dimensional initial displacements and velocities are of the same order as the imperfection (\(\epsilon\) is a small parameter); if the initial conditions are of an order lower than the imperfection, then the results of the analysis must be modified. \(EI\) is the bending stiffness of the column, \(P\) is the magnitude of the axial step-loading applied at \(T = 0\) and \(m\) is the mass per unit length of the column. A foundation that produces a restoring force per unit length of \(k_1W - \alpha k_3W^3\) restrain the column against lateral deflection \(W\).

The classical problem (linear, time-independent and \(\dot{w} = 0\)) consists of
\[ w_{xxxx} + 2\lambda w_{xx} + w = 0, \]
\[ w = w_{xx} = 0 \quad \text{at} \quad x = 0, \pi. \]

The eigenfunctions for this problem have the form
\[ w_m(x) = \sin mx, \quad m = 1, 2, \ldots \]
and the corresponding eigenvalues are
\[ \lambda_m = \left[m^2 + (1/m^2)\right]/2. \]

The classical buckling load (lowest eigenvalue) for this problem is \(\lambda = 1\) and the corresponding lateral deflection is \(w = \sin x\). The length of the column is taken to be one-half the wavelength of the classical buckling mode. The deflection of the column and the dynamic buckling load for small damping and imperfections and \(\lambda\) close to 1 are sought.

**Dynamic theory.** The static theory has been studied in [8] and the dynamic theory with \(\gamma = 0\) has been studied in [6]. We consider \(\epsilon \ll 1\) and wish to determine the maximum value \(\lambda_D\) of \(\lambda\) less than 1 such that the lateral deflection \(w\) is bounded. As stated in [8], it is appropriate to use a perturbation in a load parameter for this problem. We set
\[ \delta^2 = 2(1 - \lambda). \]

As in [6], it is also assumed that the solution depends on two time scales: \(\tau\), which describes the short-time behavior of the solution and \(\tau = \delta t\), which describes the long-time behavior. We write \(w(x, t) \equiv u(x, t, \tau; \delta)\) and expand \(u, \lambda\epsilon\) and \(\gamma\) in power series in \(\delta\):
\[ w(x, t) = u(x, t, \tau; \delta) = \sum_{n=1}^{\infty} u^{(n)}(x, t, \tau)\delta^n, \]
\[ \lambda\epsilon = \sum_{n=1}^{\infty} \epsilon^{(n)}\delta^n, \quad \gamma = \sum_{n=1}^{\infty} \gamma^{(n)}\delta^n. \]

The imperfection can be expanded in a Fourier sine series, i.e.
\[ \hat{w}(x) = \sum_{n=1}^{\infty} \hat{\alpha}_n \sin nx. \]

Substituting these expansions into (1) and equating like powers of \(\delta\) yields the sequence of equations:
\( L\dddot{u} = u^{(1)} + u_{xxxx}^{(1)} + 2u_{xx}^{(1)} + u^{(1)} = -2\epsilon^{(1)}\dddot{w}_{xx} \quad (9) \)

\( L\dddot{u}^{(2)} = -2\epsilon^{(2)}\dddot{w}_{xx} - 2u_{tt}^{(1)} - \gamma^{(1)}u_{t}^{(1)} \quad (10) \)

\( L\dddot{u}^{(3)} = -2\epsilon^{(3)}\dddot{w}_{xx} - 2u_{tt}^{(2)} - \gamma^{(1)}u_{t}^{(2)} - \gamma^{(2)}u_{t}^{(1)} - \gamma^{(1)}u_{t}^{(1)} + u_{xx}^{(1)} - \gamma^{(1)}u_{t}^{(1)} + \alpha(u_{11})^{3} \quad (11) \)

etc. The boundary conditions (2) become

\( u^{(j)} = u_{xx}^{(j)} = 0 \) at \( x = 0, \pi, t > 0; j = 1, 2, \ldots \quad (12) \)

and the initial conditions (3) become

\( u_{t=0}^{(j)}(x, 0) = b_{j}(x), \quad u_{t=0}^{(j)}(x, 0, 0) = \phi_{j}(x), \quad u_{t=0}^{(j)}(x, 0, 0) + u_{t=0}^{(j)}(x, 0, 0) = b_{j+1}(x), \quad j = 1, 2, \ldots \quad (13) \)

where

\( b_{j} = \sum_{m=1}^{j} \epsilon_{m}[1 + (-1)^{j-m}]2^{m-j-2/2}, \quad j = 1, 2, \ldots \)

As a preliminary step, necessary conditions for the existence of bounded solutions to (9) – (13) are sought. Consider the problem

\( LY = h(x, t) \quad 0 < x < \pi, t > 0, \)

\( Y = Y_{xx} = 0 \) at \( x = 0, \pi, t > 0. \)

A solution of the form

\( Y(x, t) = \sum_{n=1}^{\infty} Y_{n}(t) \sin nx \)

exists if

\( Y_{n}'' + (n^2 - 1)^2 Y_{n} = (2/\pi) \int_{0}^{\pi} h(x, t) \sin nx \, dx. \)

In order to have solutions to this problem bounded in \( t \), the inhomogeneous term must be orthogonal to the solutions of the corresponding homogeneous problem. Thus

\( \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} \int_{0}^{\pi} h(x, t) \sin nx \sin (n^2 - 1)t \, dx \, dt = 0, \)

\( \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} \int_{0}^{\pi} h(x, t) \sin nx \cos (n^2 - 1)t \, dx \, dt = 0. \quad (14) \)

Using the Fourier series expansion of the imperfection (8) and the orthogonality conditions (14) in Eq. (9) gives

\( \epsilon^{(1)} \hat{a}_{1} = 0. \)

According to [8], the imperfection in the shape of the classical buckling mode causes the greatest reduction in the strength of the column. Therefore, since we do not wish to neglect this term, we have \( \hat{a}_{1} \neq 0 \) and thus

\( \epsilon^{(1)} = 0. \)
Therefore, for $u^{(1)}$, Eqs. (9), (12) and (13) become

$$Lu^{(1)} = 0,$$

$$u^{(1)} = u_{xx}^{(1)} = 0 \quad \text{at} \quad x = 0, \pi, t > 0,$$

$$u^{(1)}(x, 0, 0) = u_t^{(1)}(x, 0, 0) = 0.$$ 

Let

$$u^{(1)}(x, t, \tau) = \sum_{n=1}^{\infty} u_n^{(1)}(t, \tau) \sin nx.$$ 

Then

$$u_{n,t}^{(1)} + (n^2 - 1)^2 u_n^{(1)} = 0, \quad u_n^{(1)}(0, 0) = u_{n,t}^{(1)}(0, 0) = 0, \quad n = 1, 2,$$

If $n = 1$, the bounded solution is

$$u_1^{(1)}(t, \tau) = B_1^{(1)}(\tau)$$ 

where

$$B_1^{(1)}(0) = 0.$$ 

If $n \neq 1$, 

$$u_n^{(1)}(t, \tau) = A_n^{(1)}(\tau) \sin (n^2 - 1)t + B_n^{(1)}(\tau) \cos (n^2 - 1)t$$

where

$$A_n^{(1)}(0) = B_n^{(1)}(0) = 0.$$ 

Substitution of $u^{(1)}$ into (10) and the use of (8) and (14) yields

$$
\begin{align*}
\epsilon^{(2)} &= 0, \\
A_n^{(2)} + (1/2)\gamma^{(1)} A_n^{(1)} &= 0, \\
B_n^{(2)} + (1/2)\gamma^{(1)} B_n^{(1)} &= 0, \quad n \geq 2
\end{align*}
$$

Use of the initial conditions for $A_n^{(1)}$ and $B_n^{(1)}$ gives $A_n^{(1)}(\tau) \equiv 0, B_n^{(1)}(\tau) \equiv 0$ for $n > 1$, and thus

$$u^{(1)}(x, t, \tau) = B_1^{(1)}(\tau) \sin x.$$ 

The equations for $u^{(2)}$ then become

$$Lu^{(2)} = 0, \quad 0 < x < \pi, t > 0,$$

$$u^{(2)} = u_{xx}^{(2)} = 0 \quad \text{at} \quad x = 0, \pi, t > 0,$$

$$u^{(2)}(x, 0, 0) = 0,$$

$$u_t^{(2)}(x, 0, 0) + u_t^{(1)}(x, 0, 0) = 0.$$ 

Following the same procedure used for $u^{(1)}$, i.e. letting

$$u^{(2)}(x, t, \tau) = \sum_{n=1}^{\infty} u_n^{(2)}(t, \tau) \sin nx$$

and using the boundedness conditions, we obtain

$$u^{(2)}(x, t, \tau) = B_1^{(2)}(\tau) \sin x + \sum_{n=2}^{\infty} [A_n^{(2)}(\tau) \sin (n^2 - 1)t + B_n^{(2)}(\tau) \cos (n^2 - 1)t] \sin nx$$
where $B_{i}^{(2)}(0) = 0$ and $A_{n}^{(2)}(0) = B_{n}^{(2)}(0) = 0$ for $n > 1$. The boundedness condition also gives

$$B_{1,\tau}^{(1)}(0) = 0.$$  

Using the results for $u^{(1)}$ and $u^{(2)}$ in (11) and applying the boundedness condition leads to

$$A_{n,\tau}^{(2)} + (1/2)\gamma^{(1)} A_{n}^{(2)} = 0,$$

$$B_{n,\tau}^{(2)} + (1/2)\gamma^{(1)} B_{n}^{(2)} = 0, \quad n \geq 2$$

and

$$B_{1,\tau}^{(1)} + \gamma^{(1)} B_{1,\tau}^{(1)} + B_{1}^{(1)} - (3/4)\alpha(B_{1}^{(1)})^{3} = 2c^{(3)}a_{1}.$$  

It is easily shown that $A_{n}^{(2)} = B_{n}^{(2)} = 0$ for $n \geq 2$. Since our primary interest is in obtaining information about $u^{(1)}$ and the dynamic buckling load, the computation of $u^{(2)}$ will not be considered further. To simplify the notation we let

$$B(t) = B_{1}^{(1)}(t), \quad (\gamma^{(1)})' = d(\gamma^{(1)})/dt, \quad c = 2c^{(3)}a_{1}, \quad \Gamma = \gamma^{(1)}.$$  

Thus

$$B'' + \Gamma B' + B - (3/4)\alpha B^{3} = c,$$  

where

$$B(0) = B'(0) = 0.$$  

If $\Gamma = 0$, the problem is reduced to the one studied in [6]. In this case (17) can be multiplied by $B'$ and integrated to obtain

$$(B')^{2} + B^{2} - (3/8)\alpha B^{4} = 2cB.$$  

This equation can be solved in terms of elliptic integrals, but a phase-plane analysis will be used to study the qualitative nature of the solution. This undamped case was studied in [6] and the results will be summarized here. All solutions to (18) and (19) are bounded and periodic if $\alpha = -1$. If $\alpha = 1$, then (18) and (19) have bounded periodic solutions for all $\tau$ if $|c| < 2\sqrt{2}/9$, have unbounded solutions as $\tau \to \infty$ if $|c| > 2\sqrt{2}/9$ and have bounded solutions where $(B, B') \to (2\sqrt{2}/3, 0)$ as $\tau \to \infty$ if $|c| = 2\sqrt{2}/9$.

If $\Gamma > 0$, the problem is somewhat more difficult. Eq. (17) cannot be integrated in the same manner as (19); it is therefore necessary to reduce (17) to a system of two first-order equations:

$$B' = V,$$

$$V' = -\Gamma V - B + (3/4)\alpha B^{3} + c,$$

where

$$B(0) = V(0) = 0.$$  

We let

$$A^{+} = [(2/3\alpha)(-c + (c^{2} - 16/81\alpha)^{1/2})]^{1/3},$$

$$A^{-} = [(2/3\alpha)(-c - (c^{2} - 16/81\alpha)^{1/2})]^{1/3},$$

$$B_{1} = A^{+} + A^{-}.$$
We first consider \( \alpha = -1 \). Then \( B = B_1, V = 0 \) is the only singular point of (20). If \( \Gamma > 2[1 + (9/4)B_1^2]^{1/2} \) then \((B_1, 0)\) is a stable node; if \( \Gamma < 2[1 + (9/4)B_1^2]^{1/2} \) then \((B_1, 0)\) is a stable spiral point. We then find that our solutions are bounded as \( \tau \to \infty \).

If \( \alpha = 1 \) and \( |c| > 4/9 \) then \((B_1, 0)\) is again the only singular point of (20). In this case, however, \((B_1, 0)\) is a saddle point and our solutions are unbounded as \( \tau \to \infty \). If \( \alpha = 1 \) and \( |c| < 4/9 \), then there are three singular points of (20): at \((B_1, 0),(B_2, 0)\) and \((B_3, 0)\), where

\[
B_2 = - (1/2)(A^+ + A^-) + (i\sqrt{3/2})(A^+ - A^-),
B_3 = - (1/2)(A^+ + A^-) - (i\sqrt{3/2})(A^+ - A^-).
\]

Without loss of generality, let \( B_2 < B_3 < B_1 \). Then \((B_1, 0)\) and \((B_2, 0)\) are both saddle points. If \( \Gamma > 2[1 - (9/4)B_3^2]^{1/2} \) then \((B_3, 0)\) is a stable node; if \( \Gamma < 2[1 - (9/4)B_3^2]^{1/2} \) then \((B_3, 0)\) is a stable spiral point. If \( c > 0 \), then \( B_2 < 0 < B_3 \) and if \( c < 0 \) then \( B_3 < 0 < B_1 \). Thus, the initial point \((0, 0)\) always lies between a saddle point and either a stable node or stable spiral point. For a given value of \( |c| < 4/9 \), whether or not a curve in the phase plane passing through the origin will be “captured” by the stable singular point \((B_3, 0)\) as \( \tau \to \infty \) depends on the value of \( \Gamma \). We introduce a nondecreasing function \( h \), defined for \( \Gamma \geq 0 \). A numerical technique, similar to one found in [11], gives the following result: for each \( \Gamma \geq 0 \), if \( |c| > h(\Gamma) \) then the solution is unbounded as \( \tau \to \infty \) and if \( |c| < h(\Gamma) \) then the solution is bounded. For all \( \Gamma \geq 0 \), \( 2\sqrt{2/9} \leq h(\Gamma) \leq 4/9 \), and for all \( \Gamma \geq \Gamma^* \), \( h(\Gamma) = 4/9 \). Thus far the numerical results indicate that \( 0.95 < \Gamma^* < 1 \). Table 1 gives \( h \) to four significant digits.

We now summarize. If \( \alpha = -1 \), then the solutions to (17) and (18) are bounded if \( \Gamma > 0 \) and are bounded and periodic if \( \Gamma = 0 \). If \( \alpha = 1 \) then the solutions to (17) and (18) are bounded if \( |c| < h(\Gamma) \) and unbounded as \( \tau \to \infty \) if \( |c| > h(\Gamma) \).

Using Eq. (6) and the fact that \( \epsilon = \epsilon^2 = 0 \) we find that

\[
c \sim [2(1 - \lambda)]^{-3/2}2\lambda\epsilon \tilde{a}_1 \text{ for } \lambda \to 1^-.
\]

That \( c \) is a monotone increasing function of \( \lambda \) for \( 0 < \lambda < 1 \) is clear from (21). We define the dynamic buckling load \( \lambda_D \) in the following way: for \( 0 < \lambda < \lambda_D \) there are bounded solutions to (17) and (18), while for \( \lambda_D < \lambda < 1 \) the solutions are unbounded. The use of

<table>
<thead>
<tr>
<th>( \Gamma )</th>
<th>( h(\Gamma) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>( 2\sqrt{2/9} \sim .3143 )</td>
</tr>
<tr>
<td>0.10</td>
<td>.3363</td>
</tr>
<tr>
<td>0.20</td>
<td>.3572</td>
</tr>
<tr>
<td>0.30</td>
<td>.3764</td>
</tr>
<tr>
<td>0.40</td>
<td>.3938</td>
</tr>
<tr>
<td>0.50</td>
<td>.4091</td>
</tr>
<tr>
<td>0.60</td>
<td>.4221</td>
</tr>
<tr>
<td>0.70</td>
<td>.4323</td>
</tr>
<tr>
<td>0.80</td>
<td>.4397</td>
</tr>
<tr>
<td>0.90</td>
<td>.4437</td>
</tr>
<tr>
<td>( \geq 1.00 )</td>
<td>.4444</td>
</tr>
</tbody>
</table>
the critical value of \( c \) for \( \alpha = 1 \) in Eq. (21) gives a simple asymptotic expression for \( \lambda_D \):

\[
(1 - \lambda_D)^{3/2} = \left(1/\sqrt{2h(\Gamma)}\right)\lambda_D |\epsilon a_1|, \quad \Gamma \geq 0.
\]

In [8] and elsewhere, the static buckling load is given asymptotically by

\[
(1 - \lambda_S)^{3/2} = \left(9/4^2\right)\lambda_S |\epsilon a_1|.
\]

Thus, as in [6]–[8], a simple relation between \( \lambda_D \) and \( \lambda_S \) may be obtained by eliminating \( |\epsilon a_1| \) from (22) and (23):

\[
\left[\frac{(1 - \lambda_D)/(1 - \lambda_S)^{3/2}}{(4/9)(1/h(\Gamma))\lambda_D/\lambda_S}\right]^{3/2} = \frac{4v\sqrt{2}}{\left[3 \coth^2 (\tau/2) - 1\right]^2}.
\]

Note that if \( h(\Gamma) = 4/9 \), i.e. if \( \Gamma \geq \Gamma^* \), then \( \lambda_D = \lambda_S \).

For \( \Gamma = 0 \), \( \lambda = \lambda_D \),

\[
B(\tau) = 4\sqrt{2}/\left[3 \coth^2 (\tau/2) - 1\right]
\]

and

\[
w(x, t) \sim \frac{8(1 - \lambda_D)^{3/2} \sin x}{3[3 \coth^2 [(1 - \lambda_D)^{3/2}/2] - 1]}.
\]

Thus, under step-loading, the dynamic buckling load can be predicted from the static buckling load and the damping coefficient, independently of the small imperfection. If the initial displacement and velocity are restricted to be of the same order as the imperfection, then the dominant terms for the deflection and the dynamic buckling load depend only on the Fourier coefficient corresponding to imperfection in the shape of the classical buckling mode and on the damping. Asymptotically, the static and dynamic buckling loads are the same if the damping exceeds a fixed value.
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