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Abstract. The one-dimensional nonlinear diffusion equation is solved by a perturbation technique. It is assumed that the diffusivity varies as a nonnegative power of the concentration, while the concentration at the supply surface varies as another power of time. The resulting similarity solution that has been derived via a perturbation scheme remains valid for all times and all distances. Explicit series formulae are also derived for the location of the concentration front. Since diffusivity vanishes at zero concentration, the study here pertains to a singular problem.

Introduction. The nonlinear diffusion equation, and certain other types of parabolic equations associated with it, are appearing with increasing frequency in many problems of the physical and environmental sciences. A special case of the following problem, admitting of a similarity solution, will be solved in the next sections:

\[ \frac{\partial}{\partial x} \left[ D(\theta) \frac{\partial \theta}{\partial x} \right] = \frac{\partial \theta}{\partial t}, \quad 0 \leq \theta \leq 1, \quad t > 0, \quad 0 < x < F(t), \quad F(t) \text{ unknown}, \]

\[ D(0) = 0, \quad D(1) = 1, \quad F(0) = 0; \quad x = 0, \quad \theta = \bar{f}(t); \quad t = 0, \quad \theta = 0; \]

\[ x \geq F(t), \quad \theta = 0 \quad \text{and} \quad D(\theta) \frac{\partial \theta}{\partial x} = 0. \]

Here \( x = F(t) \) is the distance of the advancing "concentration or diffusing front". Throughout this work, it is assumed that all variables and functions have been rendered dimensionless by appropriate normalizations. \( x \) and \( t \) are respectively the space and time variables. \( \theta \) may be identified with the concentration of a solution, moisture content of a partially saturated soil, temperature of a conducting medium, etc.

The relation \( D(0) = 0 \) is an important one here, and mention must be made of its role in structuring a solution to this problem. It will be noticed that \( D(\theta) \) is the (nonlinear) coefficient of the highest derivative (\( \partial^2 \theta / \partial x^2 \)) in the differential equation under study. It is well known that the points at which such coefficients vanish are generally associated with "singular" points of the solution function \( \theta(x, t) \). Shampine [1] investigated in detail a problem of this type. In his paper, the special boundary conditions \( x = 0, \theta = 1, x = \infty \theta = 0 \) led to an ordinary differential equation in the similarity variable \( s = (x/\sqrt{t}) \). He used the term "singular problem" to denote the cases that arise out of the special condition \( D(0) = 0 \).
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The mathematical peculiarities, as well as the physical characteristics, of the resulting solution profiles \( \theta(x, t) \) are worth mentioning at this stage. These are: (a) excluding any unbounded solutions, there still exists the possibility of singularities in the derivatives of \( \theta \); (b) although the problem could be formulated, as usual, in the semi-infinite domain \( 0 < x < \infty \), \( \theta \to 0 \) as \( x \to \infty \), the (strong) possibility exists that the profile \( \theta(x, t) \) actually terminates at a finite distance, called the diffusing front; (c) to begin with, the location of this front at \( F(t) \) is unknown; (d) it is highly likely that the gradient at the front is unbounded: \( x = F(t) \), \( \partial \theta / \partial x = -\infty \), so that the "sharp front" occurrence is observed; and (e) in many applications, the function \( D(\theta) \) is an extremely rapidly varying function of \( \theta \). It is needless to state here that accurate profile evaluation and numerical computations would be rendered more difficult by each of the above peculiarities (a)-(e).

A basic purpose of the present investigation is to evolve a constructive technique that is capable of generating an accurate solution profile, in spite of the above complications. Indeed, it will be seen in later sections of this paper that the complexity (e) is turned around to advantage, and the construction of the solution specifically depends on the use of rapid variation in \( D(\theta) \).

Since \( D(\theta) \) is allowed to vanish at \( \theta = 0 \) in the above equation, it is expected that the profile "\( \theta \) versus \( x \)" is finite in extent, terminating abruptly at the diffusing front (Shampline [1]). In many applications, \( D(\theta) \) is known to be a rapidly varying function of \( \theta \). In soil moisture problems, \( D(\theta) \) is frequently assumed to be an exponential function of \( \theta \) (Reichardt et al. [2]). Often, it is assumed that \( f(t) \equiv 1 \); the solution then will depend on a similarity variable \( \eta = (x/t) \). Assuming \( D(\theta) = \theta^n \), Pattle [3] constructed an instantaneous point-source type of solution for the nonlinear equation (see note at the end). Aronson [4] investigated certain regularity properties of solutions with finite profile termination. Solutions exhibiting "square root of time" dependence, and their asymptotic behavior, have been studied by Peleiter [5], Atkinson and Jones [6], and Pimbeley [7]. Most of these studies deal with the existence and uniqueness aspects of the solutions.

Horizontal absorption of water by dry and partially dry soils is extensively modelled on the diffusion equation. Survey work by Philip [8, 9] gives an idea of the importance attached to equations of this type in soil water transport problems. The high nonlinearities inherent in these equations have naturally generated a vast body of computer solutions based upon numerical schemes. Numerical solutions of the above equations, subject to general initial and boundary conditions, have been obtained by several authors. In general, finite difference and finite element schemes have gained wide acceptance in practice. Numerous references may be found in the articles by Ashcroft et al. [10], Neumann [11], Hayhoe [12] and van Genuchten [13]. By contrast, analytic and quasi-analytic solutions of a constructive nature are few in number. Brutsaert [14] presented a solution with finitely terminating profiles, referring to an earlier work of Heaslet and Alksne [15]. Parlange [16] obtained elegant results by a method of iterations resembling the Picard iterates. Babu [17, 18, 19] applied perturbation techniques to achieve a constructive solution that is capable of yielding quantitative information in a straightforward and reliable fashion, for the special case of \( f(t) \equiv 1 \). In a subsequent joint work, Parlange and Babu [20, 21] exhibited the essential identity of the solutions constructed via perturbation, iteration and optimization techniques.

In what follows, it will be assumed that \( f(t) = t^m \) and \( D(\theta) = \theta^n \) (\( n \geq 0 \)). The solution mechanism presented below is valid for values of \( m \) and \( t \) in the ranges \(-1/(n + 1) < m < +\infty \), \( m \neq 0 \); \( 0 \leq t < \infty \). The case \( m = 0 \) requires only minor adjustments in the computational detail. However, the case of \( 0 < m < +\infty \), \( 0 \leq t \leq 1 \) alone is worked out in
The equations. It is therefore required to solve
\[
\frac{\partial}{\partial x} \left[ \theta^n \frac{\partial \theta}{\partial x} \right] = \frac{\partial \theta}{\partial t}, \quad 0 < t < 1, \quad 0 < x < F(t), \quad n \geq 0
\]
subject to the conditions
\[
\begin{align*}
\theta &= t^m, \quad x = 0, \quad m > 0, \quad (2a) \\
\theta &= 0, \quad t = 0, \quad (2b) \\
\theta &= 0, \quad x \geq F(t), \quad (2c) \\
\theta^n \cdot \frac{\partial \theta}{\partial x} &= 0, \quad x \geq F(t). \quad (2d)
\end{align*}
\]
Condition (2c) states that the \( \theta(x, t) \) solution profile "hits" the \( x \)-axis at (an unknown) distance \( F(t) \), forming a "diffusing front" there. And, since the flux also vanishes according to (2d), it follows that no disturbances are propagated into the medium beyond this front. Part of the solution process will thus be devoted to the determination of the unknown function \( F(t) \).

Since \( \theta = 0 \) at \( x = F(t) \), condition (2d) may in fact be an identity, unless \( \left| \partial \theta / \partial x \right| = \infty \). Hence, from a computational point of view, this condition may not often yield much useful information. However, an integration of Eq. (1), utilizing (2a–2d), leads to the relation:
\[
\int_{0}^{F(t)} x \cdot \frac{\partial \theta}{\partial t} \cdot dx = \int_{0}^{F(t)} x \cdot \frac{\partial}{\partial x} \left( \theta^n \frac{\partial \theta}{\partial x} \right) \cdot dx
\]
\[
= x \cdot \theta^n \frac{\partial \theta}{\partial x} \bigg|_{0}^{F(t)} - \int_{0}^{F(t)} 1 \cdot \theta^n \frac{\partial \theta}{\partial x} \cdot dx = \int_{\theta = 0}^{\theta = t^m} \theta^n \ d\theta
\]
\[
= \frac{\theta^{n+1}}{(n+1)} \left[ t^m \frac{d}{dt} \int_{0}^{F(t)} \right. \), \quad \text{so that} \quad x \cdot \theta(x, t) \cdot dx = \epsilon t^{m/\epsilon},
\]
where \( \epsilon \equiv 1/n + 1 \). One final integration yields
\[
\int_{0}^{F(t)} x \cdot \theta(x, t) \cdot dx = \frac{\epsilon^2 \cdot t^{1+m/\epsilon}}{m + \epsilon}.
\]
Next, elementary estimates, based upon (3), lead to an explicit determination of the parameter of perturbation for this problem. This parameter is \( \epsilon \equiv 1/(n + 1) \). Neglecting the time dependency for the moment, it follows from (3) that \( x^2 = O(\epsilon^2) \), showing that the entire phenomenon is of a boundary-layer nature, if \( \epsilon \) is small in some sense. Some general comments on the implications of (3) are to be found in the Appendix.

The following transformations reduce (1) to an ordinary differential equation:
\[
\epsilon = 1/(n + 1); \quad \eta = (x/\epsilon) \cdot (m/\phi(\epsilon, m))^{1/2} \cdot (1/t^{mn+1})^{1/2};
\]
\[
\theta = t^m \cdot [V(\eta; \epsilon; m)];
\]
\[
\left( \frac{d^2 V}{d \eta^2} \right) = \left[ \epsilon V^\epsilon - \left( \frac{\eta}{2} \right) [1 - \epsilon(1 - 1/m)] \cdot \left( \frac{d V^\epsilon}{d \eta} \right) \right] \cdot \phi(\epsilon, m).
\]
along with the conditions

$$\text{at the origin } \eta = 0, V = 1,$$

$$\text{at the front } \eta = 1, \text{ concentration } V = 0 \text{ and flux } dV/d\eta = 0. \tag{6}$$

Here the unknown parametric function $\phi(\epsilon, m)$ defines the position of the unknown front in the physical coordinates, via

$$\eta = 1, x = F(t) = \epsilon \cdot (t^{n+1})^{1/2} \cdot (\phi(\epsilon, m)/m)^{1/2}. \tag{8}$$

The zero flux condition implicit in (3) becomes

$$\left( \int_0^\eta V \cdot \eta \cdot d\eta \right) \cdot \phi(\epsilon; m) \cdot (1 + \epsilon/m) = 1. \tag{9}$$

A solution to the equations (5)–(9) will be derived in the next sections. Through back substitutions in (4), the corresponding solution to (1) and (2) may be achieved in the final form. In passing, it may be mentioned that whenever $V(\eta)$ is bounded, the initial condition (2b) is automatically satisfied (Definition (4)).

The parameter $\epsilon$. The identification and the definition of the parameter $\epsilon$ is pivotal to the scheme of solution proposed in this paper. It will be noticed that the original problem, as postulated in (1)–(2), did not explicitly show a parameter for perturbation. But from (3), it is apparent that the profile lengths are of the order of magnitude of $\epsilon$. In a sense, therefore, the number $\epsilon$ “calibrates” the profile sizes. It is this fundamental property of $\epsilon$ that suggests the perturbation parameter should indeed be identified with $\epsilon$. The intimate connection of $\epsilon$ to the “physics” of the transport parameter $D(\theta)$ makes one expect that a solution scheme that utilizes $\epsilon$ should prove quite efficient. It turns out that this is indeed the case.

Existing methods of solution. The differential equation (5) may be written in the general form

$$d^2v/d\eta^2 = g(\eta; v; v', dv/d\eta; \epsilon), 0 < \eta < 1, \tag{A}$$

where the nonlinear function $g$ becomes unbounded as $\eta \to 1$ (or $v \to 0$). In other words, $g$ is not a regular function of its arguments. The presence of such singularities will generally render any perturbation scheme into a singular type. The presence of unbounded derivatives ($dv/d\eta$), and the terms in $v'$ for small values of $v$, definitely lead to a breakdown of regular, straightforward expansions.

Now, if $g$ were an analytic function of its arguments, the usual (existing) procedures indicate a power series expansion in $\epsilon$ for both $v$ and $g$. Often, there will arise also the need to match the inner and outer solutions asymptotically. In any case, the solution structure to be tried will be as follows:

$$v = \sum_0^\infty \epsilon^n \cdot \psi_n(\eta, \zeta) \tag{B}$$

where $\eta$ is the outer variable and $\zeta$ a scaled variable defined in terms of $\eta$. The solution mechanism is established by equating coefficients of like powers of $\epsilon$, after substituting (B) into (A) and the associated boundary/initial conditions. A judicious choice for the structure of $\zeta$ is further expected to eliminate a breakdown of the resultant solution structure at the possible singularities. At each step in the solution computation, the
structures of $\xi$ and $v_n$ are adjusted so that singular or “secular” terms are eliminated. Methods of matched asymptotic expansions, strained coordinates, strained parameters, averaging techniques, composite expansions and the methods associated with the names of Krylov and Bogoliuboff, Lighthill, and others, are of this form. It is also customary to employ phase-plane and limit cycle analysis in many practically significant (autonomous) systems of equations. References may be found in the works of O’Malley [24], Krylov and Bogoliuboff [25], Nayfeh [23], van Dyke [26], and AMS Proceedings [27].

It is, of course, possible that such methods may not always succeed, even though the right-hand sides of (A) are analytic functions of their arguments. In the present case, it is apparent that a structure of the type (B) would not be suitable for solving (A). The reasons are clear: $g$ is singular at $\eta = 1$, and $v^\epsilon$-expansions in power of $\epsilon$ break down as $\nu \to 0$. In order to deal with these complications and with a view to specially accommodating terms of the form $v^\epsilon$ in the governing differential equation, it was decided to try a solution in the form

$$v = [G_0(\eta)]^{\lambda(\epsilon; \eta)} \cdot H(\epsilon; \eta)$$

where the functions $\lambda(\epsilon; \eta)$ and $H(\epsilon; \eta)$ have expansions in powers of $\epsilon$, and where $G_0(\eta)$ represents the starter solution in some sense. In this respect, the procedure outlined here is somewhat different from other standard methods in existence. The specific structure for $v(\eta; \epsilon)$ as postulated in (C), is necessary to eliminate the singular or secular terms that result when expanding the right-hand side of (A) in a straightforward fashion.

The perturbation scheme. To begin with, since $\epsilon = 1/(n + 1)$ is generally small in applications, a perturbation solution to (5)–(9) is attempted in the regular and straightforward form:

$$V(\eta; \epsilon; m) = V_0 + \epsilon V_1 + \epsilon^2 V_2 + \cdots,$$

$$\phi(\epsilon, m) = \phi_0 + \epsilon \phi_1 + \epsilon^2 \phi_2 + \cdots,$$

where the $V_n$'s are functions of $\eta$ and $m$, and the $\phi_n$'s depend on $m$. The standard procedure is to substitute (A') and (B') into (5)–(9), collect the powers of $\epsilon$, and successively equate to zero the coefficients of these powers of $\epsilon$ (Nayfeh [23]). Although this procedure yields the starter terms

$$V_0 = 1 - \eta, \quad \phi_0 = 2,$$

it is immediately noticed that the next approximations $V_1, V_2, \cdots$ contain singular, or secular, components like $\ln(1 - \eta), 1/(n - 1), \cdots$. The singularity keeps growing and the validity of the solution in (A) becomes seriously impaired, especially near $\eta = 1$ (front). A fundamental source of this singularity in the solution process is the need for expansions for quantities like $V^\epsilon, (dV^\epsilon/d\eta)$, in powers of $\epsilon$ ($V^\epsilon \equiv 1 + \epsilon \ln V + (\epsilon \ln V)^2! + \cdots$). Such a process naturally leads to logarithmic and derivative singularities. In order to neutralize these singularities, and with a view to obtaining a uniformly valid solution, it appears that a correct structure for the solution would have to be tried in the form

$$V = (1 - \eta)^{1+\epsilon \lambda_1 + \epsilon^2 \lambda_2 + \cdots} (1 + \epsilon V_1 + \epsilon^2 V_2 + \cdots)$$

and

$$\phi = \phi_0 + \epsilon \phi_1 + \epsilon^2 \phi_2 + \cdots$$
Here, \( \lambda_1, \lambda_2, \cdots \) are in general assumed to be functions of \( \eta \), and will be specifically structured so as to remove the resultant singularities in the differential equations for the \( V_n \)'s. In particular, it will turn out that the \( \lambda_n \)'s are merely numerical constants.

Eqs. (10), (11), and (5)-(9) lead to the following sequence of problems:

**\( e^0 \) terms:**

\[
\phi_0 = 2, \\
(d^2/d\eta^2) (1 - \eta) = 0;
\]

**\( e^1 \) terms:**

\[
\frac{d^2}{d\eta^2} [(1 - \eta) (V_1 + \lambda_1 \cdot \ln(1 - \eta))] = \phi_0 \left( 1 + \frac{1}{2(1 - \eta)} \right),
\]
\[
\eta = 0, \quad V_1 = 0, \\
\eta = 1, \quad |V_1| < \infty;
\]

**\( e^2 \) terms:**

\[
\phi_1 = 3 - 2/m, \\
\frac{d^2}{d\eta^2} [(1 - \eta) \left( V_2 + \lambda_2 \cdot \ln (1 - \eta) + \lambda_1 \cdot V_1 \cdot \ln \left( 1 - \eta \right) + \lambda_3 \cdot \ln^2 (1 - \eta)/2 \right)] \\
= \phi_0 \left[ \ln (1 - \eta) - \left( \frac{n}{2} \right) \left( (1 - 1/m)/(1 - \eta) + \frac{d}{d\eta} \right) \left( V_1 + \lambda_1 \ln (1 - \eta)
\right.
\right.
\]
\[
+ \left. \frac{1}{2} \cdot \ln^2 (1 - \eta) \right] \right] + \phi_1 \left( 1 + \frac{\eta}{2(1 - \eta)} \right),
\]
\[
\eta = 0, \quad V_2 = 0, \\
\eta = 1, \quad |V_2| < \infty;
\]

**\( e^3 \) terms:**

\[
\phi_2 = 14/3 - 3/m + 2/m^2, \\
\frac{d^2}{d\eta^2} [(1 - \eta) \left[ V_3 + \lambda_3 \cdot \ln (1 - \eta) \right] + (1 - \eta) \cdot P_1] = \phi_0 \cdot P_2 + \phi_1 \cdot P_3 + \phi_2 \cdot P_4,
\]
\[
\eta = 0, \quad V_3 = 0, \\
\eta = 1, \quad |V_3| < \infty,
\]

\[
P_1 = \ln (1 - \eta) \cdot [\lambda_1 V_2 + \lambda_2 V_1 + (\lambda_2 V_1/2) \cdot \ln (1 - \eta) + \lambda_1 \lambda_2 \ln (1 - \eta) + (\lambda_3^2/6) \cdot \ln^2 (1 - \eta)],
\]

\[
P_2 = V_1 + \lambda_1 \cdot \ln (1 - \eta) + 1/2 \cdot \ln^2 (1 - \eta)
\]
\[
- (\eta/2) \cdot \left( \frac{d}{d\eta} \right) \left[ V_2 - V_1^2/2 + V_1 \cdot \ln (1 - \eta) + \lambda_2 \cdot \ln (1 - \eta)
\right.
\]
\[
+ \lambda_1 \cdot \ln^2 (1 - \eta) + \frac{1}{2} \cdot \ln^3 (1 - \eta) - (1 - 1/m) \cdot (V_1 + \lambda_1 \cdot \ln (1 - \eta) + \frac{1}{2} \cdot \ln^2 (1 - \eta)),
\]

\[
(15)
\]
A SIMILARITY SOLUTION

\[ P_s = \ln (1 - \eta) - (\eta/2) \cdot \left[ (1 - 1/m)/(1 - \eta) + \left( \frac{d}{d\eta} \right) [V_1 + \lambda_1 \ln (1 - \eta) + 1/2 \cdot \ln^2 (1 - \eta)] \right], \]

\[ P_s = 1 + \eta/2(1 - \eta). \]

Next, in (13), (14), (15), \ldots, singularities and secular terms will be eliminated if

\[ \lambda_1 = 1, \lambda_2 = 1, \lambda_3 = 1, \ldots, \]

(16)

The approximations are given as

\[ V_1 = -\eta/2; V_2 = (1/m - 1/12)\eta - \eta^2/12, \]

\[ V_3 = (2/(3m) - 1/m^2 - 3/16)\eta + (1/(6m) + 1/16)\eta^2 - 5\eta^3/144, \]

(17)

\[ \phi_0 = 2; \phi_1 = 3 - 2/m; \phi_2 = 14/3 - 3/m + 2/m^2, \ldots. \]

(18)

It follows from (10), and the above relations, that \( dV/d\eta = 0 \) at \( \eta = 1 \). Thus, the condition of zero flux at the front is also satisfied (Eqs. (2d), (4) and (10)).

The solution. To the third-order terms, then, the solution would be given by

\[ \phi(x, t) = t^m \cdot \Phi = t^m \cdot (1 - \eta)^{1 + \epsilon^2 + \epsilon^3} \cdot (1 + \epsilon V_1 + \epsilon^2 V_2 + \epsilon^3 V_3 + \ldots)^{\epsilon}, \]

(19)

with

\[ \epsilon = (1/(n + 1), 0 \leq \eta \leq 1, \]

\[ x = \epsilon \cdot \eta \cdot (t^{1+m+m/\epsilon})^{1/2} \cdot ((1/m) \cdot (\phi_0 + \epsilon \phi_1 + \epsilon^2 \phi_2 + \ldots)^{1/2}. \]

(20)

The location of the front is given by \( \eta = 1 \) as

\[ x(\text{front}) = F(t) = \epsilon \cdot (t^{m+1})^{1/2} \cdot ((1/m) \cdot (\phi_0 + \epsilon \phi_1 + \epsilon^2 \phi_2)^{1/2}. \]

(21)

The \( \phi \)'s and \( \Phi \)'s are defined in (18) and (17) respectively.

Comparison. The analytic form of the solution (19)-(21) obtained through the perturbation scheme described above was compared with some numerically computed solutions. The numerical scheme used for these comparisons is based on finite elements, employing Hermitian polynomials as the basis functions. As shown by van Genuchten [13], this scheme generated very accurate profiles for a number of infiltration experiments. Owing to the nonlinearity in the governing equation, especially for the larger \( m \) and \( n \) values, different spatial discretizations were used in the numerical solution leading to a reasonably accurate determination of the sharp concentration fronts.

Figs. 1 and 2 describe these results. In Figs. 1a, b, c, the curves are drawn for the times \( t = 0.6, 0.8 \) and 1.0. In Figs. 2a, 2b, the successive perturbation approximations are shown at \( t = 0.8 \) and \( t = 1.0 \). Several values of \( m \) and \( n \) were selected, and the figures also indicate the values of the pairs \( (m, n) \) corresponding to each graph. It is clear that the agreement between the two results is quite good.

Appendix. A specialized \( (m = 0) \) form of (3) has proved very effective in the construction of solutions to certain problems of moisture flow in soils (Babu [18]). The relation (3) may be generalized to

\[ \int_0^\tau(t) \theta(x, t) \cdot x \cdot dx = \int_0^t d\xi \int_0^\tau(\xi) D(\theta) \ d\theta \]

(22)
where \( f(t) = \theta(0, t) \) represents the concentration at the supply point \( x = 0 \). If it is next assumed, after appropriate normalizations, that \( f(t) \leq 1 \), the characteristically nonlinear \( D(\theta) \) defines a small number

\[
\epsilon \equiv \int_0^1 D(\theta) \, d\theta \geq \int_0^{f(1)} D(\theta) \, d\theta,
\]

leading to

\[
\int_0^{f(1)} \theta(x, t) \cdot x \cdot dx = \int_0^t d\xi \int_0^{f(\xi)} D(\theta) \, d\theta = I(t, \epsilon),
\]

say. Clearly \( I(t, \epsilon) \leq \epsilon \cdot t \), giving rise to a rough estimate

\[
I = I(t, \epsilon) = O(\epsilon t).
\]

Depending on the specific structure of \( f(t) \), it may happen that the quantity \( I \) is of a much smaller order of magnitude than \( O(\epsilon t) \). Indeed, for the present problem, an exponentially large negative order was obtained:

\[
I = O[\epsilon^2 \cdot \exp (m \cdot \ln t)/\epsilon]]
\]
Thus, from (24) follow two useful estimates. If $f(t)$ is monotonic increasing

$$x = O\left(\frac{1}{f(t)}\right)^{1/2}, \quad F(t) = O\left(\frac{1}{f(t)}\right)^{1/2}. \quad (26)$$

If $f(t)$ is oscillatory, considering a mean value of $\theta(x, t)$,

$$x = 0 \left(\frac{1}{f(t, \epsilon)}\right)^{1/2}, \quad F(t) = O \left(\frac{1}{f(t, \epsilon)}\right)^{1/2}. \quad (26')$$

The relations (26) and (26') serve to estimate the location of the front, and the extent of the (material) transport at any given time. Additionally, a proper scaling of the variable $x$ introduces a small number $\epsilon$ into the mathematical formulation. The choice of $\epsilon$ as a parameter of perturbation is thus a natural and preferred one in this type of problem. The higher the degree of nonlinearity in $D(\theta)$, the sharper the estimates will come out.

Note. Pattle’s [3] solution for an instantaneous point source in the medium is given by

$$D = D_0 \left(\frac{C}{C_0}\right)^n, \quad n > 0,$$

$$C = C_0 \cdot \left(\frac{t}{t_0}\right)^{-n} (sn + 2) \cdot \left[1 - \left(\frac{r^2}{r^2_1}\right)^3\right]^{1/n}, \quad t > 0, \quad r^2 \leq r^2_1, \quad (27)$$

$$= 0, \quad r^2 > r^2_1,$$
with \( r_1 = r_d(t/t_0)^{1/(n(1-s^2)^2)} \); \( s \) = number of space dimensions. Upon setting \( m = -\epsilon/(1 + \epsilon) \), Eq. (5) simplifies to

\[
(d^2V/d\eta^2) = \epsilon \cdot \phi \cdot (d/d\eta) (\eta \cdot V')
\]

Upon integrating this equation with \( V = (dV/d\eta) = 0 \) at \( \eta = 1 \), an exact closed-form solution emerges:

\[
V(\eta) \propto (1 - \eta^2)^{1/(1-\epsilon)}, \\
\theta \propto t^m \cdot (1 - \eta^2)^{1/(1-\epsilon)}.
\]  

(28)

It is obvious that, for \( s = 1 \), the respective expressions for \( C \) and \( \theta \) in (27) and (28) are identical. For this particular value of \( m \), it was possible to integrate Eq. (5) completely.
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