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This is a volume in the Prentice-Hall Advances in Computing Science and Technology Series. The many different techniques used to solve pattern recognition problems may be grouped into two general approaches: the decision-theoretic (or discriminant) approach and the syntactic (or structural) approach. This book treats the problems of pattern recognition and its applications by use of the syntactic approach. It describes theoretical methods as well as important applications. The book is intended to be of use both as a reference for system engineers and computer scientists and as a textbook for courses in pattern recognition. The presentation is kept concise, and background knowledge on formal languages and syntax analysis is included. With the emphasis on structural description of patterns, the syntactic approach attempts to draw an analogy between the structure and the syntax of a language. The analogy is attractive primarily because of the availability of mathematical linguistics as its theoretical foundation. However, the syntactic approach certainly contains other nonsyntactic methods. Often a mixed approach needs to be applied. Although the materials discussed in this volume are mainly syntactic, important decision-theoretic methods are briefly reviewed in Chapter 1. The subject matter may be divided into four major parts: (1) syntactic pattern recognition using string and high-dimensional languages (Chapters 1 through 5), (2) syntactic recognition of noisy and distorted patterns (Chapters 6 through 9), (3) learning in syntactic pattern recognition—grammatical inference (Chapter 10), and (4) applications of syntactic pattern recognition to signal and image analysis (Chapters 11 and 12). In Chapter 1 the syntactic approach is introduced and pattern preprocessing, segmentation, and decision-theoretic classification techniques are reviewed briefly. An introduction to formal languages and their relations to automata are summarized in Chapter 2. Syntactic methods for pattern description using one-dimensional string languages are presented in Chapter 3. High-dimensional languages for pattern description and recognition are described in Chapter 4. Syntax analysis and its applications as pattern recognition procedures are discussed Chapter 5. Chapter 6 provides a review of recent results in the use of stochastic languages for syntactic pattern recognition. Error-correcting syntax analysis of string languages for the recognition of noisy and distorted patterns is presented in Chapter 7. Error-correcting syntax analysis of tree languages for syntactic pattern recognition is described in Chapter 8. Chapter 9 discusses cluster analysis of syntactic patterns. Various grammatical inference algorithms are reviewed in Chapter 10. Shape analysis of waveforms and contours is described in Chapter 11. Chapter 12 describes a syntactic approach to texture analysis. Appendices A to G provide a number of examples and detailed grammars to demonstrate the applications of syntactic pattern recognition.


Continued on page 310

This is a volume in the series Monographs on Applied Probability and Statistics. It is based on courses given to third- and fourth-year students at Australian universities. The author had three aims: to show that the subject had a clearly recognizable underlying common thread and was not a collection of isolated techniques; that a discussion of efficiency be provided to illustrate the reason for the types of calculations performed; to emphasize point and interval estimation more strongly than is usual in elementary books. Also, the idea of randomization, or permutation, is the fundamental idea connecting all the methods in the book. Chapter headings: 1. Basic concepts in distribution-free methods. 2. One-sample location problems. 3. Miscellaneous one-sample problems. 4. Two-sample problems. 5. Straight-line regression. 6. Multiple regression and general linear models. 7. Bivariate problems.


This is a volume in the Ellis Horwood Series in Mathematics and its Applications. It deals mainly with enumerative graph theory, starts from first principles and leads up to various important areas of application, including statistical mechanics. Chapter headings: 1. Introduction. 2. The notion of the connectivity of a graph and some attempts to quantify it. 3. Some problems involving weighted graphs. 4. Further applications of trees. 5. Enumerations of graphs. 6. Applications to statistical mechanics. 7. Transformations of generating functions. 8. Oriented graphs and series-parallel graphs. 9. Applications to the analysis of games. 10. Some graph-theoretical problems made into puzzles which may have interesting applications in real life.


This is a volume in the Ellis Horwood Series in Mathematics and its Applications. The author’s purpose in writing this book was to bring to the attention of the reader some recent developments in the field of matrix calculus. Matrix calculus applicable to square matrices was developed by Turnbull in 1927. The theory presented in this book is based on the works of Dwyer and McPhail published in 1948, and others. It is more general than Turnbull’s development and is applicable to non-square matrices. Chapter headings: 1. Preliminaries. 2. The Kronecker Product. 3. Some Applications for the Kronecker Product. 4. Introduction to Matrix Calculus. 5. Further Development of Matrix Calculus including an Application of Kronecker Products. 6. The Derivative of a Matrix with respect to a Matrix. 7. Some Applications of Matrix Calculus.

This is a volume in the Wiley Series in Probability and Mathematical Statistics. It describes how prior information can be used in estimating coefficients of linear models. Prior information here does not imply a Bayesian approach but includes, for example, equations and inequalities as well as prior estimates on the unknown parameters. It concentrates on several aspects: these include the robustness of minimax estimators, restricted least-squares and two-stage least-squares estimators, and mixed estimators which allow for part of the prior information to be incorrect. The book is devoted to estimation and model choice, and references are also made to prediction. In order to make the book more readable, proofs have been omitted where they are obvious. It is based upon a lecture course given by the author at the Humboldt University in Berlin (German Democratic Republic). There are six chapters, on the general linear model, mixed estimation, problems in model choice, and prior information in econometric models.


This is a volume in the Wiley Series in Probability and Mathematical Statistics. It draws together material on the analysis of lifetime data and gives a comprehensive presentation of important models and methods. Most of the examples come from engineering or the biomedical sciences. Chapter 1 contains introductory material on lifetime distributions and surveys the most important parametric models. Censoring is introduced, and its ramifications for statistical inference are considered. In Chapter 2 some methods of examining univariate lifetime data and obtaining nonparametric estimates of distribution characteristics are discussed; life tables and graphical procedures play key roles. Chapters 3, 4, and 5 deal with inference for important parametric models, including the exponential, Weibull, gamma, log-normal, and generalized gamma distributions. This is extended in Chapter 6 to problems with concomitant variables, through regression models based on these distributions. Chapters 7 and 8 present nonparametric and distribution-free procedures: Chapter 7 deals with methods based on the proportional hazards regression model, and Chapter 8 gives distribution-free procedures for single- and many-sample problems. Goodness-of-fit tests for lifetime distribution models are considered in Chapter 9. Chapter 10 contains brief discussions of two important topics for which it was not feasible to give extended treatments: multivariate and stochastic process models. Several appendices review statistical theory that may be unfamiliar to some readers.


This is a volume in the Ellis Horwood Series in Computers and their Applications. It relates the theoretical background to the actual uses of recursive constructions as found in modern programming languages, computational algorithms, etc. Recursive techniques in program translation, one-level and two-level grammars in programming language definitions, context-free grammars, recursive functions and procedures, as well as everyday programming tools such as flow charts and decision tables, are all covered in this text. The author assumes little previous knowledge by the reader of the theoretical foundations required.

This is a volume in the Ellis Horwood Series in Mathematics and its Applications. The book is organized into three parts: Part I is the largest and is dedicated to the biological application of mathematics in both deterministic and stochastic contexts. It centres around the work of Volterra and Feller in this field. It also includes work in genetics incorporating the spread of an effect in space as well as time. It includes papers by Kolmogorov, Petrovsky, Piskovnoff and G. H. Hardy. Part II, Medical Applications, deals specifically with the Kermack/McKendrick deterministic model of a simple epidemic with removal. Part III contains a paper by F. W. Lanchester on the $N$-square law, whose purpose was primarily military but which fits within the common thread of birth and death processes. Bibliographical references are listed throughout the individual chapters with a more comprehensive bibliography at the end of the book.


This is a volume in the Ellis Horwood Series in Mathematics and its Applications. It treats in detail applications to mechanics, fluid mechanics, diffusive growth and approximation. The twelve chapters are divided into four parts: 1. Distribution Theory and Green's Functions. 2. Banach Spaces and Fixed Point Theorems. 3. Operators in Hilbert Space. 4. Further Developments, including outlines of Fréchet calculus, stability and bifurcation theory, and Sobolev spaces.


This is a volume in the Wiley Series in Probability and Mathematical Statistics. This book discusses techniques useful in the reliability analysis of complex devices which utilize all available pertinent information—both objective test data and subjective information—in a cost-effective manner. Chapters 2, 3, and 4 provide basic materials in probability, statistics, and classical reliability. The basic notions for understanding, performing, and interpreting Bayesian reliability analyses are given in Chapter 5. Techniques for selecting and evaluating prior distributions are given in Chapter 6 in which the primary emphasis is on noninformative and natural conjugate prior distributions, although other classes of prior distributions are also often considered. Chapter 7 discusses Bayesian estimation methods based on attribute life test data for binomial, Pascal, and Poisson sampling models. Chapters 8 and 9 cover Bayesian estimation procedures for continuous lifetime models including exponential, Weibull, normal, log normal, inverse Gaussian and gamma distributions. Special topics in Bayesian reliability demonstration testing, system reliability assessment, and availability of maintained systems are covered in Chapters 10, 11, 12, respectively. Finally, Chapter 13 addresses empirical Bayes reliability estimation.

The purpose of this book is to present the up-to-date theory and techniques of multivariate analysis, and to provide a unified scope for understanding mutual relationships among various methods and techniques of multivariate analysis by extensive use of projection operators defined onto linear subspaces of Euclidean space. It mainly deals with the so-called “descriptive methods” such as factor analysis and canonical analysis, while the complicated theory of sampling distributions of various test statistics is mostly omitted because the basic assumption of multivariate normality of the observations cannot be satisfied in most cases of practical application. Chapter headings: 1. Essentials of Linear Algebra. 2. Fundamental Concepts of Multivariate Analysis. 3. Regression Analysis. 4. Analyses of Variance and Covariance. 5. Principal Component Analysis. 6. Canonical Correlation Analysis and Discriminant Analysis. 7. Factor Analysis. 8. Analysis of Categorical Data. 9. Theory of Distance and its Applications to Classification Problems. 10. Analysis of Covariance Structures.


This book constitutes the proceedings of an ACM SIGPLAN conference held June 1–3, 1978. It presents a record of the early history of thirteen languages that set the tone of most of today’s programming. It also includes the keynote address delivered at the conference by Grace Hopper. Through formal papers and transcripts of talks and discussions, the book describes the factors that influenced the development of the major programming languages. It covers, primarily, their early development with emphasis on the technical aspects of the language design and creation. Each paper and talk was prepared by one or two of the key technical people directly involved in the early development of the language: John Backus (FORTRAN), Alan Perlis and Peter Naur (ALGOL), John McCarthy (LISP), Jean Sammet (COBOL), Douglas Ross (APT), Jules Schwartz (JOVIAL), Geoffrey Gordon (GPSS), Kristen Nygaard (SIMULA), Charles Baker (JOSS), Thomas Kurtz (BASIC), George Radin (PL/I), Ralph Griswold (SNOBOL), Kenneth Iverson (APL). There are also summaries of each of the languages discussed at the conference.


This volume contains papers in the following areas: Hopf-Wiener integral equation, with commentaries by J. Pineus and A. E. Heins; Prediction and filtering, with commentaries by E. J. Akutowicz, P. Masani, H. Salehi, P. S. Muhly, M. Kanter and G. Kallianpur; Quantum mechanics and relativity, with commentaries by D. Bohm, D. Gabor, A. Siegel, E. Nelson, A. H. Taub and M. S. Vallarta; and Miscellaneous mathematical papers, with commentaries by E. Hille, G. Freud, T. Hido, L. F. McAuley and E. E. Robinson. There is also an introduction by P. Masani and a bibliography of Norbert Wiener. There will yet be a fourth and last volume of the Collected Works, devoted principally to cybernetics.


Continued on page 368

This is the first volume of a planned eight-volume work. The encyclopedia aims to provide sound information and practical guidance for readers who may not be specialists in a particular topic. Its scope embraces agriculture, censuses, computers, demography, statistical mechanics, crystallography, zoology, etc.—in fact, all disciplines which utilize statistics as a matter of course.


This is a volume in the Wiley Series in Probability and Mathematical Statistics. It is the fully revised and updated third edition of a text first published in 1969, featuring new discussions of descriptive statistics, Cramer-Rao bounds for variances of estimators, two-sample inference procedures, the philosophy of significance testing, analysis of variance, and nonparametric procedures. Many new examples, exercises and illustrations have been added.


This text is concerned with statistical methods for describing and analyzing the measurements on several variables frequently collected by researchers in the biological, physical and social sciences. The level of presentation is such as to be readily understandable by readers who have taken two or more statistics courses. The use of calculus is avoided; matrices are used throughout but no knowledge of matrix algebra is assumed. The text grew out of lecture notes developed for a course offered at the University of Wisconsin-Madison, and is divided into four parts: getting started, inferences about multivariate means and linear models, analysis of covariance structure, classification and grouping techniques.


In recent years the methods of modern differential geometry have become of considerable importance in theoretical physics and have found application in relativity and cosmology, high-energy physics and field theory, thermodynamics, fluid dynamics and mechanics. This textbook provides an introduction to these methods—in particular Lie derivatives, Lie groups and differential forms—and covers their extensive applications to theoretical physics. The reader is assumed to have some familiarity with advanced calculus, linear algebra and a little elementary operator theory. Chapter headings: 1. Some basic mathematics. 2. Differential manifolds and tensors. 3. Lie derivatives and Lie groups. 4. Differential forms. 5. Applications in physics. 6. Connections for Riemannian manifolds and gauge theories.


This is a volume in the Wiley Series in Probability and Mathematical Statistics, and the third edition of a text first published in 1965. In preparing this new edition, the (surviving) authors have been guided by two recent currents in applied statistics. The first is reliability and, to this end, they have added a chapter introducing the elements of reliability theory and practice. The second topic is the use of contrasts in statistical analyses, notably in the analysis of variance. Additionally, the material on control charts, goodness-of-fit tests, Bayesian methods, regression analysis and the design of experiments has been updated and revised.

Continued on page 378
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This monograph concentrates on the global differential geometry of surfaces in Euclidean 3-space, which is based on two classical results: (i) the ovaloids (i.e. closed surfaces with positive Gauss curvature) with constant Gauss or mean curvature are the spheres; (ii) two isometric ovaloids are congruent. The results presented in this book show generalizations of these facts.


This is volume 194 of the Springer Lecture Notes in Economics and Mathematical Systems, and is a reprint of the first (1953) edition, published by Princeton University Press. There is a new preface by the author, and a foreword by Professor Dale W. Jorgenson of Harvard University, putting the book into perspective ("it ranks as one of the most original contributions to economic theory of all time") and summarizing its main ideas.


This is volume C83 of the NATO Advanced Study Institute Series: proceedings of the Institute held at Banff, Canada, August 28 to September 12, 1981. The papers are divided into eight parts: 1. Structure and Arithmetic of Ordered Sets. 2. Linear Extensions. 3. Set Theory and Recursion. 4. Lattice Theory. 5. Enumeration. 6. Applications of Ordered Sets to Computer Sciences. 7. Applications of Ordered Sets to Social Sciences. 8. Problem Sessions. There is also an exhaustive bibliography by the editor, occupying 100 pages.


This is volume C84 of the NATO Advanced Study Institutes Series: proceedings of an Advanced Study and Research Institute on Theoretical Approaches to Scheduling Problems held in Durham, England, July 6-17, 1981. Scheduling involves the allocation of scarce resources over time. Situations in which such allocation has to be determined can be studied from a deterministic or stochastic point of view. Deterministic models have been studied in great detail in the theory of deterministic sequencing and scheduling. Stochastic systems have been investigated extensively in the theory of queuing. These proceedings have a twofold purpose: first, to review the fundamental results from both areas and, secondly, to present the true interface results that have recently been obtained. Hence, on one hand the volume emphasizes the achievements of two well-established disciplines that have been developed in mutual isolation, and on the other hand it provides a starting point for an interdisciplinary approach to scheduling problems as a combination of the two traditional ones. There are 24 papers in all.

This is volume C78 of the NATO Advanced Study Institutes Series: the proceedings of the Institute held at Les Arcs, Savoie, France, June 22–July 5, 1980. There is an introduction by the editors, providing an informal outline of the main themes of the volume, identification and filtering and recursiveness, and indicating how the various contributions fit together. There is introductory tutorial material for identification and filtering problems by the editors and by R. F. Curtain, M. H. A. Davis and S. I. Marcus, and the other papers are divided into five groups: 1. Foundations of stochastic systems and modeling issues and applications, 2. Identification, 3. Linear filtering, 4. Adaptive control, 5. Nonlinear filtering.


This is volume 1 of Cambridge Studies in Advanced Mathematics. It lays the foundations for the algebraic study of machines by looking at various types of machines, their properties, and ways in which complex machines can be simulated by simpler machines joined together in some way. This then provides a theoretical framework for the more detailed analysis of the application of machine theory in these subjects, with the ultimate aim of explaining many natural and artificial phenomena. It begins with some elementary material concerning the theory of semigroups. The second chapter examines many elementary properties of the state machine, the ways in which it can be connected together with others, and finishes with some applications. Chapter 3 develops the idea of a covering, by which state machines can be simulated by other, perhaps simpler, state machines in various configurations. Here, one does not attempt to describe the machine exactly but rather what it can do. There are some general results that enable one to start with an arbitrary state machine and simulate it with simpler machines constructed from finite simple groups and elementary ‘two-state’ machines connected up suitably. The best known method for doing this, the holonomy decomposition, is examined in chapter 4. The theory of recognizers is intimately connected with the theory of state machines and is of considerable importance in the theory of computers. This area is studied in chapter 5. Finally, the author ends with a more practical and realistic type of machine and applies the previous results to this situation in chapter 6.


This is a collection of 18 articles on self-organization in nonlinear chemical systems (the so-called “dissipative structures”), grouped under the following headings: theory of bifurcation phenomena in chemical systems, experimental properties of chemical systems, biochemistry, fluctuation phenomena and stochastic theory.


This book is divided into three parts. Part I (Formal Specification of Meta-Language) discusses general aspects of the systematic development method known as the “Vienna Development Method” (VDM). Such a systematic development method provides, at the minimum, a notation for writing specifications and a way of relating designs to specifications. Chapters 2 and 3 are concerned with the meta-language of VDM. Chapter 1 provides some historical background to the work on formal definition. Part II describes the use of VDM on programming languages. Chapters 4 to 7 cover writing a definition in VDM; chapters 8 and 9 discuss how such a definition can be used as the basis of compiler design. The initial examples given are of small, contrived languages. But Chapters 6 and 7 apply VDM to complete programming languages which are widely known. Part III (VDM and Other Systems) includes some applications of VDM outside the area of programming languages. Chapters 12 and 13 discuss the definition and design of database systems. Chapters 10 and 11 provide examples which lead to the specification of “generic office automation systems” by the Danish Datamatics Center, and a number of IBM products. There is an extensive bibliography of 26 pages.

This is volume 105 in the series Pure and Applied Mathematics. In it the author discusses the use of the computer as the mathematician's laboratory, in which he can perform experiments in order to augment his intuitive understanding of a problem, or to search for conjectures, or to produce counterexamples, or to suggest a strategy for proving a conjecture. Hence the theme of the book is experimental mathematics on the computer. It does not deal with production computing, nor does it deal with topics like proving theorems on the computer or related questions belonging to the area of artificial intelligence. The main thrust of the book is how to carry out mathematical experiments, how to do it quickly and easily, using the computer as a tool, and with the emphasis on mathematics rather than on programming. For the purpose, interactive computing is indispensable, and the author claims that the programming language APL has no existing rival that can seriously compete with it here. In Part I the author examines a number of concrete cases where experiments helped to solve a research problem, or in some cases, where they failed. He selected the cases from different areas to show that the experimental technique is essentially area independent. The problems are therefore unrelated to each other. What they have in common, and what they are intended to illustrate, is how experiments can be designed, executed, and interpreted; also what are the scope and the limitations of computer-based mathematical experiments. The programming language APL is presented in Part II. The presentation is written from the point of view of the prospective mathematical experimenter. For this reason the author emphasizes how to deal with those mathematical structures and operations that are likely to appear in experiments. After discussing APL from the point of view of mathematical experiments in general, the author presents still another special experiment in Part III—an experiment in heuristic asymptotics. This is of more ambitious scope and also requires a good deal more computing effort than the earlier ones. It is preceded by a general discussion of the techniques of mathematical experiments. Part IV contains descriptions and listing of software especially constructed for experiments. There is a great deal of emphasis on good documentation.


This is a volume in Monographs on Statistics and Applied Probability. It contains a comprehensive account of diagnostic methods for detecting inadequacies and unusual characteristics in data analyses based on linear regression models, and a discussion of extension of the methods to more complicated problems. The use of graphical procedures is emphasized, and most techniques discussed are illustrated in over 35 examples with more than 50 figures. The book is written at an intermediate level, and is appropriate for those who are familiar with, or currently learning, the methods of standard linear regression. The first part of the book contains an overview of the use of diagnostic residual based methods for detecting curvature, heteroscedasticity, nonnormality and outliers. Special attention is given to transformations and to residual analyses in two-way tables. The next part of the book contains a unified and up-to-date treatment of methods for the detection of influential observations, mostly based on the sample influence curve. However, several other approaches, including Bayesian methods, are also considered. The final sections of the book include discussions of methods of construction of residuals and influence measures in other problems, including nonlinear regression, logistic regression, robust regression and generalized linear models.


This is volume 79 in the Lecture Notes in Pure and Applied Mathematics Series. It is a collection of seven articles.


These are the proceedings of the fourth conference on The Mathematics of Finite Elements and Applications, held at Brunel University in April 1981. There are the texts of 44 lectures and 39 abstracts of poster sessions.

This is a volume in the Ellis Horwood Series Mathematics and Its Applications. The concept behind this book is to provide applied mathematicians from many scientific disciplines with a better understanding of the construction of mathematical models, teaching them how to take a real-life problem and convert it into a mathematical one. The text concentrates on the practical nature of mathematics, rather than precise definitions, and can be used as the basis for an introductory course in mathematical modelling.


This volume covers entries from Classification to Eye Estimate. The work is planned as an eight volume set of some three million words, aiming to provide sound information and practical guidance for readers who may not be specialists in a particular topic. Its scope embraces, for instance, agriculture, censuses, computers, demography, statistical mechanics, crystallography, zoology, and scores of other disciplines that utilize statistics as a matter of course.


These are the proceedings of the Second International Symposium on Dynamical Systems, held at the University of Florida in Gainesville, Florida, February 25-27, 1981. The first was held there in 1976. The central theme of the symposium was the relation of dynamical systems to current research on ordinary and functional differential equations, partial differential equations, stability theory, and optimal control. The volume contains the text of 27 lectures and 27 invited papers.


This is volume 38 of the CBMS-NSF Regional Conference Series in Applied Mathematics; it records the ten lectures given at Bowling Green State University in June 1980. The goal of the author is to present a collection of ideas concerning the nonparametric estimation of bias, variance and more general measures of error, a subject which began with the Quenouille-Tukey jackknife, which is also here taken as the starting point. There are ten chapters: 1. Introduction. 2. The jackknife estimate of bias. 3. The jackknife estimate of variance. 4. Bias of the jackne variance estimate. 5. The bootstrap. 6. The infinitesimal jacknife, the delta method and the influence function. 7. Cross validation, jacknife and bootstrap. 8. Balanced repeated replications (half-sampling). 9. Random subsampling. 10. Nonparametric confidence intervals.


This text is written by a group of experts and is structured into six chapters: 1. Historic progress in architectures for computers and systems (which analyzes the Von Neumann architecture, the architecture of microprogrammed computers, and parallel systems); 2. Reconfigurable parallel array systems; 3. Designing and programming supersystems with dynamic architectures; 4. Verification of complex programs and macroprograms; 5. Requirements engineering for modular computer systems; 6. Design and diagnosis of reconfigurable modular digital systems.

This is a volume in the Wiley Series in Probability and Mathematical Statistics. It gives a unified account of the method of dynamic programming as an analytical tool for the solution of temporal optimization problems, with applications of this and related methods to major areas such as optimal control theory, operational research models and sequential inference. Also a number of interesting special cases are investigated in detail. The subject is treated systematically from basic principles presenting a wide range of theory and applications in an integrated and readable style. As well as covering such fundamental topics as the role of causality and minimax stochastic formulations as alternative ways of dealing with ignorance, the book introduces new material, for example on multi-armed bandits (project evaluation), growth optimization, risk-sensitive control and other relaxations of LQG structure. The book is divided into three parts: I. Deterministic problems (chapter headings: the optimality equation and state structure in the deterministic case, deterministic examples, deterministic dynamic models, linear/quadratic models, the discrete maximum principle, the continuous maximum principle; concepts and examples, the continuous maximum principle; derivation, the minimax criterion), II. The stochastic formulation (chapter headings: the general optimality equation, Markov decision processes (finite horizon), examples, inventory and storage problems, sequential scheduling and the multi-armed bandit, structure theorems, duality concepts), III. Linear/Quadratic/Gaussian models (chapter headings: LQG control with incomplete state observation, state estimation with linear structure, risk-sensitive LQG control, LQG homing, LQG control by spectral methods). Volume II will consist of three parts: infinite-horizon problems, continuous time, and incompletely observed process state.


This is a volume in the Wiley Series in Probability and Mathematical Statistics. Its objective is to give students the essential concepts of regression, least squares, and linear models. The approach is essentially geometrical, but parallel algebraic discussion is quoted as the different topics arise. A unifying theme is the principle of orthogonalization, first introduced for the problem of nuisance parameters, but also used in discussing the analysis of covariance and orthogonal polynomials. The principle of orthogonalization rests on another unifying theme, namely, that of projection, and this is discussed first in Chapter 3 for the full-rank case, and continued, using the same essential ideas, in Chapters 4 and 5 for the non-full-rank case. Chapter headings: 1. The simple linear model. 2. Sampling from the multivariate normal. 3. The linear regression model: full-rank case. 4. Non-full-rank-case. 5. Some non-full-rank linear models and the general linear hypothesis.


This is volume 4 of the series Progress in Physics, edited by A. Jaffe and D. Ruelle. It contains the following five lectures: Lepton nucleon scattering, by W. B. Atwood (114 pages); massive lepton pair production (61 pages) and QCD phenomenology of the large $P_T$ processes (76 pages), both by R. Stroynowski; perturbative quantum chromodynamics (233 pages) and elements of quantum chromodynamics (138 pages), both by J. D. Bjorken. The lectures were originally given at the seventh annual Stanford Linear Accelerator Center’s Summer Institute in 1979.

This is volume 2 in the chemometrics Research Studies Series. The approach taken to the problem of clustering large data sets is via a balanced hierarchical tree, with the idea of letting the tree develop, to “bud”, new branches between the already existing ones, instead of restricting its growth at the leaves. This idea was suggested by the growth of space filling curves in Mandelbrot’s book on Fractals. Chapter headings: 1. Definition of terms. 2. Standard clustering methods. 3. Clustering of large data sets. 4. Computer program THREE for three-distance clustering. 5. Hierarchical clustering of infrared spectra. 6. Prospects of the three-distance method.


This book is concerned with decision-making under uncertainty. It covers both decision analysis (statistical decision theory and sequential decision-making) and dynamic programming. The amount of mathematics assumed is small (e.g. no knowledge of probability or statistics is assumed) and by keeping structures discrete the use of calculus is avoided. Chapter headings: 1. Initiation and motivation. 2. Uncertainty and its measurement. 3. Utility and its measurement. 4. Criteria for decision. 5. Decision problems with information. 6. Decision trees. 7. Sequential decision problems. 8. Markov chains. 9. Infinite stage Markovian decision processes. 10. Decisions in absorbing chains.


This is a survey course in discrete structures, introducing the rigorous theoretical frameworks within which ideas about computer science can be expressed. It is appropriate for sophomores and juniors in calculus, and for an applied algebra course in the mathematical sciences curriculum. Chapter headings: 1. How to speak mathematics: basic vocabulary I. 2. How to speak mathematics: basic vocabulary II. 3. Structures and simulations. 4. Boolean algebra and computer logic. 5. Algebraic structures. 6. Coding theory. 7. Finite-state machines. 8. Machine design and construction. 9. Computability. 10. Formal languages.


This is volume 58 of the London Mathematical Society Lecture Note Series. The theory of singularities of smooth maps is a branch of modern mathematics which brings together ideas and techniques of algebra, topology and advanced calculus. The smooth function is a fundamental concept in pure and applied mathematics; the function’s singularities usually are its most interesting and important features. Singularity theory examines questions like: what is the usual structure of these singularities, how do they change when the function is perturbed, which singular sets are stable under perturbation, can they be simplified by appropriate change of coordinates? Keeping this approach as geometric as possible, the author introduces and uses basic notions of algebra (rings, modules, ideals), topology (function spaces, transversality) and analysis (implicit function theorem and its generalizations). To keep the presentation simple and practical, he emphasizes the local theory and shows the critical role which the concepts of unfolding and deformation play. He compares and contrasts the theories for scalar-valued functions and for mappings into higher dimensional spaces and concludes with a proof of the Division Theorem for smooth functions.


This book is designed for a "second" course in applied mathematics where the emphasis is on depth rather than breadth. The topics have been selected for their relevance to nonroutine applications; for this reason, advanced topics such as stability theory, conformal mapping, generalized functions, integral equations, and asymptotics are included, in addition to more elementary topics such as linear algebra, differential equations, and special functions. Chapter headings: 1. Linear algebra and computation. 2. Eigenvalue problems for differential equations. 3. The special functions of applied mathematics. 4. Optimization and the calculus of variations. 5. Analytic function theory and system stability. 6. Conformal mapping. 7. Integral transforms. 8. Green's functions. 9. Generalized functions. 10. Linear integral equations. 11. Asymptotics. There are also six appendices: 1. Matrix fundamentals, 2. Legendre polynomials and Bessel functions: basic facts, 3. Series solutions of ordinary differential equations, 4. Functions of a complex variable, 5. The gamma and related functions, 6. Fourier and Laplace transforms.


This is a volume in the series Pure and Applied Mathematics. It uses Hilbert space techniques to formulate a unified theory of linear systems. Unlike the classical applications to mathematical physics, however, the formulation of a viable theory of linear systems requires the development of a modified Hilbert space theory in which a "time structure" is adjoined to the classical Hilbert space axioms. The present book thus represents an exposition of the resultant "theory of operators defined on a Hilbert resolution space" together with the formulation of a unified theory of linear systems based thereon. The text assumes only a simple course in Hilbert space techniques and is otherwise self-contained. It is divided into four parts, dealing with I. operator theory in Hilbert resolution space, II. state space theory, III. feedback systems, and IV. stochastic systems.


This volume contains the papers presented at a workshop on Biomathematics: Current Status and Future Perspectives, held at Salerno in April 1980. There are 20 papers. Topics covered range from theoretical to experimental in neuroscience, pattern formation, population dynamics, self-organizing systems, senescence and cardiovascular modeling. The coupled nonlinear diffusion system emerges in several chapters as a useful model in neurodynamics, pattern formation, population diffusion and synergetics.


The boundary element method offers important advantages over 'domain'-type solutions such as finite elements and finite differences. One of the most interesting features of the method is the much smaller system of equations and considerable reduction in the data required to run a problem. In addition, the numerical accuracy of the results is greater than that of finite elements. These advantages are more marked in three-dimensional problems. The method is also well suited to problem solving with infinite domains such as those frequently occurring in stress analysis for which the classical domain methods are unsuitable. Chapter heading: 1. Basis of Boundary Elements, 2. Fundamental Solutions, 3. Potential Theory, 4. Elastostatics, 5. Plasticity, 6. Time Potential Problems, 7. Elastodynamics, 8. Combination of the Boundary Element and Finite Element Methods, 9. Asymptotic Accuracy and Convergence.


This is an unabridged and unaltered republication of the work originally published in 1955 at the Clarendon Press, Oxford.