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1. Introduction. We will deal with a slender column which is subjected to an axial compressive load $p$ which may cause it to buckle. The governing differential equation for the displacement $w(x)$ from its straight equilibrium position is [2]

$$[EI(x)w''(x)]'' + pw''(x) = 0.$$  \hfill (1)

Here $x$ is the distance measured from one end of the column, $E$ is the modulus of elasticity, and $I(x) = 1/Q(x)$ is the moment of inertia of the cross section of the column about a line passing through its centroid but perpendicular to the plane of buckling. We assume that $E$ is constant but that $I(x)$ is a function of $x$. We will, however, assume that all cross sections are similar. This implies that

$$I(x) = \frac{1}{Q(x)} = KA^2(x),$$  \hfill (2)

where $A(x)$ is the area of the cross section and $K$ is a constant which depends only on the particular shape of the cross section. The volume of the column is given by

$$V = \int_{-1}^{1} A(x) \, dx.$$  \hfill (3)

The boundary conditions we will consider in connection with the column are of the following form:

- Pinned at $x = -1$ and at $x = 1$:
  $$w(-1) = w''(-1) = w(1) = w''(1) = 0,$$  \hfill (4)

- Clamped at $x = -1$ and free at $x = 1$:
  $$w(-1) = w'(-1) = EI(1)w''(1) = pw'(1) - (EI(1)w''(1)) = 0,$$  \hfill (5)
  and clamped at $x = -1$ and $x = 1$:
  $$w(-1) = w'(-1) = w(1) = w''(1) = 0.$$  \hfill (6)
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Besides the problem of the column we will deal with the problem of the vibrating string. Let \( Q(x) \geq 0, -1 \leq x \leq 1, \) be the density of a string of unit tension. The frequencies of the string are determined by the eigenvalues of the differential equation
\[
y''(x) + \lambda Q(x)y(x) = 0 \tag{7}
\]
with various boundary conditions. The boundary conditions we will consider in connection with (7) are of the form
\[
y(-1) = y(1) = 0, \tag{8}
y'(-1) = y(1) = 0, \tag{9}
\]
and
\[
y'(-1) - Ay(-1) = y'(1) + By(1) = 0, \quad A \leq B, \quad y'(-1)y(-1) - y(1)y'(1) + \int_{-1}^{1} y'^2 \, dx > 0. \tag{10}
\]

The main object of this paper is to show the monotonicity of frequencies of a string under a symmetrization method applied to \( Q(x) \).

Following [7], we introduce in the case of the column the bending moment \( y(x) \) defined by
\[
y(x) = -EI(x)w''(x). \tag{11}
\]
Equation (1) becomes
\[
y'' = Pw''. \tag{12}
\]
Using (11), we obtain (7), where
\[
P = \lambda EK, \quad Q(x) = \frac{1}{A^2(x)}. \tag{13}
\]
Integrating (12) twice from \(-1\) to \(x\), we find after setting \( x = 1 \) that
\[
y'(1) - y'(-1) = P[w'(1) - w'(-1)] \tag{14}
\]
and
\[
y(1) - y(-1) - 2y'(-1) = P[w(1) - w(-1) - 2w'(-1)]. \tag{15}
\]
Combining (14) and (15) with (4) and (5), we get equivalent boundary conditions on \( y(x) \) in the following cases:

Pinned at \( x = -1 \) and \( x = 1 \): \( y(-1) = y(1) = 0, \tag{8} \)
clamped at \( x = -1 \) and free at \( x = 1 \): \( y'(-1) = y(1) = 0, \tag{9} \)
and
clamped at \( x = -1 \) and \( x = 1 \):
\[
y'(-1) = y'(1), \quad y(1) - y(-1) = 2y'(1). \tag{9.1}
\]
The differential equation (7) with each of the boundary conditions (8), (9), (9.1), or (10) form self-adjoint eigenvalue problems for determination of \( \lambda \) [which then determines \( P \) by (13)] [3]; therefore, there will be an infinite sequence of eigenvalues \( \lambda_n \geq 0 \). The critical buckling load \( P \) will be determined by using the smallest positive eigenvalue. \( \lambda = 0 \) is not
an eigenvalue of (7) subject either to (8), (9), or (10), and as \( P = 0 \) is never an eigenvalue of (1) subject to any of the boundary conditions (4), (5), or (6), therefore in these cases the critical buckling load is determined by using (13) and the first eigenvalue. \( \lambda = 0 \) is an eigenvalue of multiplicity 2 of the system (7) and (9.1); therefore, the critical buckling load must be determined by using (13) and the third eigenvalue, say \( \lambda_3 \), of the system (7) and (9.1). In all cases the eigenfunctions \( y(x) \) and \( w(x) \) are related by

\[
y(x) - y(-1) - (x + 1)y'(1) = P \left[ w(x) - w(-1) - (x + 1)w'(1) \right].
\]

2. Symmetrization method. The main object of this paper is to show monotonicity of the buckling load of a column and monotonicity of frequencies of a vibrating string under the symmetrization method applied to \( A(x) \) or \( Q(x) \).

A function \( Q(x) \) in \([-1, 1]\) is called left-balanced if for any \( x \in [0, 1] \), \( Q(-x) \geq Q(x) \) [1].

A positive function \( Q(x) \) is said to be of class \( A \) in \([-1, 1]\) if \( Q(x) \in C \) is left-balanced, nonincreasing in \([-1, l]\), and nondecreasing in \([l, 1]\) for some \( l, -1 < l \leq 1 \). For a function \( Q(x) \) belonging to class \( A \) we denote the inverse function of \( Q(x) \) by \( x_1(y) \) for \( x \in [-1, l] \) and by \( x_2(y) \) for \( x \in [l, 1] \).

We define a class of functions \( Q(x, a) \), \(-1 \leq a \leq 1, -1 \leq x \leq 1 \), by a procedure called continuous symmetrization.

For \( 0 < a < \frac{1}{2} \) and \( x \in [-1, 2a/l] \) we denote the inverse function of \( Q(x, a) \) by \( x_1(y, a) \), and for \( x \in [2a/l, 1] \) we denote the inverse function by \( x_2(y, a) \) [5, p. 200]:

\[
x_1(y, a) = (a + \frac{1}{2})x_1(y) + (a - \frac{1}{2})x_2(y),
\]

\[
x_2(y, a) = (a + \frac{1}{2})x_2(y) + (a - \frac{1}{2})x_1(y).
\]

For \( \frac{1}{2} < a \leq 1 \) and \( x \in [-1, l(2 - 2a) + 2a - 1] \) we denote the inverse function of \( Q(x, a) \) by \( x_1(y, a) \) and for \( x \in [l(2 - 2a) + 2a - 1, 1] \) we denote the inverse function by \( x_2(y, a) \):

\[
x_1(y, a) = x_1(y) + (2a - 1)(1 - x_2(y)),
\]

\[
x_2(y, a) = x_2(y) + (2a - 1)(1 - x_2(y)).
\]

For \(-1 \leq a \leq 0 \) and \(-1 \leq x \leq 1 \) we denote

\[
x_1(y, a) = -x_2(y, -a),
\]

\[
x_2(y, a) = -x_1(y, -a).
\]

If \( Q(-1) > Q(1) \) we enlarge the interval of definition of \( x_2(y) \) by adding the interval \( Q(1) \leq y \leq Q(-1) \), on which we define \( x_2(y) = 1 \). Obviously, we have \( Q(x, \frac{1}{2}) = Q(x) \); \( Q(x, 1) \) is the decreasing rearrangement; \( Q(x, 0) \) is the symmetrical increasing rearrangement; and \( Q(x, -1) \) is the increasing rearrangement of \( Q(x) \) [4, 6] (see Fig. 1). The functions \( Q(x, a) \) are equimeasurable; i.e., for each \( y, m(x, Q(x, a) \geq y, -1 \leq x \leq 1) = m(x, Q(x) \geq y, -1 \leq x \leq 1) \) [4].

Remark. In the case that the graph of \( Q(x) \) is a polygon, the definition of \( Q(x, a) \) for \( \frac{1}{2} \leq a \leq 1 \) coincides with the definition of \( Q(x, a) \) for \( 0 \leq a \leq \frac{1}{2} \); otherwise we cannot use the same definition for all \( 0 \leq a \leq 1 \) because the graph we get might describe a non-single-valued function for \( \frac{1}{2} \leq a \leq 1 \).
Fig. 1.

$Q(x, 1)$ the decreasing rearrangement of $Q(x)$

$Q(x) = Q(x, 1/2)$, $Q(x)$ is the given function
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$Q(x, 0) = Q^+(x)$ the symmetrical increasing rearrangement

$Q(x, -1/4)$

$Q(x, -1/2)$

$Q(x, -1)$ the increasing rearrangement of $Q(x)$
3. Results. The same proofs as in [1] lead to the following theorems.

Theorem 1. Let \( Q(x) \geq 0 \) be of class \( A \). Then \( \lambda_1(a) \), the first eigenvalue of the systems

\[
\begin{align*}
\tag{8a}
y''(x) + \lambda(a) Q(x,a) y(x) &= 0, \\
y''(x) + \lambda(a) Q(x,a) y(x) &= 0,
\end{align*}
\]

\[
\begin{align*}
\tag{9a}
y''(x) + \lambda(a) Q(x,a) y(x) &= 0, \\
y'(-1) &= y(1) = 0,
\end{align*}
\]

\[
\begin{align*}
\tag{10a}
y''(x) + \lambda(a) Q(x,a) y(x) &= 0, \\
y'(-1) - Ay(-1) &= y'(1) + By(1) = 0, \\
y'(-1) y(-1) - y(1) y'(1) + \int_{-1}^{1} y'^2 dx &> 0,
\end{align*}
\]

\[ A < B, \]

decreases with \( a \), \( 0 \leq a < 1 \).

Theorem 2. Under the same assumptions as in Theorem 1, \( \lambda_1(a) \), the first eigenvalue of the system (9a), decreases with \( a \), \( -1 < a < 1 \), and the same holds under the additional assumption \( A \leq 0 \) for the first eigenvalue of (10a).

From Theorems 1 and 2, and using (12) and (13), we get

Theorem 3. The buckling load \( P(a) \) of a column pinned at both ends and having area function \( A(x) = 1 / \sqrt{Q(x)} \), where \( Q(x) \) is of class \( A \), decreases with \( a \), \( 0 \leq a < 1 \).

Theorem 4. The buckling load \( P(a) \) of a column free at \( x = 1 \) and clamped at \( x = -1 \), having area functions \( A(x) = 1 / \sqrt{Q(x)} \), where \( Q(x) \) is of class \( A \), decreases with \( a \), \( -1 < a < 1 \).

Theorem 5. Let \( Q(x) \) be of class \( A \) in \( -\frac{1}{2} \leq x \leq 0 \), and let

\[
Q^*(x) = \begin{cases} 
Q(-1-x), & -1 \leq x \leq -\frac{1}{2} \\
Q(-x), & 0 \leq x \leq 1.
\end{cases}
\]

Then the buckling load of a column clamped at both ends \(-1 \) and \( 1 \), having area function \( A^*(x, a) = 1 / Q^*(x, a) \), increases with \( a \), \( -1 \leq a \leq 1 \), when continuous symmetrization is applied to \( Q(x) \).

For the proof consider the new eigenvalue problem:

\[
(*) \quad Z'' + \mu Q^*(x, a) Z = 0, \quad Z'(-1) = Z'(1) = 0.
\]

Now for this new problem, the symmetry of \( Q^*(x, a) \) does imply that its third eigenfunction has even symmetry about \( x = 0 \) and odd symmetry about \( x = -1/2 \) and \( x = +1/2 \). Therefore \( Z_3(-1) = Z_3(1) \) and \( Z_3(x) \) satisfies the boundary conditions for a clamped column. Therefore \( Z_3(x) \) is also an eigenfunction of (7) and (9.1). Thus \( \mu_3(a) = \lambda_3(a) \), and the third eigenfunction of (\( *) \) above can also be taken to be the third eigenfunction of (7) and (9.1).

One may thus select the third eigenfunction \( Y_3(x) \) so that it satisfies the conditions

\[
Y'(-1) = Y(-1/2) = Y'(0) = Y(1/2) = Y'(1) = 0
\]

(although they may not be true for both eigenfunctions).

This allows us to consider the clamped symmetric column as being composed of four distinct congruent columns, each of which is clamped at one end. Then we use Theorem 2 for each of the intervals \([-1, -\frac{1}{2}] \), \([-\frac{1}{2}, 0] \), \([0, \frac{1}{2}] \), \([\frac{1}{2}, 1] \), and the proof of Theorem 5 is complete (see Fig. 2).
The shape of the strongest column
$Q^*(x, 1)$ the decreasing rearrangement of $Q(x)$ in $[-1/2, 0]$
$Q(x, 1) = Q_{-2}(x)$ (see [2])

$Q(x) = Q^*(x, 1/2)$
$Q(x)$ is the given column
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$Q^*(x, 0) = Q^*_{4}(x)$ (see [2])
$Q^*(x, 0)$ is the symmetrical increasing rearrangement of $Q(x)$ in $[-1/2, 0]$
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The shape of the weakest column
$Q^*(x, -1)$ the increasing rearrangement of $Q(x)$ in $[-1/2, 0]$
$Q^*(x, -1) = Q^*_{2}(x)$ (see [2])

Fig. 2
In this last theorem we see that not only is the buckling load of \( Q(x) \) between the buckling loads of \( Q^*_{2}(x) = Q^*(x, 1) \), \( Q^*_{2}(x) = Q^*(x, -1) \) as proved in [2], but also under the conditions of the theorem there is a monotonicity phenomenon of the buckling load between these extremities.
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