1. Introduction to parts I–III. Two separate developments in recent years have altered the basic statistical framework of turbulence established by Taylor [1]. From the laboratory there is abundant information implying the existence of coherent structures and revealing something of their nature [2]. On the theoretical side recent applications of dynamical systems theory to turbulence suggest that such flows reside on relatively low-dimensional manifolds or attractors [3]. However, in the first instance, no general framework incorporating coherent structures into turbulence theory has emerged. In the second instance, direct means have not been put forward for the description of these attractors. The present papers present a program for dealing with both of these issues in a unified manner.

An essential ingredient of the treatment given here is the basic idea by Lumley [4] (see also [5]) that spatial velocity correlations be orthogonally decomposed as a rational and quantitative method of identifying coherent structures. This approach has been applied to boundary layer flow by Bakewell and Lumley [6] and to wake flows by Payne and Lumley [7]. More recently it has been applied to jet flows [8] and to the numerical simulation of channel flows [9]. The use of this procedure has been hampered by the lack of complete and sufficiently resolved data. Present day experimental techniques and numerical data have greatly remedied this problem. However, due to the laborious nature of the method it has remained unsuitable for dealing with the large data sets which have become available. As a result reduction to a one-dimensional calculation is usually forced. The methods presented in Pt. I overcome this shortcoming and make fully three-dimensional flows accessible to treatment.

The orthogonal decomposition of the covariance is a classical result which is referred to as the Karhunen-Loeve expansion in pattern recognition [10, 11] and as factor or principal-component analysis in the statistical literature [12]. Lumley [4] refers to it as the proper orthogonal expansion. (Unlike Lumley’s treatment we do not adopt a shot noise
hypothesis nor do we use transforms in the time domain.) In Pt. I we review and further develop this procedure within the context of fluid mechanics. (See also [5] and [13].) We then apply this to the point of obtaining practical methods for the determination of coherent structures of a turbulent flow. Since the Karhunen-Loeve expansion is known to be optimal (see Sec. 2) this has significance for data compression. Although this aspect of the method is not pursued here, we mention that compressions of $O(10^3)$ have been indicated by the method thus far.

Both the significance and application of coherent structures to a dynamical description of turbulence is presented in Pt. III. This is relevant to the widely held view that chaotic, dissipative, dynamical systems are eventually drawn into a strange attractor which is of relatively low dimension [14, 15]. Indeed a number of fluid experiments support this view [16, 17, 18]. Theoretical estimates also support this view but greatly overestimate the dimension and alas provide no clue to the parametrization of the attractor [19]. While we do not confront this issue directly it will be seen that a practical, and in a sense optimal, description of the attractor is furnished. The procedure developed here does give an upper bound on the dimension of the attractor through the actual construction of an embedding space. In the one instance in which the method has been carried to completion [20] the dimension of our description falls within the theoretical estimate given by Whitney [21].

The work presented here does not represent a new theory of turbulence in the sense for example of closure schemes [22, 23]. Rather it is a methodology which in a practical sense is without approximation and which can be applied to a wide variety of turbulent flows of current interest. This methodology depends in an essential way on the availability of sufficient turbulence data, numerical or experimental, in basic geometries. Since it is often the case that the data set is insufficient for an accurate determination of the coherent structures, we explore, in Pt. II, the use of symmetries to extend the available data. As will be seen, in certain key cases, orders of magnitude increases in data can be extracted from existing data bases through the use of invariance groups for a flow geometry. Also in Pt. II we consider the transformation of coherent structures for use in other geometries. Under transformation the property of being a coherent structure is lost, but the resulting set of functions nevertheless provide a useful basis set for related geometries. In a similar vein in Pt. III we deal with the alteration of coherent structures under changes of parameter, such as Reynolds number, Rayleigh number, and so forth. Again, while the variation does not leave invariant the property of being a coherent structure, it still provides a useful functional basis.

While these three papers do not present concrete numerical examples of the methodology, some evidence supporting its usefulness is available. The results of two investigations using this approach have been published [20, 24]. The former treats the Ginzburg-Landau equation and the second a problem in pattern recognition. In both instances the degree of success was encouraging. Also we have reported on a treatment of the Bénard problem by this method [25]. In this last instance we also find that an accurate yet relatively low-dimensional description of turbulent convection is obtained. A number of the geometries discussed in Pt. II are now being treated by the methodology being presented here.
2. Coherent structures. To start, consider flows governed by the incompressible equations,
\[ \nabla \cdot \mathbf{U} = 0, \quad \frac{d\mathbf{U}}{dt} + \nabla p = \frac{1}{Re} \nabla^2 \mathbf{U}. \] (2.1)
These flows are assumed to be turbulent and time stationary. Ensemble averages will be denoted by braces so that
\[ \langle \mathbf{U} \rangle = \langle \mathbf{u} \rangle, \quad \mathbf{U} = \bar{\mathbf{U}} + \mathbf{u}, \quad \langle \mathbf{u} \rangle = 0. \]
In general we will use \( \mathbf{v} \) to represent the state variable adjusted so its mean value is zero. In the instance above we have
\[ \mathbf{v} = \mathbf{u}. \] (2.2)
By contrast for Bénard convection the appropriate state variable is
\[ \mathbf{v} = (\mathbf{u}, \theta) \] (2.3)
where \( \theta \) denotes the temperature fluctuation, and more generally for compressible flow, the state variable is taken to be
\[ \mathbf{v} = (\mathbf{u}, \theta, \rho), \] (2.4)
where \( \rho \) is the density fluctuation. In the cases treated here the state variable or the relevant parts of it are assumed to take on homogeneous or periodic boundary conditions.

The two point spatial correlation \( K \) is formed as follows:
\[ K_{mm}(\mathbf{x}, \mathbf{x}') = \langle v_m(\mathbf{x}, t) \bar{v}_m(\mathbf{x}', t) \rangle \] (2.5)
or
\[ K(\mathbf{x}, \mathbf{x}') = \langle \mathbf{v}(\mathbf{x}, t) \bar{\mathbf{v}}(\mathbf{x}', t) \rangle. \]
Vector multiplication in the latter signifies a dyadic product. The overbar, indicating complex conjugation, is at present unnecessary but is introduced for later purposes. As indicated in (2.5) the statistically time stationary case is being considered. In general the matrix \( K \) is also a function of such physical parameters as Reynolds number, Prandtl number, and so forth. This dependence will be suppressed unless necessary.

Our discussion will apply equally well to numerical or experimental data. However, for illustration purposes, we imagine a numerical simulation in which \( v \) is expanded in a set of admissible vector functions \( \{ \phi_n(\mathbf{x}) \} \), e.g., products of sinusoids for an appropriate problem. By admissible we shall mean a complete set of (orthonormal) functions which meet the boundary conditions (homogeneous or periodic) and appropriate side conditions, e.g., continuity. Thus we write
\[ \mathbf{v} = \sum a_n(t) \phi_n(\mathbf{x}). \] (2.6)
In the imagined numerical simulation the expansion (2.6) is introduced into the governing equations, (2.1), and the resulting time-dependent ordinary differential equations are then integrated.

An admissible set can be used to generate an infinite variety of other admissible sets, \( \{ \psi_n \} \), under linear transformation
\[ \psi_n = \sum \alpha_{nm} \phi_m, \] (2.7)
the only requirement being
\[ \sum_k \bar{\alpha}_{ik} \alpha_{jk} = \delta_{ij} \]  
(2.8)
where the bar again denotes complex conjugation. In the same vein, although \( v \) is real, the admissible functions are in general complex, and as a result, we will require the complex inner product,
\[ (a, b) = \int \sum_{j=1}^N \bar{a}_j(x) b_j(x) \, dx \]  
(2.9)
where
\[ N = \dim v. \]  
(2.10)
To select a distinguished set out of the infinite variety of admissible sets we choose \( \{ \psi_n \} \) such that if
\[ v = \sum_n A_n(t) \psi_n(x) \]  
(2.11)
then
\[ \langle A_k \bar{A}_1 \rangle = \lambda_k \delta_{kl}, \]  
(2.12)
i.e., the modes are uncorrelated. We will demonstrate that such a condition is realizable, but first note that if (2.11) and (2.12) are introduced into (2.5) we formally obtain
\[ K(x, x') = \sum_k \lambda_k \psi_k(x) \bar{\psi}_k(x'). \]  
(2.13)
We will refer to the set \( \{ \psi_n \} \) as the coherent structures, although these are not necessarily the coherent structures found in experiment (see Sec. 6 of Pt. III).

Simple arguments assure us of the existence of the construction (2.13). First we observe that under the boundary conditions adopted and because viscous flows are being considered, it is reasonable to assume that \( K(x, x') \) is square integrable in its arguments. In what follows we adopt the notation
\[ (Kg)_i = \int \sum_{j=1}^N K_{ij}(x, x') g_j(x') \, dx' \]  
(2.14)
where \( g \) is some typical test function. For test functions \( f \) and \( g \), and the inner product (2.9) we have
\[ (f, Kg) = (f, \langle \bar{v}v \rangle g) = \langle (f, v)(v, g) \rangle = (Kf, g). \]  
(2.15)
Thus from (2.15) it follows that: \( K \) is a nonnegative Hermitian operator.

Square integrability, nonnegativity, and hermiticity then assure us of the existence of a uniformly convergent spectral representation for \( K \) (Mercer’s Theorem [26])—which in fact is given by (2.13). Thus, modulo possible degeneracies, for a given correlation matrix, \( K \), a complete set of coherent structures exist and are unique.
The eigenvalue may be written as
\[ \lambda_n = (\psi_n, K\psi_n) = \lim_{T \to \infty} \frac{1}{T} \int_0^T |(\psi_n, v)|^2 \, dt \] (2.16)
where the usual ergodic assumption has been adopted in the last form. Thus an eigenvalue, \( \lambda_n \), has the interpretation of giving the mean energy of the system projected on the \( \psi_n \)-axis in function space. Alternately, in a figurative sense, it measures the average relative time spent by the system along the \( \psi_n \)-axis. The mean energy of the flow should therefore be equal to the sum of the eigenvalues. To see this consider the mean energy
\[ E = \int \langle v_j(x)v_j(x) \rangle \, dx \] (2.17)
with summation convention on \( j \). From (2.5) this is given by
\[ E = \int K_{jj}(x,x) \, dx = \sum_k \lambda_k \] (2.18)
where the last step follows from (2.13).

As is well known from Fredholm theory [26], the eigenfunction determination, which may be posed in variational form as
\[ \max \left\{ (\|p,Kp\|,^2) \right\}, \ \max \left\{ (\|p,Kp\|,^2) \right\}, \ \max (\psi_j, K\psi_j), (\psi_j, \psi_j) = 1, \ (\psi_k, \psi_j) = 0, k < j, \] (2.19)
can also be stated as the minimization of
\[ \left\| K - \sum \lambda_j \psi_j(x) \psi_j(x') \right\|^2 \] (2.20)
From (2.20) it follows that any fit to \( K \) by a finite sum is optimal in the least square sense if the fitting functions are the eigenfunctions (2.13).

Other properties of the coherent structures or eigenfunctions will be demonstrated for particular classes of problems in the following sections. One of these we comment on now. For the case of incompressible flow, (2.1), it is plausible from the construction of \( K \) that for any eigenfunction \( \psi \)
\[ \nabla \cdot \Psi = 0 \] (2.21)
(where \( \Psi \) represents the first three components of \( \psi \)). Moreover, each \( \psi \) satisfies the boundary conditions of the problem. (A straightforward demonstration of these properties is given in the following section.) Then, as is well known [27] in the appropriately defined \( L^2 \)-space, a straightforward parts integration yields
\[ \langle \Psi, \nabla \phi \rangle = 0 \] (2.22)
for all eigenfunctions. (\( \phi \) takes on homogeneous boundary conditions or is periodic as the case may require.) This property plays an essential role in simplifying the numerical procedures discussed in Pt. III.

3. Construction of the coherent structures. From a practical point of view, difficulties immediately appear in the determination of the coherent structures (eigenfunctions) of \( K \). For example, consider the relatively coarse discrete flow simulation gotten by taking a
cube of ten points on a side and hence \(10^3\) lattice points. If three velocity components are present at each point the discrete version of \(K\) amounts to a matrix of order \(3 \times 10^3\). The eigentheory of even this very crude fit to \(K\) is still excessive for current machine capacity. This difficulty is in part the reason that one-dimensional reductions are considered. (Lumley \([5, 13]\) has introduced a shot noise hypothesis to account for the other dimensions in the event that they are homogeneous or near homogeneous.)

In this section we introduce a method for overcoming the difficulties associated with the large data sets that accompany more than one dimension. First, for comparison and reference, we outline what might be called the direct method.

**Direct method.** A routine approach used in numerical simulations of turbulence is to approximate the flow vector \(v\) by a finite expansion of orthonormal functions \(\{\phi_n\}\) [28–32]

\[
v = \sum a_n(t)\phi_n. \tag{3.1}\]

(Note that the basis set is now scalar, which is usual practice in numerical simulations.) This results in ordinary differential equations in the \(a_n(t)\) which, after solution, can be used to form the two point correlation:

\[
K(x, x') = \left(\sum_m a_m(\phi_m(x))\left(\sum_n \bar{a}_n(\phi_n(x'))\right)\right) = \sum_{m,n} \phi_m(x)\overline{\phi}_n(x')M_{mn} \tag{3.2}
\]

with

\[
M_{mn} = \langle a_m \bar{a}_n \rangle = \lim_{T \to \infty} \int_0^T a_m(t)\bar{a}_n(t) \, dt. \tag{3.3}
\]

In actual practice the summations in (3.1) or (3.2) are finite so that the kernel is degenerate and the eigenfunctions can be assumed to have the form

\[
V = \sum_k P_k\phi_k(x) \tag{3.4}
\]

where the constants \(P_k\) remain to be determined. If (3.4) is substituted into the eigenvalue equation, i.e.,

\[
\int K(x, x')V(x') \, dx' = \lambda V(x) \tag{3.5}
\]

we then find

\[
\sum_m M_{nm}P_m = \lambda P_n, \quad n = 1, 2, \ldots \tag{3.6}
\]

Each matrix \(M_{nm}\) is of order \(J (= \text{dim} P_n)\) and if \(N\) basis functions \(\{\phi_n(x)\}\) are used then (3.6) represents a problem involving \(J \times N\) components. Alternately, if we concatenate the \(P_n\),

\[
P = (P_1, P_2, \ldots, P_N). \tag{3.7}
\]
and the matrices

$$M = \begin{bmatrix}
  M_{11} & M_{12} & \cdots & M_{1N} \\
  \vdots & \vdots & & \vdots \\
  M_{N1} & \cdots & \cdots & M_{NN}
\end{bmatrix}$$

(3.8)

so that

$$MP = \lambda P$$

(3.9)

then $M$ is of order $J \times N$.

In standard calculations such as Bénard convection [33, 34] or channel flow [35, 37] the $\phi_n(x)$ are products of sinusoids and possibly Chebychev polynomials. A realistic count of the number functions, $N$, in a realistic simulation gives a nominal number of $O(10^5)$. Thus any direct calculation using (3.9) is out of the question. As we will see, Pt. II, symmetry considerations, in the standard cases, reduce many of the problems formulated in this way to manageable proportions. Another approach which does not require symmetry to make the calculation manageable is given next.

**Method of snapshots or strobes.** Denote by $\tau$ a time scale roughly of the order of or greater than the correlation time so that the instantaneous flow-fields

$$v^{(n)} = v(x, n\tau),$$

(3.10)

which we refer to as snapshots or strobes, are uncorrelated for different values of $n$. If the ergodic hypothesis is invoked we can write

$$K(x, x') = \lim_{M \to \infty} \frac{1}{M} \sum_{n=1}^{M} v^{(n)}(x)v^{(n)}(x')$$

(3.11)

and in the same spirit as we approximated the kernel in the standard method we now take

$$K(x, x') = \frac{1}{M} \sum_{n=1}^{M} v^{(n)}(x)v^{(n)}(x')$$

(3.12)

where the number of snapshots or strobes $M$ is sufficiently large.

The kernel, $K$, as represented by (3.12) is degenerate and as a result has eigenfunctions of the form

$$\psi = \sum_{k=1}^{M} A_k V^{(k)}$$

(3.13)

where the constants $A_k$ remain to be found. If (3.12) and (3.13) are introduced in (3.5) we obtain

$$CA = \lambda A$$

(3.14)

where

$$A = (A_1, \ldots, A_M)$$

(3.15)
and
\[ C_{mn} = \frac{1}{M} \langle \phi^{(m)}, \phi^{(n)} \rangle. \] (3.16)
(In this format the functions orthogonal to the space spanned by \( \phi^{(n)} \), \( n = 1, \ldots, M \), correspond to \( \lambda = 0 \).)

The method of snapshots applies equally well to experimental and numerical data. In particular, this method applies to presently envisioned experiments in which highly resolved flows will be followed in time. In fact, highly resolved flows, whether numerical or experimental in origin, do not present the difficulties they do in the direct method, since the number of sampled points do not enter in the calculation in an essential way. High resolution only lengthens the computational time implicit in evaluating the inner products of (3.16). This only involves add-multiplies and is of minor importance in an actual calculation. The question of whether to use the direct method or the snapshot approach rests on a comparison of \( J \times N \) with \( M \).

In the event of a large number of strobes, \( M \), the matrix, \( C \), can become too large for present machine capacity. However, as a little thought reveals, the size \( M \) is not the relevant count. Rather it is the dimension of the attractor we are trying to fit. In terms of our development we are interested in choosing a set of coherent structures which captures most of the energy. As a nominal criterion we might take the capture of 99% of the energy. In specific terms we can ask for the minimal \( m \) such that
\[ \sum_{n=1}^{m} \frac{\lambda_n}{\sum_{n=1}^{\infty} \lambda_n} > .99 \]
It therefore follows that, in seeking the eigenfunctions of the problem, we should be able to reduce the number of strobes considered if \( M \gg m \). In particular, it is plausible that we can carry the calculations by taking all partitions of order \( m \) from the ensemble of \( M \) snapshots and averaging the eigenfunctions over the partitions. Since \( m \) is not known a priori some experimentation is necessary in actual practice. A sketch of a proof of convergence for this approach by partitions appears in the appendix.

An important consequence of the approach that has just been presented in the incompressible case is the fact that the eigenfunctions \( \psi(x) \), (3.13) are incompressible and satisfy the boundary conditions of the problem. To see this, observe that from (3.13) each eigenfunction is an admixture of instantaneous flows. Thus, since the flow is incompressible at each moment, \( \psi \) itself is incompressible. (By \( \psi \) being incompressible, we mean that the first three components have zero divergence.) Moreover, since we consider either homogeneous or periodic conditions this is also inherited by the eigenfunctions \( \psi \). As we will see in Pt. III, the incompressibility condition allows us to eliminate pressure from the dynamical theory which will be presented. Even in the compressible case the generation of a set of orthogonal functions which meet the boundary conditions is of considerable importance in a numerical simulation.

**Appendix: A method of partitions.** In order to demonstrate the assertion at the close of the previous section on the method of partitions, we first take up a mathematically idealized case.
Consider a collection of real vectors \( \{W^{(k)}\}, \ k = 1, 2, \ldots, M \gg N \), with the properties: (1) any collection of \( N \) vectors are linearly independent, and (2) any collection greater than \( N \) are linearly dependent. Consider also the matrix

\[
K = \frac{1}{M} \sum_{k=1}^{M} W^{(k)}W^{(k)} \tag{A.1}
\]

where the outer or dyadic product of vectors is taken. It then follows that \( K \) is nonnegative, symmetric and of order \( N \), i.e., \( K \) has \( M - N \) zero eigenvalues. It therefore follows that \( K \) has the spectral representation,

\[
K = \sum_{m=1}^{N} \lambda_m v^{(m)}v^{(m)}, \quad \lambda_m > 0, \tag{A.2}
\]

with a typical eigenvector

\[
v = \sum_{n=1}^{M} a_n W^{(n)} = \sum_{n=1}^{N} \beta_n W^{(n)} \tag{A.3}
\]

where the linear dependence of the \( W^{(n)} \) has been used to replace \( W^{(k)}, k > N \), by the first \( N \) elements.

If the sum in (A.1) is split so that \( k \leq N \) and \( k > N \) and the linear dependence used in the second summation, then \( K \) can be expressed in the form

\[
K = \frac{1}{M} \sum_{k=1}^{N} W^{(k)}W^{(k)} + \frac{1}{M} \sum_{k,l=1}^{M} \gamma_{kl} W^{(k)}W^{(l)} \tag{A.4}
\]

To consider the form of \( \gamma_{kl} \) consider a typical term of (A.1) for \( l > N \),

\[
W^{(l)}W^{(l)} = (\mu_1 W^{(1)} + \mu_2 W^{(2)} + \cdots + \mu_N W^{(N)}) (\mu_1 W^{(1)} + \cdots + \mu_N W^{(N)}).
\]

If the coefficients are independently distributed with identical statistics and zero mean it can then be argued that

\[
\gamma_{kl} = C \delta_{kl} + \epsilon \tilde{\gamma}_{kl}, \quad \text{with } \epsilon \to 0 \text{ as } M \uparrow \infty.
\]

Thus (A.4) may be written as

\[
K = \left( C + \frac{1}{M} \right) \sum_{k=1}^{N} W^{(k)}W^{(k)} + \frac{\epsilon}{M} \sum_{k,l=1}^{N} \tilde{\gamma}_{kl} W^{(k)}W^{(l)} \tag{A.5}
\]

To lowest order the eigenvectors of (A.5) are determined by

\[
\tilde{K} = \sum_{k=1}^{N} W^{(k)}W^{(k)} \tag{A.6}
\]

A simple perturbation analysis would then furnish the \( \epsilon \) correction.

For a system such as the one we are considering we can further argue that an appropriate algorithm is to take any collection of \( N \) vectors

\[
W^{k(j)}, \quad j = 1, \ldots, N, \tag{A.7}
\]

and instead of (A.7) consider all

\[
\sum_{J=1}^{N} W^{k(j)}W^{k(j)} = \tilde{K} \tag{A.8}
\]
and compute their eigenvectors. If \( \hat{V} \) is the principal eigenvector we then take the ensemble average

\[
V = \langle \hat{V} \rangle \tag{A.10}
\]

over the \( M!/(N!(M-N)!) \) possible ways to choose \( \hat{K} \). This is done successively for each of the ordered eigenvectors. We do not correctly compute the eigenvalues this way but their ordering is correctly done. It is anticipated that this will speed the convergence rapidly to the eigenvectors of (A.1). One point to note is that each eigenvector \( \hat{V} \) of \( \hat{K} \) is of unit length. It follows from this that the averaged eigenvector \( V \) gotten from (A.10) will have less than unit length and hence a renormalization will be required. In this same vein it is conjectured that orthogonality of the eigenvectors will be obtained.

For the problem discussed in the text it is assumed at the outset that the collection \( \{W^{(n)}\} \) has the property that up to noise they lie on an \( N \)-dimensional hyperplane. We therefore write

\[
K = \sum_{k=1}^{M} W^{(k)} W^{(k)} = \sum_{n=1}^{N} \lambda_n V^{(n)} V^{(n)}; \ N \ll M, \tag{A.11}
\]

where \( V^{(n)} \) are the eigenvectors. Each eigenvector corresponding to \( \lambda \neq 0 \) has the representation

\[
V = \sum_{j=1}^{M} \alpha_j W^{(j)}.
\]

Denote by \( U^{(p)} \), \( p = 1, \ldots, M-N \), the (nearly) null space of \( K \). This implies

\[
K U = \sum \beta_i W^{(k)} = 0, \quad \beta_i = (U, W^{(k)}),
\]

and there are \( M-N \) such relations. This then reduces the situation to that considered at the outset.
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