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SUGGESTIONS CONCERNING THE PREPARATION OF MANUSCRIPTS FOR THE QUARTERLY OF APPLIED MATHEMATICS

The editors will appreciate the authors' cooperation in taking note of the following directions for the preparation of manuscripts. These directions have been drawn up with a view toward eliminating unnecessary correspondence, avoiding the return of papers for changes, and reducing the charges made for "author's corrections."

Manuscripts: Manuscripts should be typewritten double-spaced on one side only. Marginal instructions to the typesetter should be written in pencil to distinguish them clearly from the body of the text. The author should keep a complete copy.

The papers should be submitted in final form. Only typographical errors should be corrected in proof; composition charges for any major deviations from the manuscript will be passed on to the author.

Titles: The title should be brief but express adequately the subject of the paper. The name and initials of the author should be written as he/she prefers; all titles and degrees or honors will be omitted. The name of the organization with which the author is associated should be given in a separate line following his/her name.

Mathematical Work: As far as possible, formulas should be typewritten; Greek letters and other symbols not available on the average typewriter should be inserted using either instant lettering or by careful insertion in ink. Manuscripts containing pencilled material other than marginal instructions to the typesetter will not be accepted.

The difference between capital and lower-case letters should be clearly shown; care should be taken to avoid confusion between zero (0) and the letter O, between the numeral one (1), the letter l and the prime ('), between alpha and a, kappa and k, mu and u, mu and v, eta and n.

The level of subscripts, exponents, subscripts to subscripts, and exponents to exponents should be clearly indicated.

Single embellishments over individual letters are allowed; the only embellishment allowed above groups of letters is the overbar.

Double embellishments are not allowed. These may be replaced by superscripts following the symbols.

Complicated exponents and subscripts should be avoided. Any complicated expression that recurs frequently should be represented by a special symbol.

For exponentials with lengthy or complicated exponents the symbol exp should be used, particularly if such exponentials appear in the body of the text. Thus,

\[ \exp[(a^2 + b^2)^{1/2}] \text{ is preferable to } e^{(a^2 + b^2)^{1/2}}. \]

Fractions in the body of the text and fractions occurring in the numerators or denominators of fractions should be written with the solidus. Thus,

\[ \frac{\cos(x/2\beta)}{\cos(a/2\beta)} \text{ is preferable to } \cos \frac{x}{2\beta} \]

In many instances the use of negative exponents permits saving of space. Thus,

\[ \int u^{-1} \sin u \, du \text{ is preferable to } \int \frac{\sin u}{u} \, du. \]

Whereas the intended grouping of symbols in handwritten formulas can be made clear by slight variations in spacing, this procedure is not acceptable in typeset formulas. To avoid misunderstanding, the order of symbols should therefore be carefully considered. Thus,

\[ (a + bx) \cos t \text{ is preferable to } \cos (a + bx). \]

Figures: Figures should be drawn in black ink with clean, unbroken lines; do not use ball point pen. The paper should be of a nonabsorbant quality so that the ink does not spread and produce fuzzy lines. If the figures are intended for reduction, they should be drawn with heavy enough lines so that they do not become flimsy at the desired reduction. The notation should be of professional quality and in proportion for the expected reduction size. Figures which are unsuitable for reproduction will be returned to the author for redrawing. Legends accompanying figures should be written on a separate sheet.

Bibliography: References should be grouped together in a Bibliography at the end of the manuscript. References in text to the Bibliography should be made by numerals between square brackets.

The following examples show the desired arrangements: (for books—S. Timoshenko, Strength of materials, vol. 2, Macmillan and Co., London, 1931, p. 237; for periodicals—Lord Rayleigh, On the flow of viscous liquids, especially in three dimensions, Phil. Mag. (5) 36, 354–372 (1893)). Note that the number of the series is not separated by commas from the name of the periodical or the number of the volume.

Authors' initials should precede their names rather than follow them.

In quoted titles of books or papers, capital letters should be used only where the language requires this. Thus, On the flow of viscous fluids is preferable to On the Flow of Viscous Fluids, but the corresponding German title would have to be rendered as Über die Stromung zaher Flüssigkeiten.

Titles of books or papers should be quoted in the original language (with an English translation added in parentheses, if this seems desirable), but only English abbreviations should be used for bibliographical details such as ed., vol., no., chap., p.

Footnotes: As far as possible, footnotes should be avoided. Footnotes containing mathematical formulas are not acceptable.

Abbreviations: Much space can be saved by the use of standard abbreviations such as Eq., Eqs., Fig., Sec., Art., etc. These should be used, however, only if they are followed by a reference number. Thus, “Eq. (25)” is acceptable but not “the preceding Eq.” Moreover, if any one of these terms occurs as the first word of a sentence, it should be spelled out.

Special abbreviations should be avoided. Thus “boundary conditions” should always be spelled out and not be abbreviated as “b.c.” even if this special abbreviation is defined somewhere in the text.
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This is volume 183 of the series Mathematics in Science and Engineering. It is a continuation of work presented in earlier volumes by Ames on ordinary and partial differential equations, and Rogers and Shadwick on the Backlund Transformation. Here, the object is to give an up-to-date account of analytic methods available for the exact solution of nonlinear boundary value problems of physical interest. The nonlinearities to be considered may reside in the equations to be solved or in the prevailing boundary conditions. There are four chapters: 1. Backlund and involuntary transformations. 2. Bergman-type expansion methods. Nonlinear moving boundary and Stefan-Boltzmann problems. 3. Model constitutive laws. 4. Invariance group analysis and its applications, and three appendices: tables of symmetry group generators, and aspects of Lie group theory.


The aim of this book is to analyze in a unified approach basic theoretical and numerical aspects of interpolation and best approximation by polynomial splines in one variable. It begins by examining approximation-theoretic properties of spaces of polynomials (as prototypes of Chebyshev spaces). The appendix gives a brief introduction to spline collocation for differential equations. A large portion of the results and methods was developed and completed in the last decade, and cannot be found in earlier books on splines. The book is divided into two parts: 1. Polynomials and Chebyshev spaces; 2. Splines and weak Chebyshev spaces.


These are volumes in the series Springer Texts in Statistics. They make up a text for a two semester course in mathematical statistics at the senior/graduate level. There are three parts in volume 1: Elementary probability and statistics, 2. Probability and expectation, 3. Limiting distribution; and four parts in volume II: 4. Sampling and distribution, 5. Statistical estimation, 6. Testing hypotheses, 7. Special topics. Each part is divided into a number of 50 minute lessons. Most exercises are integrated into the discussions. Part 2 is an introduction to measure theoretic aspects which the authors believe today's students of mathematical statistics should learn.


This monograph is concerned with some global properties of nonlinear evolution systems described by ordinary differential equations of low order, and by one partial differential equation. Also of low order, both evolution equations denoted formally by \( Lx = O \), where \( x \) is a scalar or vector variable characterizing the “state” of the system at time \( t \), and \( L \) is an operator characterizing the “internal mechanism” of the evolution process responsible for the time dependance of \( x \). The 22 chapters are divided into two parts: part I. Second-order \( Lx = O \)'s with explicit periodic dependence (chapters 2-16) and part II. Higher order \( Lx = O \)'s, and some adequacy problems (chapters 17-22).

This book deals with an important problem in machine vision: how the shape of a three-dimensional object may be recovered from shading in a two-dimensional image of the object. It hinges together all the seminal papers on the subject, shows how recent work relates to more traditional approaches, and provides a comprehensive annotated bibliography. There are 17 research papers by various authors in this volume.


This is a translation of a Chinese version finished in 1979; it has been brought up to date by the addition of 170 new references. Chapter headings: 1. Introduction. 2. Spline functions. 3. Parametric cubic spline curves. 4. Bézier curves and $B$-spline curves. 5. Spline surfaces. 6. Nonlinear splines. 7. Curve and net fairing. 8. The intrinsic affine invariants of parametric curves in affine hyperspace.


This volume, the first of the proposed two, deals with parametric minimal surfaces in Euclidean spaces. The author presents a broad survey which extends from the classical beginnings to the current situation whilst highlighting many of the subject's main features and interspersing the mathematical development with pertinent historical remarks. The presentation is complete and is complemented by a bibliography of nearly 1600 references. The work is a revised and updated translation of the initial five chapters of Vorlesungen über Minimalflächen, augmented by eight relevant appendices and a collection of open problems. It provides a thorough, self-contained introduction to minimal surfaces. Chapter headings: 1. Introduction. 2. Curves and surfaces. 3. Conformal mapping of minimal surfaces. 4. Results from analysis. 5. Plateau's problem.

This is a volume in the series Computer Science and Scientific Computing. Emphasis in this text is placed on the numerical treatment of special differential equations: stiff, stiff oscillatory, singular, and discontinuous initial value problems, which are often characterized by large Lipschitz constants and which have received considerable attention in the last two decades. Existing robust codes for these categories of problems are highlighted. Chapter headings: 1. Preliminaries. 2. Numerical integration algorithms. 3. Theory of one-step method. 4. Runge-Kutta processes. 5. Linear multistep methods. 6. Numerical treatment on singular/discontinuous initial value problems. 7. Extrapolation processes and singularities. 8. Stiff initial value problems. 9. Stiff algorithms. 10. Second order differential equations. 11. Recent developments in o.d.e. solvers.


This is a volume in the Wiley Series in Probability and Mathematical Statistics. In it, the author aims to synthesize the statistical and social science perspectives to produce a complete treatment of survey errors and costs of alternative survey designs. He starts with the premise that all sample surveys are subject to various types of errors: 1. Coverage error, from the failure to give any chance of sample selection to some persons in the population. 2. Nonresponse error, from the failure to collect data on all persons in the sample. 3. Sample error, from heterogeneity on the survey measures among persons in the population. 4. Measurement error, from inaccuracies in responses recorded on the survey instruments. These arise from: a. effects of interviews on the respondents' answers to survey questions; b. error due to respondents, from inability to answer questions, lack of requisite effort to obtain the correct answer, or other psychological factors; c. error due to the weakness in the wording of survey questionnaires; and d. error due to the effects of the mode of data collection, the use of face to face or telephone communication. The author's goals in writing this book were: 1. to consolidate the social science and statistical literatures on survey errors, drawing on the statistical sciences for insights into measuring the errors and the social sciences for explaining why they exist; 2. to explore evidence of relationships among the several types of survey errors, presenting examples of increases in one error as an unintended result of decreasing another; and 3. to present cost models that correspond to efforts to reduce various errors, making explicit the consequences of data quality maximization on research budgets. The book is divided into four chapters: 1. An introduction to survey errors. 2. An introduction to survey costs. 3. Costs and errors of covering the population. 4. Nonresponse in sample surveys.


This is a volume in the series Computer Science and Scientific Computing. There are two main areas of asymptotic analysis: the differential equation side, and the asymptotic approximation of integrals. The book provides an up-to-date introduction to the latter (as F. W. J. Olver's book does to the former). Many of the results appear for the first time in book form. These include logarithmic singularities, Mellin transform technique for multiple integrals, summability method, distributional approach, uniform asymptotic expansions via a rational transformation, and double integrals with a curve of stationary points. For completeness, classical methods are also discussed in detail. There are nine chapters: 1. Fundamental concepts of asymptotics. 2. Classical procedures. 3. Mellin transform techniques. 4. The summability method. 5. Elementary theory of distributions. 6. The distributional approach. 7. Uniform asymptotic expansions. 8. Double integrals. 9. Higher dimensional integrals.

In this text, the authors have tried to emphasize the development of only a few mathematical tools, but concentrate on learning to use them very well. In this way, with only a modest mathematical background they are able to consider a number of interesting physical applications including flow in a porous medium, dispersive and nondispersive wave propagation, advection with a random coefficient, traffic flow, and waves in a ripple tank. This book differs from other elementary books on partial differential equations in that approximately one half of the book is devoted to numerical methods for solving partial differential equations. Chapter headings: 1. Mathematical modelling and partial differential equations. 2. Fourier series and eigenvalue expansions. 3. Boundary-value problems and initial-boundary-value problems on spatially bounded domains. 4. Integral transforms. 5. Boundary-value problems and initial-boundary-value problems on unbounded domains. 6. Uniqueness and continuous dependence on data. 7. First-order equations. 8. Finite-difference methods for parabolic equations. 9. Numerical solutions of hyperbolic equations. 10. Finite-difference methods for elliptic equations.


This book evolved in parallel with an annual four-week-long summer course at the Marine Biological Laboratory in Woods Hole, held for the first time during August, 1988. The papers collected in this book were used in lieu of course notes. It is thus suitable as a textbook for a one-term advanced undergraduate or graduate course in computational neuroscience, biological information processing, or neural networks, as well as a source book for experimentalists and modelers. A basic knowledge of biophysics and neurophysiology, as well as some familiarity with differential equations, is assumed. There are thirteen chapters by various authors.


This is the third volume of papers originating from the European Mathematical Psychology Group. The present collection of papers is partitioned into three groups: 1. Theory, metatheory, and measurement. 2. Choice, perception, cognition, and performance. 3. Psychometrics and theory of data.


This is volume 61 of Lecture Notes in Statistics. It is based on a Ph.D. thesis written at the University of Western Australia, Perth. It is divided into two parts: part I (chapters 1–5) has the objective to find regularities in the record of wind speed and direction, to detect general weather patterns, and to describe their seasonal characteristics and interdependencies. Part II (chapters 6–9) is motivated by the actual data analysis and focuses on two autoregressive models for directional time series. Chapter headings: 1. Introduction. 2. The initial decomposition. 3. The geostrophic component. 4. The land and sea breeze cycle. 5. Short-term events. 6. Time series models for directional data. 7. Measures for angular association. 8. Comparison of different measures of association. 9. Inference from the wrapped autoregressive process.

Continued on page 766
Continued from page 754


This is volume 54 of Lecture Notes in Statistics. There are eight chapters: 1. Optimality criteria in design of experiments. 2. Block designs: general optimality. 3. Block designs: specific optimality. 4. Row-column designs. 5. Mixed effects models. 6. Repeated measurements designs. 7. Optimal designs for some special cases. 8. Weighing designs.

*From Data to Model.* Edited by Jan C. Willems. Springer-Verlag, New York, 1989. i+246 pp., $59.00.

This volume consists of a survey paper on Linear System Identification and four papers on deterministic and statistical aspects of model selection. It is an outgrowth of work done at the International Institute of Applied Systems Analysis in Laxenburg, Austria.


The purpose of this book is to present robust, reliable algorithms for simulating nonlinear dynamics, with an emphasis on chaotic behavior, including the theoretical underpinnings of the algorithms. Mathematics is used throughout the book to describe the solutions and properties of dynamical systems, but the authors rarely state theorems and even less often prove them. The few proofs that are included in the book are relegated to the appendices. No prior knowledge of nonlinear systems is assumed. Much of the language of dynamical systems theory is couched in the terms of differential topology, so the authors included an appendix that reviews the concepts of diffeomorphisms, manifolds, and transversality. Chapter headings: 1. Steady-state solutions. 2. Poincare maps. 3. Stability. 4. Integration. 5. Locating limit sets. 6. Manifolds. 7. Dimensions. 8. Bifurcation diagrams. 9. Programming. 10. Phase portraits.


This, volume 135 of Lecture Notes in Control and Information Sciences, is a collection of twenty-one survey articles collected at the occasion of the 50th birthday of Jan. C. Willems, all related in some way to Willems’s work.


Continued on page 781
Continued from page 766


This is volume 6 in the series Notes and Reports in Mathematics in Science and Engineering. It consists of the proceedings of an international conference held at Villa Madruzzo, Trento, Italy, June 1–6, 1987. There are papers devoted to finite dimensional systems with special emphasis on analysis of the existence of periodic solutions to Hamiltonian systems. Other contributions deal with infinite dimensional systems; they are concerned with recent developments of general methods of proving existence and with the qualitative theory, both in general and in particular application areas. There are 20 papers.


In this monograph, the author presents a mathematical theory of human long-term memory. It begins with background material from mathematics, computers, and neurophysiology; this is followed by a step-by-step development of the memory model. The concluding chapter describes an autonomous system that builds from experience an internal model of the world and bases its operation on that model. Close attention is paid to the engineering of the memory, including comparisons with ordinary computer memories. The monograph aims to provide an overall perspective on neural systems and the model described in it is designed to be able to aid in understanding human memory and learning. The memory model is expected to be applicable to the creation of adaptive systems for signal processing, speech, vision, and motor control, and to robots in general. The realization of the memory with neural like components resembles the cortex of the cerebellum. Chapter headings: 0. Introduction; 1. Mathematical foundations; 2. Background material from computers; 3. Background material from idealized neurons; 4. Neurons as address decoders; 5. Search of memory for the best match; 6. Sparse memory; 7. Distributed storage; 8. Storage and retrieval of sequences; 9. Constructing distributed memory; 10. The organization of an autonomous learning system.


This is volume 57 of Lecture Notes in Statistics. It is the Proceedings of GLIM 89 and the 4th International Workshop on Statistical Modelling held in Trento, Italy, July 17–21, 1989.

One of the main purposes of this book is to offer a consolidated presentation of the three topics: Fourier series, the Fourier transform, and the discrete Fourier transform. To make the text self-contained, chapters on mathematical analysis, integration theory, and introductory theory of distributions are included. There are nine chapters: 1. Introduction; 2. Basic mathematical background; 3. Integration theory; 4. Distribution theory; 5. The Fourier series; 6. The Fourier transform; 7. Fourier transform of a distribution (permitting the calculation of the transform of a much larger class of functions); 8. Discrete Fourier transform (exploring the striking similarities between the continuous and the discrete transform via several property theorems); 9. Sampling theory (including a proof of the celebrated Whittaker-Shannon sampling theorem).


This is volume 75 of Lecture Notes in Biomathematics. It has three chapters. Chapter I (Mathematical models of cell populations) presents the basic facts of cell proliferation and some mathematical model of population growth; in Chapter II (Determination of cell kinetic parameters) the mathematical evaluation of some cell kinetic experiments without drug effects is treated in a systematic fashion; in Chapter III (Cell kinetics and cancer therapy) various effects of cytotoxic agents are described in mathematical terms, experiments for the measurement of action parameters are discussed and their evaluation analysed. Computer simulations of the action of cytotoxic drugs on cell populations are also presented.


This is volume 79 in the series Applied Mathematical Sciences. It is concerned with a class of discrete-time stochastic control processes known as controlled Markov processes (CMP's), also known as Markov decision processes or Markov dynamic programs. The purpose of this monograph is to present some rather recent developments in the theory of adaptive CMP's, i.e., CMP's that depend on unknown parameters; these must be estimated at each decision time and the control actions adapted to the estimated values. Chapter headings: 1. Controlled Markov processes; 2. Discounted reward criterion; 3. Average reward criterion; 4. Partially observable control models; 5. Parameter estimation in MCM's; 6. Discretization procedures.


This book is about the mathematics of percolation theory, with the emphasis upon presenting the shortest rigorous proofs of the main facts. The author restricts himself to the special case of bond percolation on the cubic lattice $\mathbb{Z}^d$. Chapter headings: 1. What is Percolation? 2. Some basic techniques; 3. The uniqueness of the critical point; 4. The number of open clusters per vertex; 5. The subcritical phase; 6. The supercritical phase; 7. Near the critical point: rigorous results; 9. Bond percolation in two dimensions; 10. A miscellany of random processes.

This is a volume in the Ellis Horwood Series in Mathematics and its Applications. It is an account of geometric shape theory as developed by K. Borsuk and others. This theory exemplifies the process of using known information on the topology of polyhedra to obtain analogous information on arbitrary compact (metric) spaces. The monograph clarifies the different treatments of shape theory, treating the categorical form in depth for the first time. It treats shape theory as a case study to illustrate and motivate general ideas relevant to any situation in which certain archetypical models are used as a basis for systems of approximations to more general objects, a situation occurring in many areas of mathematics. The authors unify and consolidate much research from category theory, shape theory, and the study of topological algebras. Chapter headings: 1. Borsuk’s shape theory for compact metric spaces; 2. Categorical shape theory; 3. Shape theory for topological spaces; 4. Distributors and shape theory; 5. Functors between shape theories; 6. Stability and movability. There is an appendix entitled: Categorical shape theory and Pattern Recognition, a possible link.


This is a volume in the Wiley Series in Probability and Mathematical Statistics. It is a practical guide, stressing the strategy of experimentation, data analysis, and the interpretation of experimental results and presenting statistics as an integral component of experimentation from the planning stage to the presentation of the conclusions. The authors have selected techniques that are widely recognized as fundamental to the statistical design and analysis of experiments or as valuable alternatives to standard ones, and new procedures for which proper application doesn’t require extensive training in statistical theory. The book is divided into five sections, including an introduction (chapters 1 and 2) that presents an overview of many conceptual foundations of modern statistical practice. Part I (chapters 3 to 5) presents basic descriptive statistics and graphical displays. Part II (chapters 6 to 11) is the experimental design portion of the book. Part III (chapters 12 to 20) emphasizes the analysis of data from designed experiments and presents analysis of data from each of the designs discussed in Part II. Part IV (chapters 21 to 28) is devoted to regression modeling, including diagnostic techniques and identification of influential observations.


This is a corrected edition of volume 5 in the American Series in Mathematical and Management Sciences, first published in 1981. It is an up-to-date and comprehensive treatment of the field, with the mathematical and statistical level kept such as to make it suitable as a text for students, in addition to constituting a reference work for research workers and users of sequential procedures. Chapter headings: 1. Preliminaries; 2. The sequential probability ratio test; 3. Sequential tests for composite hypotheses; 4. Sequential estimation; 5. Specific problems in sequential estimation; 6. Optimal stopping problem: the secretary problem. There are eight appendices, on background material such as the solution of Wald’s equation, large sample properties of maximum likelihood estimates, the normal diffusion process, etc.


This is a reissue, with a new foreword by Jean-Pierre Kahane, of Wiener’s famous treatise of 1933.

Physical Fluid Dynamics. By D. J. Tritton. Oxford University Press, 1988. xvii+519 pp., $75.00 cloth, $35.00 paper.

This is the second edition of a text first published by Van Nostrand Reinhold in 1977. There are several changes and additions, introducing topics that have assumed greater importance since the first edition was prepared. Its distinctive approach to the study of fluid mechanics is retained.


This is volume 53 of Lecture Notes in Statistics. It is a compendium of results on the subject of bounds on order statistics, going back to Sir Francis Galton’s work. Chapter headings: 1. The distribution of order statistics; 2. Recurrence relations and identities for order statistics; 3. Bounds on expectations of order statistics; 4. Approximations to moments of order statistics; 5. Order statistics from a sample containing a single outlier; 6. Record values.


This is a volume in the Ellis Horwood Series in Mathematics and Its Applications. It is a translation from the original German edition first published in 1977 by R. Oldenbourg, Munich. It developed from lectures held at the Free University and the Technical University of Berlin. The emphasis is on classical procedures which have proved their efficiency in practical applications. Chapter headings: 1. Introduction; 2. Storage techniques; 3. Systems of linear equations; 4. Computation of the inverse; 5. Block matrices; 6. Iterative algorithms; 7. Graphs and matrices; 8. Eigenvalues and eigenvectors; 9. Parallel numerical algorithms.