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Abstract. The attractor associated with a system of nonlinear differential-delay equations, arising from the Wu-Liu metal cutting model, is shown to have a noninteger pointwise dimension and positive metric entropy. Projections of the attractor onto a two-dimensional plane substantiate the existence of complex dynamics. The result suggests that certain regenerative chatter states may be chaotic.

Introduction. In [1-3] a system of coupled discontinuous ordinary differential equations, identical in form to Eq. (1), model an orthogonal metal-cutting process. The cutting force, \( F \), is assumed to be a discontinuous function of the depth of cut and the relative velocity between tool and cutting surface. Regenerative effects are omitted. For certain parametric ranges, the response of the system is shown to be chaotic.

In the following, \( F \) is given by the Wu-Liu model [4], in which regenerative effects are included. The resulting coupled system of dissipative nonlinear differential delay equations was found to have unbounded solutions, contrary to experimental evidence. Boundedness was achieved through the inclusion of cubic material damping. The resulting infinite-dimensional equations are shown to have a finite-dimensional attractor for which the information dimension \( D(0) = 2.65 \pm 0.01 \) and metric entropy \( K(0) = 0.11 \). Positive bounded metric entropy implies chaotic dynamics.

Two-dimensional projections of trajectories on the attractor, first constructed by M. Rokni, revealed a surface-filling geometry undergoing subharmonic, nonperiodic evolution. The results of the study suggest that the complex nature of regenerative metal-cutting vibrations may be a manifestation of chaotic dynamics.

Differential-delay equations. The continuous system consisting of cutting tool and supporting structure is modeled in [4] by a set of o.d.e. of the form

\[
m\ddot{y} + b\dot{y} + ky = F
\]

where \( y \in \mathbb{R}^2 \), \( y_1 \) and \( y_2 \) \( \equiv \) tool deflections normal and parallel to the cutting surface respectively, and \( m \), \( b \), and \( k \) \( \equiv \) mass, damping, and stiffness matrices respectively. Expressions for the cutting force \( F \) [4], when substituted into Eq. (1)
with $x_0 = x(t - \tau)$, give

$$\dot{x} = f(x, x(t - \tau)) \quad (2)$$

where $x \in \mathbb{R}^4$, $x_1 = y_1$, $x_2 = y_2$, $\dot{x}_1 = x_3$, $\dot{x}_2 = x_4$, $\dot{x}_3 = f_3$, $\dot{x}_4 = f_4$,

$$f_3 = -a_8 x_1 - a_7 x_3 + a_1 x_1(t - \tau)$$
$$+ (x_1 - x_1(t - \tau)) [a_3 (x_4 - x_4(t - \tau)) - a_2 (x_3 - x_3(t - \tau))] - a_{11} x_3^3,$$

and

$$f_4 = -a_4 x_1 - a_{10} x_2 - a_9 x_4 - a_4 x_1(t - \tau)$$
$$+ (x_1 - x_1(t - \tau)) [a_6 (x_4 - x_4(t - \tau)) - a_5 (x_3 - x_3(t - \tau))] - a_{12} x_4^3.$$

Numerical studies indicate that the inclusion of the cubic viscoelastic damping terms [7], $a_{11} x_3^3$ and $a_{12} x_4^3$, omitted in the model proposed in [4], eliminates unbounded solutions for parametric ranges in which physical considerations require boundedness. The presence of quadratic terms and only linear dissipative terms in Eq. (2) as given in [4] is a possible cause of the instability of the unmodified system. Conditions, satisfied by Eq. (2), for the existence, uniqueness, continuous dependence, and differentiability of solutions are given in 2.2–2.4 of [8].

The choice of integration algorithm for Eq. (2) was guided by the results of [9], which showed that the Adams-Moulton predictor-corrector possesses desirable stability characteristics for pure delay equations. All numerical solutions of Eq. (2) were computed using the Adams-Bashforth predictor and Adams-Moulton corrector both of $O(h^4)$ with $h = (0.2) \cdot 10^{-3}$.

In subsequent numerical studies the following physical properties are assumed: feed rate, $s_0 = 0.13$ mm/rev; cutting speed, $v_0 = 3$ m/sec; delay, $\tau = 0.4$ sec.; shear modulus of cut material, $\alpha = 6 \cdot 10^8$ N/m$^2$; equivalent mass, stiffness, and linear damping coefficients for the normal and parallel directions are 83.1 kg and 48.86 kg, $41.9 \cdot 10^6$ N/m and 111.1 $\cdot 10^6$ N/m, and 15 $\cdot 10^3$ N sec/m and $13.3 \cdot 10^3$ N sec/m, respectively; width of cut, $w = 0.0052$ m; and tool nose damping coefficient, $k = 0$, and cubic damping coefficients $a_{11}$ and $a_{12} = 1.0$ sec$^2$/m$^2$. The coefficients $a_i$ in Eq. (2) follow from Table 1, part 2 of [4]; namely, $a_1 = 0.05212 \alpha w$, $a_2 = 0.01545 \alpha w$, $a_3 = 0.00426 \alpha w$, $a_4 = 0.10557 \alpha w$, $a_5 = 0.01547 \alpha w$, $a_6 = 0.00417 \alpha w$, $a_7 = 0.1805 \cdot 10^3$, $a_8 = 0.05212 \alpha w + 0.5042 \cdot 10^6$, $a_9 = 0.2722 \cdot 10^3$, and $a_{10} = 2.2738 \cdot 10^6$, and initial conditions were $x = 0$ for $-\tau \leq t < 0$ and $x = \{0.1 \cdot 10^{-3}\} \cdot I$ at $t = 0$.

Qualitative analysis. The frequency 129.96 Hz, associated with the smaller of the two eigenvalues of the linearized uncoupled form of Eq. (2), is clearly evident in the time series plots of Figs. 1 and 2 (see pp. 603 and 604). $x_1$ and $x_2$ exhibit oscillatory components with frequencies of 126.7 Hz and 130.6 Hz, respectively. For $40.0 \leq$
$t \leq 55.0$, $55.0 \leq t \leq 70.0$, and $120.0 \leq t \leq 135.0$, the corresponding max and min frequencies in $x_1$, computed as averages over fifty cycles, are $(129.5 \text{ Hz}, 126.9 \text{ Hz})$, $(127.0 \text{ Hz}, 126.7 \text{ Hz})$, and $(131.1 \text{ Hz}, 126.8 \text{ Hz})$, respectively.

The amplitudes of $x_1$ and $x_2$ are strongly modulated by a spectrum of low-frequency oscillations. This is particularly evident in $\max(x_1)$ for $40.0 \leq t \leq 163.0$, over the compressed time scale of Fig. 3 (see p. 604).

Figures 4–10 (see pp. 605–608) are projections of the system’s attractor onto the $(x_3, x_4)$ phase plane for 15 sec intervals with $40.0 \leq t \leq 195.0$. The positions of the outer boundaries of all figures are identical. However, the geometry of trajectories over the attractor varies qualitatively (see, e.g., Figs. 4 and 7). The similarity between Figs. 4 and 10 and between Figs. 6 and 9 suggests that over the attractor the trajectory geometry undergoes a subharmonic evolution. The projection of the attractor onto the $(x_1, x_2)$- and $(x_2, x_4)$-planes is shown for $80.0 \leq t \leq 95.0$ in Figs. 11 and 12 (see pp. 608 and 609). These are seen to have surface characteristics that are identical to the corresponding $(x_3, x_4)$ projection. Superposition of sequences of the projections yields a surface that suggests the presence of chaotic dynamics.

![Fig. 1. $x_1$ vs. $t$ for $144 \leq t \leq 144.3$.](image)
Fig. 2. $x_2$ vs. $t$ for $106 \leq t \leq 106.3$.

Fig. 3. $\max x_i$ for $40 \leq t \leq 163$. 
Fig. 4. $x_4$ vs. $x_3$ for $40 \leq t \leq 55$.

Fig. 5. $x_4$ vs. $x_3$ for $60 \leq t \leq 75$. 
Fig. 6. $x_4$ vs. $x_3$ for $80 \leq t \leq 95$.

Fig. 7. $x_4$ vs. $x_3$ for $120 \leq t \leq 135$. 
Fig. 8. $x_4$ vs. $x_3$ for $140 \leq t \leq 155$.

Fig. 9. $x_4$ vs. $x_3$ for $160 \leq t \leq 175$. 
Fig. 10. $x_4$ vs. $x_3$ for $180 \leq t \leq 195$.

Fig. 11. $x_2$ vs. $x_1$ for $80 \leq t \leq 95$. 
Dimension function. The dimension function $D(\gamma)$ for an attractor is defined as

$$D(\gamma) = \frac{1}{\log_b(1/m)} \left( \frac{1}{\gamma} \log_b(1/m) \sum_{j=1}^{m} \delta_j^\gamma(k, E, n) \right)$$

where $m = \text{number of reference points } y_j, j = 1, \ldots, m$, on the attractor, $E = \text{dimension of the embedding space}, \gamma = (1-q)D_q$ where $D_q = \text{Renyi dimension}$, $\delta_j^\gamma(k, E, n) = \text{distance between the reference points } y_j \text{ and their } k \text{th nearest neighbors for an } E\text{-dimensional embedding space}$, and $n = \text{number of generic data points}$. $D_0 = \text{capacity } D_1$, and $D(0) = \text{information dimension}$. The parameter $\gamma$ weights large scales for $\gamma > 0$ and small scales for $\gamma < 0$. The variation of $D(\gamma)$, therefore, gives an estimate of the attractor's uniformity factor $\lambda$ [14]. The determination of $D(0)$ from Eq. (3), Fig. 13 (see p. 610), used a reconstruction of the attractor based on delaying $x_1$ by $i = 1, \ldots, E$, $x_i(t) \equiv x_i(t+(i-1)\Delta t), m = 3000, n = 477175$, and $k = 200, 300$. The estimated value of $D(0) = 2.65 \pm 0.01$.

The pointwise mass dimension $D_p$ is defined as

$$D_p = \lim_{n \to \infty} \lim_{r \to 0} \frac{\ln((1/n)N(x_0, r))}{\ln r}$$

where $N(x_0, r) \equiv \text{the number of attractor points within a cube of side length } r \text{ centered at point } x_0 \text{ on the attractor}$, and $n \equiv \text{number of data points}$. $D_p$ is defined in terms of a fixed-size partition as contrasted with the fixed mass $D(\gamma)$. Computational limitations necessitate the approximation of the limits in Eq. (4) by an average over many reference points $X_j$. The ratio $(\ln r)/\ln N(X_j, r)$ is evaluated.
at each $X_i$ for a sequence of decreasing values of $r$ and approximated by a least square linear regression. Those $X_i$ for which the estimated standard error of the ratio was $\leq 0.004$ for some scaling range in $r$ were retained in the average [10–12].

The infinite-dimensional differential-delay equation (2) possesses a finite-dimensional attractor. The Whitney embedding theorem for smooth manifolds implies that the unknown embedding dimension $M$ satisfies the inequality $M \leq 2m + 1$ where $m \equiv$ attractor dimension. Note that attractors associated with chaotic dynamics are not smooth manifolds. An asymptotic approximation of the attractor dimension was found by computing $D_p(E)$ for a sequence of increasing values of $E$ [13]. The average value of $D_p(E) = 2.65 \pm 0.3$ for $2 \leq E \leq 5$ computed over 50,000 points. The values of $D_p$ and $D(0)$ are in reasonable agreement.

**Metric entropy.** The metric entropy $K(q)$ may be defined as

$$K(q) = \lim_{\varepsilon \to 0} \lim_{E \to \infty} \frac{1}{E(1-q)} \ln(p^{q-1}(\varepsilon, Y_j(E)))$$

where $E \equiv$ dimension of the phase space and $P(\varepsilon, Y_j(E)) \equiv$ the probability of finding a generic embedded point $X_i(E)$ in an $\varepsilon$ neighborhood of $Y_j(E)$, a point of the embedding space. From Eq. (5) it follows that [15]

$$\log_b \delta^\gamma(k, E, n) \sim \frac{\gamma}{D(\gamma)} [\Delta t \cdot E \cdot k(\gamma) - \log_b n]$$

![Figure 13. $D(0)$ vs. $E$ for $E = 1, \ldots, 15$.](image)
\[ \log_b \delta(k, E, n) \sim \frac{1}{\Delta t \cdot E \cdot k(0) - \log_b n}. \]  

Quantities appearing in Eqs. (6) and (7) are as defined in Eq. (3). It is evident from Eqs. (6) and (7) that \( K(0) \) and \( K(\gamma) \) can be estimated by computing the mean difference between values of \( \log_b \delta^\gamma(k, E, n) \) for pairs of phase space dimensions, \( E_r \) and \( E_{r+1} \). Figure 14 shows \( K(0) \), the Kolmogorov metric entropy, for parameters identical to those used with \( D(0) \). The estimated value of \( K(0) = 0.11 \), \( K(0) \leq \) the sum of the positive Lyapunov exponents [5, 16]. It follows that the associated dynamics are chaotic for bounded \( K(0) > 0 \).

**Conclusions.** A model of metal cutting, based on the Wu-Liu theory of cutting forces, has been shown to possess noninteger dimensions, positive metric entropy, and surface-filling trajectory geometry, all of which indicate the presence of chaotic dynamics. The geometry of trajectories on the attractor showed subharmonic, aperiodic evolution. It follows that the complex nature of regenerative metal-cutting vibrations may be a manifestation of chaotic dynamics.
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