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Abstract. The purpose of this paper is to investigate the existence, uniqueness, and dynamics of a nonlinear reaction-diffusion equation with a nonlocal boundary condition which is motivated by a model problem arising from quasi-static thermoelasticity. The method of upper and lower solutions is used to obtain some existence-comparison results for both the time-dependent problem and its corresponding steady-state problem. A sufficient condition for the uniqueness of a steady-state solution is given. The comparison and uniqueness results are used to show the dynamical behavior of time-dependent solutions as well as their monotone convergence to a steady-state solution. Also given is a necessary and sufficient condition for the convergence of time-dependent solutions in relation to a steady-state solution which is not explicitly known. These results lead to the global stability of a steady-state solution for some special cases, including the model problem from thermoelasticity.

1. Introduction. In recent years considerable attention has been given to reaction-diffusion systems where nonlocal reaction functions are involved either in the differential equations or on the boundary conditions (cf. [1–11]). One of these systems arises from quasi-static thermoelasticity where the entropy is governed by a parabolic equation under a nonlocal boundary condition. A linear mathematical model in slab geometry was derived by Day [3, 4] where some decay property of the time-dependent solution was investigated. The same decay problem was extended by Friedman [7] to a more general parabolic equation in a multi-dimensional domain. Using the method of upper and lower solutions, Deng [6] obtained a comparison result and a decay property of the solution for a nonlinear reaction-diffusion equation, including the existence of a local solution. The equations considered in all of the above work...
may be expressed in the form
\[ u_t - Lu = f(x, u) \quad (t > 0, x \in \Omega), \]
\[ B[u] = \int_{\Omega} K(x, y)u(t, y) \, dy \quad (t > 0, x \in \partial \Omega), \]
\[ u(0, x) = u_0(x) \quad (x \in \Omega), \tag{1.1} \]
where \( \Omega \) is a bounded smooth domain in \( \mathbb{R}^n \) \( \left( n = 1, 2, \ldots \right) \), \( \partial \Omega \) is the boundary of \( \Omega \), and \( L \) is a uniformly elliptic operator given in the form
\[ Lu = \sum_{i,j=1}^{n} a_{ij}(x)u_{x_i x_j} + \sum_{j=1}^{n} b_j(x)u_j. \]
The uniform ellipticity of \( L \) is in the sense that the coefficient matrix \( (a_{ij}(x)) \) is positive definite for all \( x \in \Omega \). The boundary operator \( B[\cdot] \) is given by
\[ B[u] \equiv \alpha_0 \partial u / \partial \nu + u, \]
where \( \alpha_0 \geq 0 \) is a constant and \( \partial u / \partial \nu \) is the outward normal derivative of \( u \) on \( \partial \Omega \). Problem (1.1) is reduced to the problem considered in [3, 4] and [7] when \( \alpha_0 = 0 \) and \( f(x, u) = c(x)u \) (with \( c(x) \leq 0 \)), and to the one in [6] when \( \alpha_0 = 0 \) and \( Lu = \nabla^2 u \). In this paper, we consider a nonnegative constant \( \alpha_0 \) and a general reaction function \( f(x, u) \) where \( f(x, 0) \) is not necessarily identically zero. The consideration of \( \alpha_0 \geq 0 \) includes the boundary condition of Dirichlet type \( (\alpha_0 = 0) \) and of Robin type \( (\alpha_0 > 0) \), while the case \( f(x, 0) \neq 0 \) excludes zero as a steady-state solution. We assume that the coefficients of \( L \), the kernel \( K(x, y) \), and the initial function \( u_0 \) are all smooth functions of their arguments, and \( u_0 \) satisfies the boundary condition in (1.1) at \( t = 0 \). The function \( f(x, u) \) is assumed Hölder continuous in \( x \) and continuously differentiable in \( u \). The above smoothness hypotheses are used to ensure the existence of a classical solution to the time-dependent problem (1.1) as well as to the corresponding steady-state problem which is given by
\[ -Lu = f(x, u) \quad (x \in \Omega), \]
\[ B[u] = \int_{\Omega} K(x, y)u(y) \, dy \quad (x \in \partial \Omega). \tag{1.2} \]

The purpose of this paper is to establish (i) some existence-comparison results for the time-dependent problem (1.1), (ii) existence and uniqueness results for the steady-state problem (1.2), and (iii) the dynamics of problem (1.1) in relation to problem (1.2). Of special concern is the monotone convergence of the time-dependent solution and the estimate of the stability region of a steady-state solution, including the global stability of a solution. Our basic approach to the above problems is the method of upper and lower solutions. To investigate the dynamics of problem (1.1) it is important to know whether a solution to problem (1.2) exists and whether it is unique. Since \( f(x, 0) \) is not necessarily assumed identically zero, the existence of a solution to (1.2) is not always guaranteed; and even if such a solution exists, it is, in general, nonuniform in \( \bar{\Omega} \). The determination of the dynamics of (1.1) with respect to a nonconstant steady-state solution is much more delicate than that to the zero solution when \( f(x, 0) \equiv 0 \).
The plan of the paper is as follows. In Sec. 2 we give some existence-comparison results for the time-dependent problem (1.1). Section 3 is devoted to the existence of maximal and minimal solutions of problem (1.2) as well as the uniqueness of a solution. The dynamics of problem (1.1) is discussed in Sec. 4. Here the monotone convergence of time-dependent solutions, and a necessary and sufficient condition for the convergence of time-dependent solutions to a steady-state solution are given. These results are used to show the global stability of some model problems, including the entropy problem considered in [3, 4, 6, 7].

2. The time-dependent problem. Let $D_T = (0, T] \times \Omega$, $\overline{D}_T = [0, T] \times \overline{\Omega}$, and $S_T = (0, T] \times \partial \Omega$, where $\overline{\Omega} = \Omega \cup \partial \Omega$ and $T > 0$ is finite. Denote by $C^m(\Omega)$ the set of $m$-times continuously differentiable functions in $\Omega$, and by $C^{1,2}(D_T)$ the set of functions that are once continuously differentiable in $t \in (0, T]$ and twice continuously differentiable in $x \in \Omega$. Similar notations are used for $C^m(\overline{\Omega})$, $C^m(\overline{D}_T)$, etc. To show the existence of a global solution to (1.1) it suffices to consider the problem in the domain $D_T$ for an arbitrary $T > 0$. Our approach to the existence problem is based on the method of upper and lower solutions. When the kernel $K(x, y)$ is nonnegative on $\partial \Omega \times \Omega$ we have the following definition.

**Definition 2.1.** A function $u \in C^{1,2}(D_T) \cap C(\overline{D}_T)$ is called an upper solution of (1.1) if it satisfies
\[
\begin{align*}
\hat{u} - Lu &\geq f(x, \hat{u}) \quad \text{in } D_T, \\
B[\hat{u}] &\geq \int_{\Omega} K(x, y)\hat{u}(t, y) \, dy \quad \text{on } S_T, \\
\hat{u}(0, x) &> u_0(x) \quad \text{in } \Omega.
\end{align*}
\] (2.1)

Similarly, $u$ is called a lower solution if it satisfies all the reversed inequalities in (2.1).

It is clear from the above definition that every (classical) solution of (1.1) is an upper solution as well as a lower solution. A pair of upper and lower solutions $\hat{u}, \check{u}$ are said to be ordered if $\hat{u} \geq \check{u}$ in $\overline{D}_T$. Given a pair of ordered upper and lower solutions $\hat{u}, \check{u}$ we define
\[
c(t, x) \equiv \max \left\{ \frac{\partial f}{\partial u}(x, u); \hat{u} \leq u \leq \check{u} \right\}.
\] (2.2)

By adding a common term $cu$ on both sides of the differential equation in (1.1) we construct a sequence $\{u^{(k)}\}$ successively from the linear iteration process:
\[
\begin{align*}
u^{(k)}_t - Lu^{(k)} + cu^{(k)} &= f(x, u^{(k-1)}) \quad \text{in } D_T, \\
B[u^{(k)}] &= \int_{\Omega} K(x, y)u^{(k-1)}(t, y) \, dy \quad \text{on } S_T, \\
u^{(k)}(0, x) &= u_0(x) \quad \text{in } \Omega.
\end{align*}
\] (2.3)

The initial iteration $u^{(0)}$ is either the upper solution $\hat{u}$ or the lower solution $\check{u}$. It is clear from the hypotheses in the introduction that the sequence given by (2.3) is well defined. Denote the sequence by $\{\bar{u}^{(k)}\}$ when $u^{(0)} = \hat{u}$ and by $\{\underline{u}^{(k)}\}$ when $u^{(0)} = \check{u}$. The following theorem gives the monotone convergence of these sequences.
Theorem 2.1. Let $K(x, y) \geq 0$ and let $\hat{u}, \hat{\bar{u}}$ be a pair of ordered upper and lower solutions of (1.1). Then the sequences $\{\hat{u}^{(k)}\}, \{\hat{\bar{u}}^{(k)}\}$ given by (2.3) with $\hat{u}^{(0)} = \hat{u}$ and $\hat{\bar{u}}^{(0)} = \hat{\bar{u}}$ converge monotonically from above and below, respectively, to a unique solution $u \equiv u(t, x)$ of (1.1). Moreover,

$$\hat{u} \leq u^{(k)} \leq u^{(k+1)} \leq u \leq \hat{\bar{u}}^{(k+1)} \leq \hat{\bar{u}}^{(k)} \leq \hat{\bar{u}} \quad \text{in } \overline{D_T},$$

where $k = 1, 2, \ldots$.

Proof. Since the proof is similar to that for a nonlocal problem in [9], where a more general parabolic system with coupled nonlocal boundary conditions is considered, we only give a sketch as follows: Let $w = \hat{u}^{(0)} - \hat{\bar{u}}^{(1)} = \hat{u} - \hat{\bar{u}}^{(1)}$. By (2.3) and (2.1),

$$w_t - Lw + cw = (\hat{u}_t - L\hat{u} + c\hat{u}) - (c\hat{u}^{(0)} + f(x, \hat{u}^{(0)}))$$

$$= \hat{u}_t - L\hat{u} - f(x, \hat{u}) \geq 0 \quad \text{in } D_T,$$

$$B[w] = B[\hat{u}] - \int_{\Omega} K(x, y)\hat{u}^{(0)}(t, y) \, dy \geq 0 \quad \text{on } S_T,$$

$$w(0, x) = \hat{u}(0, x) - u_0(x) \geq 0 \quad \text{in } \Omega.$$

By an application of the maximum principle or the positivity lemma for parabolic operators, $w \geq 0$ in $\overline{D_T}$ (cf. [9, 13]). This proves the relation $\hat{u}^{(1)} \leq \hat{u}^{(0)}$. A similar argument gives $u^{(1)} \geq u^{(0)}$. Let $\hat{\bar{w}} = \hat{u}^{(1)} - \hat{u}^{(1)}$. Then by (2.3), (2.2), and $\hat{u}^{(0)} \geq u^{(0)},$

$$\hat{\bar{w}}_t - L\hat{\bar{w}} + c\hat{\bar{w}} = c(\hat{u}^{(0)} - \hat{u}^{(0)}) + f(x, \hat{u}^{(0)}) - f(x, u^{(0)}) \geq 0,$$

$$B[\hat{\bar{w}}] = \int_{\Omega} K(x, y)[\hat{u}^{(0)}(t, y) - u^{(0)}(t, y)] \, dy \geq 0,$$

$$\hat{\bar{w}}(0, x) = u_0(x) - u_0(x) = 0.$$

It follows again from the maximum principle that $\hat{\bar{w}} \geq 0$ which yields $\hat{u}^{(1)} \geq u^{(1)}$. The above conclusions show that $\hat{u}^{(0)} \leq u^{(1)} \leq \hat{\bar{u}}^{(1)} \leq \hat{u}^{(0)}$. It is easily seen by an induction argument that $\{\hat{u}^{(k)}\}$ and $\{u^{(k)}\}$ possess the monotone property in (2.4). This monotone property implies that the limits

$$\lim_{k \to \infty} \hat{u}^{(k)}(t, x) = \hat{u}(t, x) \quad \text{and} \quad \lim_{k \to \infty} u^{(k)}(t, x) = u(t, x)$$

exist and $\hat{\bar{u}} \geq u$. A regularity argument as in [9, 14] shows that $\hat{\bar{u}}$ and $u$ are solutions of (1.1). Moreover, a ladder argument as in [9, 11] shows that $\hat{\bar{u}} = u$ and is the unique solution of (1.1). □

It is seen from Theorem 2.1 that the existence of a unique solution to (1.1) is guaranteed if $K(x, y) \geq 0$ and there exist a pair of ordered upper and lower solutions. To ensure the existence of upper and lower solutions it is necessary to impose some additional conditions on $K(x, y)$ and $f(x, u)$. For the function $K(x, y)$ we have the following basic requirement:

$$K(x, y) \geq 0, \quad \int_{\Omega} K(x, y) \, dy \leq 1 \quad \text{for } (x \in \partial \Omega, y \in \Omega).$$

Theorem 2.2. Let $K(x, y)$ satisfy (2.5) and let $f(x, u)$ satisfy the condition

$$f(x, m) \geq 0, \quad f(x, M) \leq 0 \quad (x \in \Omega)$$

(2.6)
for some constants $m \leq 0$, $M > 0$. Then for any $u_0$ with $m \leq u_0 \leq M$, problem (1.1) has a unique solution $u(t, x)$ and

$$m \leq u(t, x) \leq M \quad (t > 0, x \in \Omega). \quad (2.7)$$

The solution $u(t, x)$ is nonnegative if $u_0 \geq 0$ and (2.6) holds with $m = 0$.

Proof. It is easily seen from (2.5) and (2.6) that the constant function $\bar{u} \equiv M$ satisfies the relation

$$\bar{u}_t - L\bar{u} = 0 \geq f(x, M) = f(x, \bar{u}),$$

$$B[\bar{u}] = M \geq \int_{\Omega} K(x, y)\bar{u}(t, y) \, dy.$$ Since $\bar{u}(0, x) = M \geq u_0$, $\bar{u}$ is an upper solution. Similarly $\bar{u} \equiv m$ satisfies the relation

$$\bar{u}_t - L\bar{u} = 0 \leq f(x, m) = f(x, \bar{u}),$$

$$B[\bar{u}] = m \leq \int_{\Omega} K(x, y)\bar{u}(t, y) \, dy.$$ In view of $\bar{u}(0, x) = m \leq u_0$, $\bar{u}$ is a lower solution. The existence of a unique solution $u$ and the relation (2.7) follow from Theorem 2.1. When $u_0 \geq 0$ and (2.6) holds with $m = 0$ the nonnegative property of $u(t, x)$ follows from (2.7). $\square$

Theorem 2.2 yields a bounded nonnegative solution of (1.1) when $u_0 > 0$ and (2.6) holds with $m = 0$. In case this condition is replaced by the linear growth condition

$$f(x, u) \leq a(x)u + b(x) \quad \text{for } u \geq 0 \quad (x \in \Omega), \quad (2.8)$$

where $a(x)$, $b(x)$ are any continuous functions with $b(x) \geq 0$, then a nonnegative global solution still exists. This global existence result is contained in the following:

**Theorem 2.3.** Let $f(x, 0) > 0$ and let (2.5) and (2.8) hold with $b(x) \geq 0$. Then for any $u_0 \geq 0$ there exist constants $\rho, \gamma$ such that a unique global solution $u(t, x)$ to (1.1) exists and satisfies

$$0 \leq u(t, x) \leq \rho e^{\gamma t} \quad (t > 0, x \in \Omega). \quad (2.9)$$

Moreover, $u(t, x) \to 0$ uniformly in $\bar{\Omega}$ as $t \to \infty$ when $a(x) < 0$ and $b(x) \equiv 0$ in $\bar{\Omega}$.

Proof. It is obvious from $f(x, 0) \geq 0$ that $\bar{u} = 0$ is a lower solution of (1.1). In view of (2.8), the function $\bar{u} = \rho e^{\gamma t}$ is a positive upper solution if $\rho \geq u_0$ and

$$\gamma \rho e^{\gamma t} \geq a(x)\rho e^{\gamma t} + b(x),$$

$$\rho e^{\gamma t} \geq \int_{\Omega} K(x, y)\rho e^{\gamma t} \, dy.$$ By (2.5), the second inequality is trivially satisfied while the first inequality is equivalent to

$$\gamma \geq a(x) + \frac{(b(x)/\rho)e^{-\gamma t}}{\rho} \quad (\rho > 0).$$

This condition is fulfilled by any nonnegative constant $\gamma$ such that $\gamma \geq a(x) + b(x)/\rho$. The existence of a solution $u(t, x)$ and the relation (2.9) follows from Theorem 2.1.
When \( a(x) < 0 \) and \( b(x) \equiv 0 \) in \( \overline{\Omega} \), the constant \( \gamma \) can be chosen negative. In this situation, the solution \( u(t, x) \) decays to zero as \( t \to \infty \). This proves the theorem.

The linear growth condition (2.8) for the global existence of a solution is by no means trivial. It is well known that if \( K(x, y) \equiv 0 \) and \( f(x, u) = au^{1+\delta} \) for some positive constants \( a, \delta \), then the solution of problem (1.1) is positive and blows up in finite time when \( u_0(x) \) is suitably large (e.g., see [9, 12]). The magnitude of \( u_0 \) depends on \( a, \delta \), and the type of boundary condition, including the size of the domain \( \Omega \). Since every nonnegative solution of (1.1) with \( K(x, y) \equiv 0 \) is a lower solution of the same problem with \( K(x, y) \geq 0 \) we conclude from Theorem 2.1 that the solution must also blow up in finite time.

3. The steady-state problem. The method of upper and lower solutions for the time-dependent problem (1.1) can be applied to the steady-state problem (1.2) in a similar fashion. The definition of upper and lower solutions for (1.2) is again based on the hypothesis \( K(x, y) \geq 0 \).

**Definition 3.1.** A function \( \hat{u}_s \in C^2(\Omega) \cap C(\overline{\Omega}) \) is called an upper solution of (1.2) if

\[
-L\hat{u}_s \geq f(x, \hat{u}_s) \quad \text{in } \Omega,
\]

\[
B[\hat{u}_s] \geq \int_{\Omega} K(x, y)\hat{u}_s(y) \, dy \quad \text{on } \partial \Omega.
\]

Similarly, \( \hat{u}_s \) is called a lower solution if it satisfies the reversed inequalities in (3.1).

The pair \( \hat{u}_s \) and \( \hat{u}_s \) are said to be ordered if \( \hat{u}_s \geq \hat{u}_s \) in \( \overline{\Omega} \). It is easy to see that \( \hat{u}_s \) and \( \hat{u}_s \) are also upper and lower solutions of (1.1) when \( u_0 \leq \hat{u}_s \) and \( u_0 \geq \hat{u}_s \), respectively. Moreover, every (classical) solution of (1.2) is an upper solution as well as a lower solution.

For any pair of ordered upper and lower solutions \( \hat{u}_s, \hat{u}_s \), we set

\[
\langle \hat{u}_s, \hat{u}_s \rangle \equiv \{ u \in C(\overline{\Omega}) ; \hat{u}_s \leq u \leq \hat{u}_s \},
\]

\[
c(x) \equiv \max \left\{ -\frac{\partial f}{\partial u}(x, u) ; \hat{u}_s \leq u \leq \hat{u}_s \right\}
\]

and construct a sequence \( \{u^{(k)}\} \) from the linear iteration process:

\[
-Lu^{(k)} + cu^{(k)} = cu^{(k-1)} + f(x, u^{(k-1)}) \quad \text{in } \Omega,
\]

\[
B[u^{(k)}] = \int_{\Omega} K(x, y)u^{(k-1)}(y) \, dy \quad \text{on } \partial \Omega,
\]

where the initial iteration \( u^{(0)} \) is either \( \hat{u}_s \) or \( \hat{u}_s \). Denote the sequence by \( \{\bar{u}^{(k)}\} \) when \( u^{(0)} = \hat{u}_s \) and by \( \{u^{(k)}\} \) when \( u^{(0)} = \hat{u}_s \). These sequences possess the following monotone convergence property similar to that in Theorem 2.1.

**Theorem 3.1.** Let \( K(x, y) \geq 0 \) and let \( \hat{u}_s, \hat{u}_s \) be a pair of ordered upper and lower solutions of (1.2). Then the sequence \( \{\bar{u}^{(k)}\} \) converges monotonically from above to a solution \( \overline{u}_s \) of (1.2) and the sequence \( \{u^{(k)}\} \) converges monotonically from below.
to a solution $u_s$. Moreover, $\bar{u}_s \geq u_s$ and if $u_s^*$ is any other solution in $(\hat{u}_s, \hat{u}_s)$ then $\bar{u}_s \geq u_s^* \geq u_s$ in $\Omega$.

Proof. It is easily seen by the same argument as in the proof of Theorem 2.1 that the sequence $\{u^{(k)}\}$ is monotone nonincreasing, $\{\bar{u}^{(k)}\}$ is monotone nondecreasing, and $\bar{u}^{(k)} \geq u^{(k)}$ for every $k = 1, 2, \ldots$. Hence these sequences converge, respectively, to some limits $\bar{u}_s$ and $u_s$, and satisfy the relation $\bar{u}_s \geq u_s$. A regularity argument as in [9, 14] shows that $\bar{u}_s$ and $u_s$ are solutions of (1.2). By considering $(\hat{u}_s, u_s^*)$ and $(u_s^*, \hat{u}_s)$ as two pairs of ordered upper and lower solutions of (1.2), the above conclusion implies that $\bar{u}_s \geq u_s^* \geq u_s$. More detailed arguments can be found in [9, 14].

In view of the property $u_s \geq u_s^* \geq \bar{u}_s$ for any solution $u_s^*$ in $(\bar{u}_s, \hat{u}_s)$, $\bar{u}_s$ and $u_s$ are often referred to as the maximal and minimal solutions of (1.2), respectively. To guarantee the existence of maximal and minimal solutions we need to find a pair of ordered upper and lower solutions. Such a pair is given by $\bar{u}_s = M$ and $u_s = m$ when conditions (2.5) and (2.6) are satisfied. As a consequence of Theorem 3.1 we have the following existence-comparison result.

**Theorem 3.2.** Let conditions (2.5), (2.6) hold for some constants $M > 0$, $m \leq 0$. Then problem (1.2) has a maximal solution $\bar{u}_s$ and a minimal solution $u_s$ such that

$$m \leq u_s(x) \leq \bar{u}_s(x) \leq M \quad (x \in \Omega).$$

(3.4)

Moreover, if $u_s^*$ is any solution between $m$ and $M$ then $u_s \leq u_s^* \leq \bar{u}_s$ in $\Omega$.

Theorem 3.2 implies that problem (1.2) may have more than one solution between $m$ and $M$. To ensure the uniqueness of the solution we assume that $K(x, y)$ satisfies either the condition

$$K(x, y) \geq 0, \quad \int_{\Omega} K(x, y) \, dy < 1 \quad (x \in \partial \Omega, y \in \Omega)$$

or the condition

$$K(x, y) > 0, \quad \int_{\Omega} K(x, y) \, dy \leq 1, \quad \int_{\Omega} K(x, y) \, dy \neq 1 \quad (x \in \partial \Omega, y \in \Omega).$$

(3.6)

The following lemma is crucial for the uniqueness property of a solution:

**Lemma 3.1.** Let $K(x, y)$ satisfy either (3.5) or (3.6), and let $w \in C^2(\Omega) \cap C(\bar{\Omega})$ be such that

$$-Lw \leq 0 \quad \text{in} \ \Omega,$$

$$B[w] \leq \int_{\Omega} K(x, y)w(y) \, dy \quad \text{on} \ \partial \Omega.$$  

(3.7)

Then $w(x) \leq 0$ in $\Omega$.

Proof. Assume, by contradiction, that $w(x)$ is not nonpositive in $\Omega$. Then there exists $x_0 \in \bar{\Omega}$ such that $w(x_0)$ is a positive maximum. By the maximum principle, $x_0 \notin \Omega$ unless $w(x)$ is a positive constant (cf. [13]). It is easily seen from the boundary condition in (3.7) that $w(x)$ can be a positive constant only when

$$\int_{\Omega} K(x, y) \, dy \geq 1 \quad \text{for all} \ x \in \partial \Omega,$$
which contradicts both conditions (3.5) and (3.6). Hence \( x_0 \in \partial \Omega \) and \( w(x) \) is not a constant. By the strong maximum principle, \( \partial w/\partial \nu > 0 \) at \( x_0 \). Since by (3.7) and the definition of \( B[w] \),
\[
\alpha_0 (\partial w/\partial \nu)(x_0) + w(x_0) \leq \left( \int_\Omega K(x_0, y) \, dy \right) w(x_0)
\]
we see that this is not possible when either condition (3.5) holds or \( \alpha_0 > 0 \) and condition (3.6) holds. In the case \( \alpha_0 = 0 \), the boundary condition at \( x_0 \) is reduced to
\[
w(x_0) \leq \int_\Omega K(x_0, y) w(y) \, dy.
\]
Since, by hypothesis, \( K(x_0, y) > 0 \) in \( \Omega \) and \( w(x) \) is a nonconstant nonnegative continuous function in \( \Omega \), the above relation implies that
\[
w(x_0) < \frac{1}{\int_\Omega K(x_0, y) \, dy} w(x_0).
\]
This again leads to a contradiction which yields the result \( w(x) \leq 0 \) in \( \overline{\Omega} \). □

As a direct consequence of Lemma 3.1 we have the following uniqueness result when \( f(x, u) \) is nonincreasing in \( u \).

**Theorem 3.3.** Let \( \hat{u}_s, \hat{u}_s \) be a pair of ordered upper and lower solutions of (1.2), and let \( K(x, y) \) satisfy either (3.5) or (3.6). If
\[
f_u(x, u) \leq 0 \quad \text{for } u \in (\hat{u}_s, \hat{u}_s) \quad (x \in \Omega) \tag{3.8}
\]
then problem (1.2) has a unique solution \( u_s \) such that \( \hat{u}_s \leq u_s \leq \hat{u}_s \).

**Proof.** By Theorem 3.1, Problem 2.1 has a maximal solution \( \bar{u}_s \) and a minimal solution \( \underline{u}_s \) and \( \bar{u}_s \geq \underline{u}_s \). Hence to prove the uniqueness of the solution \( u_s \) it suffices to show \( \bar{u}_s = \underline{u}_s \). Let \( w = \bar{u}_s - u_s \). By (1.2), (3.8), and \( \bar{u}_s \geq u_s \)
\[
-Lw = f(x, \bar{u}_s) - f(x, u_s) \leq 0 \quad \text{in } \Omega,
\]
\[
B[w] = \int_\Omega K(x, y)w(y) \, dy \quad \text{on } \partial \Omega.
\]
It follows from Lemma 3.1 that \( w(x) \leq 0 \), or equivalently, \( \bar{u}_s \leq u_s \). This leads to the conclusion \( \bar{u}_s = \underline{u}_s \). □

When \( f(x, u) \) satisfies condition (2.6), \( \hat{u}_s = M \) and \( \hat{u}_s = m \) are ordered upper and lower solutions of (1.2). By an application of Theorem 3.3 we have the following conclusion.

**Corollary 3.1.** Let \( K(x, y) \) satisfy either (3.5) or (3.6) and let there exist constants \( M > 0, m < 0 \) such that
\[
f(x, M) \leq 0, \quad f(x, m) \geq 0, \quad f_u(x, u) \leq 0 \quad \text{for } m \leq u \leq M. \tag{3.9}
\]
Then problem (1.2) has a unique solution \( u_s(x) \) such that \( m \leq u_s(x) \leq M \). If \( f(x, 0) \geq 0 \) and \( f(x, 0) \neq 0 \) in \( \Omega \), then \( u_s(x) > 0 \) in \( \Omega \) when \( \alpha_0 = 0 \), and \( u_s(x) > 0 \) in \( \overline{\Omega} \) when either \( \alpha_0 > 0 \) or (3.6) holds.

**Proof.** The existence and uniqueness of a solution \( u_s \) follows from Theorem 3.3 with \( \hat{u}_s = M \) and \( \hat{u}_s = m \). To show the positive property of \( u_s \) we observe that
\( \hat{u}_s = 0 \) is a lower solution and is not a true solution when \( f(x, 0) \geq 0 \) and \( f(x, 0) \neq 0 \). Using \( m = 0 \) in (3.9) leads to \( u_s \geq 0 \). Since by the mean-value theorem,

\[
-Lu_s = f(x, u_s) = (f_u(x, \eta))u_s + f(x, 0)
\]

for some \( \eta \in [0, u_s] \), the hypothesis \( f(x, 0) \geq 0 \) ensures that

\[
Lu_s + c^*(x)u_s \leq 0 \quad \text{in } \Omega
\]

where \( c^*(x) \equiv f_u(x, \eta(x)) \leq 0 \). Now if \( u_s(x_0) = 0 \) at some \( x_0 \in \overline{\Omega} \), then the maximum principle implies that \( u_s \) cannot be in \( \Omega \) unless \( u_s \) is a constant. Since \( u_s \geq 0 \) and \( u_s \equiv 0 \) is not a solution we conclude that either \( u_s \) is a positive constant or \( u_s > 0 \) in \( \Omega \). However, by (3.5) or (3.6), since \( u_s \) cannot be a constant it follows that \( u_s > 0 \) in \( \Omega \). Moreover, if \( u_s(x_0) = 0 \) at some \( x_0 \in \partial \Omega \) then \( \partial u_s/\partial \nu < 0 \) at \( x_0 \) and

\[
\alpha_0(\partial u_s/\partial \nu)(x_0) = \int_{\Omega} K(x_0, y)u_s(y) \, dy.
\]

The above relation cannot hold when either \( \alpha_0 > 0 \) or (3.6) holds. This proves \( u_s(x) > 0 \) in \( \overline{\Omega} \). \( \square \)

It should be pointed out that the last condition in (3.6) for the uniqueness result cannot be removed without additional requirements on \( f(x, u) \). For example, the trivial function \( f(x, u) \equiv 0 \) satisfies condition (3.9), and if \( \int_{\Omega} K(x, y) \, dy \equiv 1 \) then every constant is a solution of (1.2).

4. Asymptotic behavior. In this section we investigate the asymptotic behavior of the time-dependent solution of (1.1) in relation to a steady-state solution of (1.2). In the absence of an explicit knowledge of the steady-state solution which may be nonuniform in \( \Omega \), we establish a monotone property of the time-dependent solution when the initial function \( u_0(x) \) is either an upper solution or a lower solution of (1.2). This property is based on the following analogous result to that in Lemma 3.1.

**Lemma 4.1.** Let \( K(x, y) \) satisfy either (3.5) or (3.6), and let \( w \in C^{1,2}(D_T) \cap C(\overline{D_T}) \) be such that

\[
\begin{align*}
&|w_t - Lw + cw| \leq 0 \quad \text{in } D_T, \\
&B[w] \leq \int_{\Omega} K(x, y)w(t, y) \, dy \quad \text{on } S_T, \tag{4.1} \\
&w(0, x) \leq 0 \quad \text{in } \Omega,
\end{align*}
\]

where \( c \equiv c(t, x) \) is a bounded function in \( D_T \). Then \( w(t, x) \leq 0 \) in \( \overline{D_T} \).

**Proof.** By replacing \( w \) by the function \( e^{-\gamma t}w \) for some constant \( \gamma \) satisfying \( \gamma \geq -c(t, x) \) if necessary, we may assume that \( c(t, x) \geq 0 \) in \( D_T \). Assume by contradiction that \( w \) is not nonpositive in \( \overline{D_T} \). Then there exists a point \( (t_0, x_0) \in \overline{D_T} \) such that \( w(t_0, x_0) \) is a positive maximum. By the relation \( w(0, x) \leq 0 \), \( t_0 > 0 \). Since \( c(t, x) \geq 0 \), the maximum principle implies that \( x_0 \notin \Omega \) unless \( w \) is a positive constant in \( \overline{D_T} \). However, by the boundary inequality in (4.1) and the condition (3.5) or (3.6), \( w \) cannot be a positive constant, and so we must have \( x_0 \in \partial \Omega \). It follows from \( K(x, y) \geq 0 \) and the positive maximum property of
that
\[
\alpha_0 \frac{\partial w}{\partial 
u}(t_0, x_0) + w(t_0, x_0) \leq \left( \int_{\Omega} K(x_0, y) \, dy \right) w(t_0, x_0).
\]
Since, by the strong maximum principle, \( \frac{\partial w}{\partial 
u}(t_0, x_0) > 0 \), the above inequality cannot be satisfied when either condition (3.5) holds or \( \alpha_0 > 0 \) and condition (3.6) holds. In the case \( \alpha_0 = 0 \), the boundary inequality at \( (t_0, x_0) \) is reduced to
\[
w(t_0, x_0) \leq \int_{\Omega} K(x_0, y) w(t_0, y) \, dy.
\]
Since \( w \) is not a constant, condition (3.6) leads again to a contradiction. This shows that \( w \) must be nonpositive in \( D_T \). □

A direct consequence of Lemma 4.1 is the monotone property of the time-dependent solution of (1.1) when the initial function \( u_0 \) is either an upper solution or a lower solution of the steady-state problem (1.2).

Lemma 4.2. Let \( \tilde{u}_s, \tilde{u}_s \) be a pair of ordered upper and lower solutions of (1.2), and let \( \tilde{u}(t, x), \tilde{u}(t, x) \) be the solutions of (1.1) with \( \tilde{u}(0, x) = \tilde{u}_s(x) \) and \( \tilde{u}(0, x) = \tilde{u}_s(x) \), respectively. Assume that either (3.5) or (3.6) holds. Then for each \( x \in \overline{\Omega}, \tilde{u}(t, x) \) is monotone nonincreasing and \( \tilde{u}(t, x) \) is monotone nondecreasing in \( t \) for \( t > 0 \). Moreover,
\[
\tilde{u}(t, x) \geq \tilde{u}(t, x) \quad \text{for all} \quad t \geq 0, \quad x \in \overline{\Omega}.
\]  

Proof. Since \( \tilde{u}_s, \tilde{u}_s \) are also ordered upper and lower solutions of (1.1) when \( \tilde{u}_s \geq u_0 \geq \tilde{u}_s \), Theorem 2.1 ensures that the solutions \( \tilde{u}(t, x) \) and \( \tilde{u}(t, x) \) exist and satisfy the relation
\[
\tilde{u}_s(x) \leq \tilde{u}(t, x) \leq \tilde{u}_s(x), \quad \tilde{u}_s(x) \leq \tilde{u}(t, x) \leq \tilde{u}_s(x).
\]  

Consider the function \( w(t, x) = \tilde{u}(t + \delta, x) - \tilde{u}(t, x) \) for an arbitrary constant \( \delta > 0 \). In view of (1.1) and the mean-value theorem,
\[
w_t - Lw = f(x, \tilde{u}(t + \delta)) - f(x, \tilde{u}(t, x)) = (f_u(x, \eta))w,
\]
\[
B[w] = \int_{\Omega} K(x, y)w(t, y) \, dy,
\]
\[
w(0, x) = \tilde{u}(\delta, x) - \tilde{u}(0, x) = \tilde{u}(\delta, x) - \tilde{u}_s(x),
\]
where \( \eta \equiv \eta(t, x) \) is an intermediate value between \( \tilde{u}(t + \delta, x) \) and \( \tilde{u}(t, x) \). Since \( f_u(x, \eta) \) is bounded in \( D_T \) for every \( T > 0 \) and, by (4.3), \( w(0, x) \leq 0 \), Lemma 4.1 implies that \( w(t, x) \leq 0 \) in \( \overline{D_T} \). This leads to \( \tilde{u}(t + \delta, x) \leq \tilde{u}(t, x) \) for every \( t > 0 \). The arbitrariness of \( \delta > 0 \) ensures that \( \tilde{u}(t, x) \) is nonincreasing in \( t \). A similar argument shows that \( \tilde{u}(t, x) \) is nondecreasing in \( t \) for every \( t > 0 \). To show the relation \( \tilde{u}(t, x) \geq \tilde{u}(t, x) \) we observe that the function \( w^*(t, x) \) satisfies the relation (4.4) with \( w^*(0, x) = \tilde{u}_s(x) - \tilde{u}_s(x) \) and with possibly a different intermediate value \( \eta(t, x) \). Since \( w^*(0, x) \leq 0 \), the same reasoning as for \( w(t, x) \) shows that \( w^*(t, x) \leq 0 \) in \( \overline{D_T} \) for every \( T > 0 \). This gives the relation (4.2). □

When the initial function \( u_0 \) is in \( (\tilde{u}_s, \tilde{u}_s) \) but is not necessarily an upper solution nor a lower solution the same argument as in the proof of Lemma 4.2 leads to the following comparison result.
Lemma 4.3. Let \(u(t, x)\) be the solution of (1.1) corresponding to any \(u_0 \in (\hat{u}_s, \hat{u}_s)\), and let either (3.5) or (3.6) hold. Then

\[
u(t, x) \leq u(t, x) \leq \bar{u}(t, x) \quad \text{for all } t > 0, \quad x \in \Omega. \tag{4.5}
\]

Proof. Let \(w(t, x) = u(t, x) - \bar{u}(t, x)\). Then \(w(t, x)\) satisfies (4.4) with \(w(0, x) = u_0(x) - \hat{u}_s(x) \leq 0\) and with \(\eta(t, x)\) an intermediate value between \(u(t, x)\) and \(\bar{u}(t, x)\). By an application of Lemma 4.1, \(w(t, x) \leq 0\) which gives \(u(t, x) \leq \bar{u}(t, x)\). The proof for \(u(t, x) \geq u(t, x)\) is similar. \(\square\)

Based on Lemmas 4.2 and 4.3 we have the following monotone convergence of the time-dependent solutions \(\bar{u}(t, x)\) and \(\bar{u}(t, x)\).

Theorem 4.1. Let \(\hat{u}_s, \hat{u}_s\) be a pair of ordered upper and lower solutions of (1.2), and let \(\bar{u}(t, x), \bar{u}(t, x)\) be the solutions of (1.1) with \(\bar{u}(0, x) = \hat{u}_s(x)\) and \(\bar{u}(0, x) = \hat{u}_s(x)\), respectively. Assume that either condition (3.5) or condition (3.6) holds. Then

\[
\lim_{t \to \infty} \bar{u}(t, x) = \bar{u}_s(x), \quad \lim_{t \to \infty} \bar{u}(t, x) = \bar{u}_s(x) \quad \text{as } t \to \infty, \tag{4.6}
\]

where \(\bar{u}_s(x)\) and \(\bar{u}_s(x)\) are the maximal and minimal solutions of (1.2), respectively.

Proof. By Lemma 4.2 and the relations (4.2) and (4.3), the limits

\[
\lim_{t \to \infty} \bar{u}(t, x) = \bar{u}_s(x), \quad \lim_{t \to \infty} \bar{u}(t, x) = \bar{u}_s(x) \quad \text{as } t \to \infty \quad (x \in \Omega) \tag{4.7}
\]

exist and satisfy \(\hat{u}_s \geq \bar{u}_s \geq \bar{u}_s \geq \hat{u}_s\) in \(\Omega\). It can be shown by a similar argument as in [9] that \(\bar{u}_s\) and \(\bar{u}_s\) are solutions of (1.2). To complete the proof of the theorem it suffices to show that \(\bar{u}_s = \bar{u}_s\) and \(\bar{u}_s = \bar{u}_s\).

Consider the maximal solution \(\bar{u}_s\) as a solution of (1.1) with \(u_0 = \bar{u}_s\). By Lemma 4.3, \(\bar{u}(t, x) \leq \bar{u}_s(x) \leq \bar{u}(t, x)\). Letting \(t \to \infty\) and using the relation (4.7) yields \(\bar{u}_s \leq \bar{u}_s \leq \bar{u}_s\). Since \(\bar{u}_s \in (\hat{u}_s, \hat{u}_s)\) and \(\bar{u}_s\) is the maximal solution in \(\hat{u}_s, \hat{u}_s\) we must have \(\bar{u}_s \leq \bar{u}_s\). This leads to \(\bar{u}_s = \bar{u}_s\). The proof for \(\bar{u}_s = \bar{u}_s\) is similar. \(\square\)

Theorem 4.1 gives the monotone convergence of the time-dependent solution to a steady-state solution when the initial function is either an upper solution or a lower solution of the steady-state problem. For an arbitrary initial function in \(\langle \hat{u}_s, \hat{u}_s \rangle\) we have the following conclusion.

Theorem 4.2. Let \(\hat{u}_s, \hat{u}_s\) be a pair of ordered upper and lower solutions of (1.2), and let either condition (3.5) or condition (3.6) hold. Then for any \(u_0 \in (\hat{u}_s, \hat{u}_s)\) the solution \(u(t, x)\) of (1.1) converges to a solution \(u_0(x)\) of (1.2) as \(t \to \infty\) if and only if \(u_0(x)\) is unique in \(\langle \hat{u}_s, \hat{u}_s \rangle\).

Proof. Suppose \(u_0(x)\) is the unique solution of (1.2) in \(\langle \hat{u}_s, \hat{u}_s \rangle\). Then \(\bar{u}_s = \bar{u}_s = u_0\) and

\[
\lim_{t \to \infty} \bar{u}(t, x) = \lim_{t \to \infty} u(t, x) = u_0(x) \quad \text{as } t \to \infty \quad (x \in \Omega). \tag{4.8}
\]

Since by Lemma 4.3, \(u(t, x)\) satisfies relation (4.5) it follows that \(u(t, x)\) must also converge to \(u_0(x)\) as \(t \to \infty\). Conversely, if \(u^*_s\) is a solution of (1.2) in \(\langle \hat{u}_s, \hat{u}_s \rangle\) then it is also a solution of (1.1) with \(u_0 = u^*_s\). Since \(u^*_s\) is independent of \(t\), it converges to \(u_s\) only when \(u^*_s = u_s\). This shows that \(u_s\) is unique in \(\langle \hat{u}_s, \hat{u}_s \rangle\). \(\square\)

A direct consequence of Theorem 4.2 yields the following dynamical behavior of the problem (1.1).
Theorem 4.3. Let $K(x, y)$ satisfy either (3.5) or (3.6), and let $f(x, u)$ satisfy (3.9) for some $M > 0, m \leq 0$. Then for any $u_0(x)$ with $m \leq u_0(x) \leq M$ the solution $u(t, x)$ of (1.1) converges to a unique solution $u_s(x)$ of (1.2) as $t \to \infty$.

Proof. By condition (3.9), $\hat{u}_s = M$ and $\hat{u}_s = m$ are ordered upper and lower solutions of (1.2). Since by Corollary 3.1, problem (1.2) has a unique solution $u_s$ in $(\hat{u}_s, \hat{u}_s)$, the conclusion of the theorem follows from Theorem 4.2. □

In the special case $f(x, u) = c(x)u$ where $c(x) < 0$, condition (3.9) is satisfied by any constants $M > 0$ and $m < 0$. Hence if $K(x, y)$ satisfies either (3.5) or (3.6) then by Corollary 3.1, $u_s = 0$ is the only solution of (1.2). The arbitrariness of $M > 0, m \leq 0$, and Theorem 4.3 imply that for any initial function $u_0$ the corresponding solution $u(t, x)$ of (1.1) converges to 0 as $t \to \infty$. This shows that the trivial solution $u_s = 0$ is globally asymptotically stable. However, if $K(x, y)$ is not always nonnegative as in the case considered in [3, 4, 7], Theorem 4.3 is not directly applicable. To treat this case we use solutions of (1.1) with $K(x, y) \geq 0$ as comparison functions for the solution with a general $K(x, y)$.

Consider the time-dependent problem

$$
\begin{align*}
Ut - LU &= f(x, U) \\
B[U] &= \int_{\Omega} |K(x, y)|U(t, y) \, dy \\
U(0, x) &= U_0(x) \\
&\quad(t > 0, x \in \Omega),
\end{align*}
$$

(4.8)

where $U_0 \geq 0$. Assume that $|K(x, y)|$ satisfies (2.5) and $f(x, u)$ satisfies (2.6) with $m = 0$. By Theorem 2.2, problem (4.8) has a unique nonnegative solution $U$ in $(0, M)$ whenever $U_0 \leq M$. Upon replacing $U, U_0$ by $-U$ and $-U_0$, respectively, in (4.8), the resulting problem has a unique nonpositive solution $U^*$ in $(-M^*, 0)$ provided that $f(x, 0) \leq 0$ and $f(x, -M^*) \geq 0$ for some constant $M^* \geq U_0$. This follows from the fact that $\hat{u} = 0$ and $\hat{u} = -M^*$ are ordered upper and lower solutions. It is easy to see that $U^* = -U$ if

$$
M^* = M \quad \text{and} \quad f(x, -u) = -f(x, u) \quad \text{for } |u| \leq M.
$$

Using $U$ and $-U$ as comparison functions we have the following comparison result for problem (1.1) where $K(x, y)$ may assume positive as well as negative values on $\partial \Omega \times \Omega$.

Theorem 4.4. Let $|K(x, y)|$ satisfy either condition (3.5) or condition (3.6), and let there exist a constant $M > 0$ such that

$$
\begin{align*}
f(x, M) &\leq 0, \quad f(x, u) = -f(x, -u) \quad \text{for } |u| \leq M.
\end{align*}
$$

(4.9)

Denote by $u(t, x), U(t, x)$ the respective solutions of (1.1) and (4.8), where $U_0 = |u_0| \leq M$. Then

$$
-\U(t, x) \leq u(t, x) \leq U(t, x) \quad (t > 0, x \in \overline{\Omega}).
$$

(4.10)

Proof. Let $w = e^{\gamma t}(u - U)$, where $\gamma$ is any constant satisfying the relation $\gamma \geq f_u(x, u)$ for $x \in \overline{\Omega}, |u| \leq M$. By (1.1), (4.8), and the mean-value theorem, $w$
satisfies
\[ w_t - Lw + \gamma w = e^{-\gamma t}[f(x, u) - f(x, U)] = (f_u(x, \eta))w, \]
\[ B[w] = e^{-\gamma t} \int_{\Omega} [K(x, y)u(t, y) - |K(x, y)|U(t, y)] dy, \]
\[ = \int_{\Omega} K(x, y)w(t, y) dy + e^{-\gamma t} \int_{\Omega} [K(x, y) - |K(x, y)|]U(t, y) dy. \]
Since \( U(t, x) \geq 0 \) the above relation is reduced to
\[ w_t - Lw + c^*(t, x)w = 0 \quad (t > 0, x \in \Omega), \]
\[ B[w] \leq \int_{\Omega} K(x, y)w(t, y) dy \quad (t > 0, x \in \partial \Omega), \]
where \( c^*(t, x) = \gamma - f_u(x, \eta) \geq 0. \) We show that \( w(t, x) \leq 0. \) Assume this is not true. Then there exists a point \( (t_0, x_0) \) such that \( w(t_0, x_0) \) is a positive maximum. Since \( u(0, x) = U_0 - |u_0| < 0, \) \( t_0 \neq 0. \) By the maximum principle and condition (3.5) or (3.6), \( x_0 \in \partial \Omega \) and \( w \) is not a constant. In view of the boundary inequality in (4.11),
\[ B[w(t_0, x_0)] \leq \left( \int_{\Omega} |K(x_0, y)| dy \right) w(t_0, x_0). \]
It follows from the same argument as in the proof of Lemma 4.1 that the above inequality cannot be true. This contradiction shows that \( w(t, x) \leq 0 \) which gives the result \( u \leq U. \) Since by (4.9), \( -U \) is a solution of (4.8) with \( U_0 \) replaced by \(-U_0, \) a similar argument as above shows that \( u \geq -U. \) This proves the theorem.

Based on the comparison result in Theorem 4.4 we have the following decay property of the time-dependent solution.

**Theorem 4.5.** Let \( |K(x, y)| \) satisfy either condition (3.5) or condition (3.6), and let \( f(x, u) \) satisfy condition (4.9) and the nonincreasing property \( f_u(x, u) \leq 0 \) for \( 0 \leq u \leq M. \) Then for any \( u_0 \) with \( |u_0| \leq M \) the corresponding solution \( u(t, x) \) of (1.1) possesses the decay property
\[ \lim |u(t, x)| = 0 \quad \text{as } t \to \infty \quad (x \in \overline{\Omega}). \]

**Proof.** Since by (4.9) \( f(x, 0) = 0, \) Corollary 3.1 implies that \( u_s = 0 \) is the unique solution of (1.2) in \( (0, M). \) Hence by Theorem 4.3 the solution \( U(t, x) \) of (4.8) with \( U_0 = |u_0| \) converges to 0 as \( t \to \infty. \) The decay property of \( |u(t, x)| \) follows from Theorem 4.4.

When the function \( f(x, u) \) is given in the form
\[ f(x, u) = c(x)u^{2p+1}, \quad p = 0, 1, 2, \ldots, \]
where \( c(x) \leq 0, \) the requirements on \( f \) in Theorem 4.5 are fulfilled by any constant \( M > 0. \) Hence given any initial function \( u_0 \) the solution \( u(t, x) \) of (1.1) decays to 0 as \( t \to \infty \) when \( |K(x, y)| \) satisfies either condition (3.5) or condition (3.6). This decay property was also obtained by Day [4] and Friedman [7] for the linear case \( f(x, u) = c(x)u \) where \( |K(x, y)| \) is required to satisfy condition (3.5).
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