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Abstract. We provide several sufficient conditions for the existence and the stability of limit cycles in two-dimensional differential equation systems. We also apply our results to business cycle models in the Keynesian tradition.

1. Introduction. So far, there have been many important papers on cyclical fluctuations in the business cycle theories in the Keynesian tradition. For brief surveys, see Gabisch and Lorenz [5], Lorenz [12], and Owase [14, 15]. Many of the papers discuss the endogenous cyclical fluctuations in economic activities as inevitable events in a capitalist system, by making the fluctuations correspond to the stable limit cycles of idealized two-dimensional models.

As a mathematical tool for detecting a limit cycle, we have the well-known Poincaré-Bendixson theorem. To use this theorem, we need to detect a compact set on the boundary of which the vector field of a model points inward. Chang and Smyth [3] have provided, for the type of system \( \frac{dx}{dt} = f(x, y) \), \( \frac{dy}{dt} = g(x, y) \), a geometrical method for searching for such a compact set. In Sec. 2, we provide a more generalized sufficient condition for the existence of externally stable outermost and internally stable innermost limit cycles for \( \Gamma \) than that obtained by utilizing the method of Chang and Smyth.

However, our first result (therefore, the result of Chang and Smyth [3]) does not hold true for the type \( \Lambda: \frac{dx}{dt} = f(x, y), \frac{dy}{dt} = g(x) \), because in our first result the conditions on \( g(x, y) \) with respect to \( y \), such as \( \frac{\partial g}{\partial y} < 0 \), are essentially utilized. This type of system has often appeared in the business cycle models in the Keynesian tradition. For example, see Schinasi [17]. Compared to \( \Gamma \) with the conditions on \( g(x, y) \) with respect to \( y \), it is slightly more difficult to guarantee a limit cycle of \( \Lambda \). Special forms of \( \Lambda \), specifically the generalized Liénard system: \( \frac{dx}{dt} = y - f(x), \frac{dy}{dt} = -g(x) \), have been elaborately studied by many mathematicians. See, for example, Sansone and Conti [16], Ye Yanqian [18], and Cesari [2]. However, the systems for which such studies have been intended are somewhat over specified from the viewpoint of economic dynamics. In Sec. 3, we present, for the most general form of \( \Lambda \), an analytical sufficient condition for the existence of externally stable outermost and internally stable innermost cycles.
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It is more difficult to establish two-sided stability (merely stability) of an emerging cycle. As a tool for doing this, we have the Hopf bifurcation theorem. However, the stability of the limit cycle obtained from this theorem depends on the second and third derivatives of the vector field of a model. In economics, we can know at most second derivatives of it. Therefore, the Hopf bifurcation theorem does not give us any economically meaningful information on the stability of a limit cycle.

Another tool for investigating stability of a cycle is the uniqueness-stability theorems, which show the coincidence of externally stable outermost and internally stable innermost limit cycles. As for the Kaldor model, the results in this direction were first obtained by Lorenz [11]. Lorenz conjectured that, without the symmetric nonlinearities of investment and savings functions, the possibility of the existence of more than one limit cycle cannot be excluded. But more recently, Galeotti and Gori [6] succeeded in excluding such symmetric nonlinearities by utilizing the result by Zhang Zhifen [20]. Their result is, however, crucially dependent on ad hoc nonlinearities of the aggregate excess supply (= savings – investment) function, i.e., the left-hand concavity and the right-hand convexity of this function with respect to the equilibrium income. In Sec. 4, to exclude such nonlinearities, we present, by combining our existence theorem and Huang Kecheng’s uniqueness theorem [18, p. 156], another sufficient condition that guarantees a unique stable limit cycle for the generalized Liénard system.

In the final section, we consider the existence and the stability of a cycle for two business cycle models in the Keynesian tradition. We first apply our results to the several different versions of the Kaldor model [3] and present an analytical sufficient condition for guaranteeing, for any of the versions, outermost externally stable and innermost internally stable cycles. Next, we show, by means of our unique existence theorem, that in the Kaldor model such nonlinearities as were assumed by Galeotti and Gori [6] are not always necessary for the existence of a unique stable limit cycle. Finally, we also provide an analytical sufficient condition for the existence of outermost externally stable and innermost internally stable cycles for the Schinasi model [17]. We also provide, for a specified version of the Schinasi model, a sufficient condition for the existence of a unique stable cycle.

2. Existence of outermost and innermost cycles. I. In this section, we provide a general sufficient condition for the existence of the outermost and innermost limit cycles for the two-dimensional differential equation system \( \Gamma: \frac{dx}{dt} = f(x, y), \frac{dy}{dt} = g(x, y). \)

For \( \Gamma \), suppose \( f \) and \( g \) are everywhere of class \( C^1 \) and \( f(0, 0) = g(0, 0) = 0 \).

**Theorem 1.** Suppose that \( (0, 0) \) is the unique equilibrium point of \( \Gamma \). Under the following assumptions, \( \Gamma \) has an outermost limit cycle that is externally stable and an innermost limit cycle that is internally stable.

\[
\begin{align*}
(\Gamma.1) & \quad g(x, 0)x > 0 \text{ for any } x \neq 0, f(0, y)y < 0 \text{ for any } y \neq 0. \\
(\Gamma.2) & \quad \lim_{y \to \pm \infty} |f(0, y)| = +\infty, \lim_{x \to \pm \infty} |g(x, 0)| = +\infty.
\end{align*}
\]
There exist positive numbers $\delta$ and $\zeta$ such that

\[(\Gamma.3.1) \quad \sup_{x \geq \delta, y \in \mathbb{R}} \{f(x, y) - f(0, y)\} < 0,\]
\[\inf_{x \leq -\delta, y \in \mathbb{R}} \{f(x, y) - f(0, y)\} > 0,\]

\[(\Gamma.3.2) \quad \sup_{y \geq \zeta, x \in \mathbb{R}} \{g(x, y) - g(x, 0)\} < 0,\]
\[\inf_{y \leq -\zeta, x \in \mathbb{R}} \{g(x, y) - g(x, 0)\} > 0,\]

\[(\Gamma.3.3) \quad \sup_{|x| \leq \delta, y \in \mathbb{R}} |f(x, y) - f(0, y)| < +\infty,\]
\[\sup_{|y| \leq \zeta, x \in \mathbb{R}} |g(x, y) - g(x, 0)| < +\infty.\]

Any eigenvalue of the Jacobian matrix of $(f, g)$ evaluated at $(0, 0)$ has a positive real part.

Fig. 1. Outermost and innermost limit cycles that are externally and internally stable, respectively.
Fig. 2. Graphical illustration of Condition \( \Gamma.3 \). \( \Omega \) is the set that contains \( \{(x, f(x, y)) : |x| \leq \delta\} \).

**Proof.** We see from (\( \Gamma.4 \)) that the positive limit set of any orbit with initial value \((x(0), y(0)) \neq (0, 0)\) does not contain \((0, 0)\).

Now, we prove the ultimate boundedness of solutions of \( \Gamma \). From (\( \Gamma.2 \)) and (\( \Gamma.3 \)), there are positive numbers \( \eta (> \delta) \) and \( \lambda (> \zeta) \) such that

\[
|x| \geq \eta, \quad |y| \leq \zeta \Rightarrow g(x, 0)(f(x, y) - f(0, y)) \\
+ \sup_{|y| \leq \zeta} |f(0, y)| \sup_{|y| \leq \zeta, x \in \mathbb{R}^1} |g(x, y) - g(x, 0)| < 0, \quad (1.1)
\]

\[
|x| \leq \delta, \quad |y| \geq \lambda \Rightarrow -f(0, y)(g(x, y) - g(x, 0)) \\
+ \sup_{|x| \leq \delta} |g(x, 0)| \sup_{|x| \leq \delta, y \in \mathbb{R}^1} |f(x, y) - f(0, y)| < 0. \quad (1.2)
\]

Fix \( \eta \) and \( \lambda \) that satisfy (1). Define the Liapunov function

\[
V(x, y) = \int_0^x g(p, 0) \, dp - \int_0^y f(0, q) \, dq.
\]

Note that

\[
\frac{dV}{dt} = g(x, 0)f(x, y) - f(0, y)g(x, y) \\
= g(x, 0)(f(x, y) - f(0, y)) - f(0, y)(g(x, y) - g(x, 0)).
\]
Then, it follows directly from (1), (Γ.3.1), and (Γ.3.2) that

\[ (x, y) \in \{(x, y) \in \mathbb{R}^2 : |x| \geq \eta\} \cup \{(x, y) \in \mathbb{R}^2 : |y| \geq \lambda\} \Rightarrow \frac{dV}{dt} < 0. \quad (2) \]

The ultimate boundedness of \( \Gamma \) follows directly from (2) and Theorem 14.6 of Yoshizawa [19]. Then, the Poincaré-Bendixson theorem completes the proof.

As shown later, (Γ.3) and (Γ.4) provide a mathematical generalization of the well-known Kaldor's condition.

The next corollary is useful for detecting limit cycles of the business cycle models in the Keynesian tradition.

**Corollary 1.** Suppose that \((0, 0)\) is the unique equilibrium point of \( \Gamma \). Under (Γ.4) and the following conditions, \( \Gamma \) has an outermost limit cycle that is externally stable and an innermost limit cycle that is internally stable.

\[ \text{(Γ.5)} \quad \inf_{x \in \mathbb{R}^l} \frac{\partial g(x, 0)}{\partial x} > 0, \quad \sup_{y \in \mathbb{R}^l} \frac{\partial f(0, y)}{\partial y} < 0. \]

\[ \text{(Γ.6)} \quad \text{There exist positive numbers } \delta \text{ and } \zeta \text{ such that} \]

\[ \text{(Γ.6.1)} \quad \sup_{|x| \geq \delta, y \in \mathbb{R}^l} \frac{\partial f(x, y)}{\partial x} < 0, \quad \sup_{|y| \geq \zeta, x \in \mathbb{R}^l} \frac{\partial g(x, y)}{\partial y} < 0, \]
\( (\Gamma.6.2) \quad \text{Sup}_{|x| \leq \delta, y \in \mathbb{R}^1} \left| \frac{\partial f(x, y)}{\partial x} \right| < +\infty, \quad \text{Sup}_{|y| \leq \zeta, x \in \mathbb{R}^1} \left| \frac{\partial g(x, y)}{\partial y} \right| < +\infty. \)

**Proof.** Note that

\[
f(x, y) - f(0, y) = \int_0^x \frac{\partial f(p, y)}{\partial x} dp, \quad g(x, y) - g(x, 0) = \int_0^y \frac{\partial g(x, q)}{\partial y} dq.
\]

The proof follows directly from Theorem 1. \( \blacksquare \)

3. **Existence of outermost and innermost cycles.** II. Since \( (\Gamma.3.2) \) or \( (\Gamma.6.1) \) is assumed, Theorem 1 does not hold true for the type \( \Lambda: dx/dt = f(x, y), \ dy/dt = g(x) \), which has often appeared in the business cycle models in the Keynesian tradition. Similarly, the method of Chang and Smyth [3] does not hold true for \( \Lambda \). Compared to \( \Gamma \), it is slightly more difficult to obtain a sufficient condition for guaranteeing a limit cycle of \( \Lambda \). Special forms of \( \Lambda \) have been elaborately studied by many mathematicians. In this section, we provide an analytical condition for the existence of the outermost and innermost limit cycles for the most general form of \( \Lambda \).

For \( \Lambda \), suppose \( f \) and \( g \) are everywhere of class \( C^1 \) and \( f(0, 0) = g(0) = 0 \).

**Theorem 2.** Under the following assumptions, \( \Lambda \) has an outermost limit cycle that is externally stable and an innermost limit cycle that is internally stable.

\[ (A.1) \quad g(x)x > 0 \text{ for any } x \neq 0, \quad f(0, y)y < 0 \text{ for any } y \neq 0. \]

\[ (A.2) \quad \lim_{y \to \pm\infty} |f(0, y)| = +\infty, \text{ and there exists a positive number } \beta \text{ such that } \text{Inf}_{|x| \geq \beta} |g(x)| > 0. \]

\[ (A.3) \quad \text{There exists a positive number } \delta(> \beta) \text{ such that } \]

\[ (A.3.1) \quad \text{Sup}_{x \geq \delta, y \in \mathbb{R}^1} \{f(x, y) - f(0, y)\} < 0, \quad \text{Inf}_{x \leq -\delta, y \in \mathbb{R}^1} \{f(x, y) - f(0, y)\} > 0, \]

\[ (A.3.2) \quad \text{Sup}_{|x| \leq \delta, y \in \mathbb{R}^1} |f(x, y) - f(0, y)| < +\infty. \]

\[ (A.4) \quad \frac{\partial f(x, y)}{\partial x} \bigg|_{(0,0)} > 0. \]

**Proof.** Note that by \( (A.1) \), \( (0, 0) \) is the unique equilibrium of \( \Lambda \). Define

\[
u(x, y) = \int_0^x g(p) dp - \int_0^y f(0, q) dq.
\]

It follows from \( (A.1) \) that \( u > 0 \) for any \( (x, y) \neq (0, 0) \). We observe from \( (A.4) \) that there exists a neighborhood of \( (0, 0) \), say \( U(0, 0) \), such that \( \partial f(x, y)/\partial x > 0 \) for any \( (x, y) \in U(0, 0) \). Therefore, we have

\[
\frac{du}{dt} = g(x)\{f(x, y) - f(0, y)\} > 0 \quad \text{for any } (x, y) \in U(0, 0) \cap \{x \neq 0\}.
\]

This implies that the positive limit set of any orbit with initial value \( (x(0), y(0)) \neq (0, 0) \) does not contain \( (0, 0) \).

Next, we prove the ultimate boundedness of solutions of \( \Lambda \). From \( (A.2) \) and \( (A.3.2) \), there exists a positive number \( \zeta \) such that

\[
|x| \leq \delta, \quad y \geq \zeta \Rightarrow f(0, y) < -\left\{ \text{Sup}_{|x| \leq \delta, y \in \mathbb{R}^1} |f(x, y) - f(0, y)| \right\} \left\{ \text{Sup}_{|x| \leq \delta} |g(x) + 1| \right\},
\]

\[ (3.1) \]
\[ |x| \leq \delta, \ y \leq -\zeta \]

\[ \Rightarrow f(0, y) > \left\{ \sup_{|x| \leq \delta, \ y \in \mathbb{R}^1} |f(x, y) - f(0, y)| \right\} \left\{ \sup_{|x| \leq \delta} |g(x) - 1| \right\}. \] (3.2)

Moreover, from (A.1) and (A.3.1) there is a positive number \( \theta \) such that

\[ x \leq -\delta \Rightarrow g(x)\{f(x, y) - f(0, y) - 2\delta/\theta\} < 0 \text{ for any } y \in \mathbb{R}^1. \] (4)

Putting \( \eta = \max\{\zeta, \theta\} \), define the Liapunov function

\[ V(x, y) = \begin{cases} 
ucase{u(x, y),} & x \geq \delta, \ y \in \mathbb{R}^1, \\
ucase{u(x, y) + x - \delta,} & |x| \leq \delta, \ y \geq \eta, \\
ucase{u(x, y) - 2\delta,} & x \leq -\delta, \ y \geq \eta, \\
ucase{u(x, y) - (2\delta/\eta)y,} & x \leq -\delta, \ |y| \leq \eta, \\
ucase{u(x, y) + 2\delta,} & x \leq -\delta, \ y \leq -\eta, \\
ucase{u(x, y) - x + \delta,} & |x| \leq \delta, \ y \leq -\eta, 
\end{cases} \] (5)

Fig. 4. Illustration of Liapunov function (5).
Then, we obtain from (A.2) that $V(x, y) \to +\infty$ as $|x| + |y| \to +\infty$. Now, define $\dot{V}(x, y) = \limsup_{h \to 0^+} \{V(x(t+h)) - V(x(t))\}/h$. Then, $\dot{V}(x, y)$ can be calculated as follows.

(I) When $(x, y) \in \{(x, y) \in \mathbb{R}^2: x \geq \delta, y \in \mathbb{R}^1\} \cup \{(x, y) \in \mathbb{R}^2: x \leq -\delta, |y| \geq \eta\}$, we have from (A.1) and (A.3.1) that

$$V(x, y) = g(x)\{f(x, y) - f(0, y)\} < 0.$$  

(II) When $(x, y) \in \{(x, y) \in \mathbb{R}^2: |x| < \delta, y > \eta \geq \zeta\}$, we have from (3.1)

$$\dot{V}(x, y) = \{f(x, y) - f(0, y)\}\{g(x) + 1\} + f(0, y) < 0.$$  

(III) When $(x, y) \in \{(x, y) \in \mathbb{R}^2: |x| \leq \delta, y \leq -\eta \leq -\zeta\}$, by an argument similar to that of (II), it follows from (3.2) that $\dot{V}(x, y) < 0$.

(IV) When $(x, y) \in \{(x, y) \in \mathbb{R}^2: x < -\delta, |y| < \eta \leq \zeta\}$, we have from (4)

$$\dot{V}(x, y) = g(x)\{f(x, y) - f(0, y) - 2\delta/\eta\} < 0.$$  

From (I)–(IV), we see

$$(x, y) \in \{(x, y) \in \mathbb{R}^2: |x| \geq \delta\} \cup \{(x, y) \in \mathbb{R}^2: |y| \geq \eta\} \to \dot{V}(x, y) < 0. \quad (6)$$

The ultimate boundedness of $\Lambda$ follows directly from (6) and Theorem 14.6 of Yoshizawa [19]. Thus, the Poincaré-Bendixson theorem completes the proof. ■

As shown later, (A.3) and (A.4) also provide a generalization of the well-known Kaldor’s condition.

**Remark 1.** The Liapunov function analogous to (5) in the proof of Theorem 2 was first ascertained by Mizohata and Yamaguchi [13]. They used it to detect a periodic solution of the system $d^2x/dt^2 + f(x)dx/dt + g(x) = p(t)$, which is equivalent to $dx/dt = -y - \int f(s)ds + \int p(t)d\tau$ and $dy/dt = -g(x)$. The Liapunov function (5) gives a generalization of Mizohata and Yamaguchi’s.

The next corollary with slightly stronger conditions is also useful for guaranteeing the outermost and innermost limit cycles for the business cycle models in the Keynesian tradition.

**Corollary 2.** Under (A.4) and the following assumptions, $\Lambda$ has an outermost limit cycle that is externally stable and an innermost limit cycle that is internally stable.

(A.5) $\frac{dg(x)}{dx} > 0$, $\sup_{y \in \mathbb{R}^1} \frac{\partial f(0, y)}{\partial y} < 0$.

(A.6) There exists a positive number $\delta$ such that

(A.6.1) $\sup_{|x| \geq \delta, y \in \mathbb{R}^1} \frac{\partial f(x, y)}{\partial y} < 0$,

(A.6.2) $\sup_{|x| \leq \delta, y \in \mathbb{R}^1} \left| \frac{\partial f(x, y)}{\partial x} \right| < +\infty$. 


Proof. See the proof of Corollary 1.

4. Two-sided stability. So far, we have considered the existence of outermost and innermost limit cycles that display one-sided stability. It is important, from the business cycle theoretic point of view, to know what sorts of conditions guarantee two-sided stability of an emerging cycle. An important uniqueness-stability theorem by Huang Kecheng (see Ye Yanqian [18, p.156]) gives a sufficient condition for guaranteeing the stability of a cycle in the Liénard system. His result is, with several modifications, as follows.

Theorem 3 (Huang Kecheng). Consider the system $\Lambda^\sharp$:
\[
\begin{align*}
\frac{dx}{dt} &= -y - F(x), \\
\frac{dy}{dt} &= g(x),
\end{align*}
\]
where $F$ is of class $C^1$, $g$ is continuous, and $F(0) = 0$. Suppose the following conditions are satisfied:

(A\:1) $g(x)x > 0$ for any $x \neq 0$,

(A\:2) there exist numbers $a$, $a'$, $b$, and $b'$ ($b' < a' < 0 < a < b$) such that
\begin{itemize}
  \item[(A\:2.1)] $F(x) \leq F(a)$ when $0 < x < a$, and $F(x)$ is monotonically increasing on $[a, b]$,
  \item[(A\:2.2)] $F(x) \geq F(a')$ when $a' < x < 0$, and $F(x)$ is monotonically increasing on $[b', a']$.
\end{itemize}

Then, in the strip $b' < x < b$, $\Lambda^\sharp$ has at most one limit cycle.

Proof. See Ye Yanqian [18, pp. 156–158].

Directly from Theorem 2 and Theorem 3, we obtain

Theorem 4. If (A\:1) and the following conditions are all satisfied, then $\Lambda^\sharp$ has a unique stable limit cycle.

(A\:3) There exists a positive number $\beta$ such that
\[\inf_{|y| \geq \beta} |g(x)| > 0.\]

(A\:4) There exists a positive number $\delta$ such that
\[\inf_{|x| \geq \delta} \frac{dF(x)}{dx} > 0.\]

(A\:5) $\frac{dF(x)}{dx}|_{x=0} < 0$.

Proof. From Theorem 2, we see that, under the conditions of Theorem 4, $\Lambda^\sharp$ has an outermost limit cycle that is externally stable and an innermost limit cycle that is internally stable.

On the other hand, from (A\:4), there exist sufficiently large numbers $a$ and $a'$ ($a' < -\delta < 0 < \delta < a$) such that
\[F(a) \geq \sup_{x \in [0, a]} F(x) \quad \text{and} \quad F(a') \leq \inf_{x \in [a', 0]} F(x).\]
We see from (Λ$^b$.4) that, for these numbers and any numbers $b, b'$ that satisfy $b > a$ and $b' < a'$, (Λ$^i$.2) of Theorem 3 is satisfied. Thus, we see from Theorem 3 that Λ$^b$ has at most one cycle in $\mathbb{R}^2$. This implies the coincidence of outermost and innermost limit cycles. Thus, we complete the proof. ■

5. Existence of persistent business cycles. Results in the previous sections have applications to several business cycle models in the Keynesian tradition. In the following, we show it.

(I) As discussed by Chang and Smyth [3], the most general form of the net-value version of the Kaldor model is given by KA:

\[
\frac{dY}{dt} = \alpha \{I(Y, K) - S(Y)\},
\]

\[
\frac{dK}{dt} = \lambda I(Y, K) + (1 - \lambda) S(Y),
\]

where $I$ is the net investment, $S$ savings, $Y$ the net income, $K$ the capital stock, $\alpha$ the adjustment coefficient (positive constant), and $\lambda$ a nonnegative constant ($0 \leq \lambda \leq 1$). This model was named the “Kaldor model” after its first discoverer, N. Kaldor [9]. But the mathematically exact formalization of the model was first given by Chang and Smyth [3].

For KA with $\lambda \neq 0$, we can show, by means of the geometrical technique of Chang and Smyth [3], the existence of outermost and innermost limit cycles. But, for the same reason as stated in the introduction, their technique does not hold true for the case $\lambda = 0$. KA with $\lambda = 0$ was first constructed by Ichimura [8]. In this case, the actual change in the capital stock is determined by savings decisions. The planned savings is always realized and equal to the realized investment, and, therefore, equal to $dK/dt$. But the planned investment is not always realized.

We first provide a sufficient condition that guarantees outermost and innermost limit cycles for any $\lambda \in [0, 1]$. For KA, as usual, we assume

\[
\frac{\partial I}{\partial Y} > 0, \quad \frac{\partial I}{\partial K} < 0, \quad 0 < \frac{dS}{dY} < 1.
\]

Note that the equilibria of KA for any $\mu \in [0, 1]$ correspond to those of KA with $\lambda = 0$. On the other hand, since the line $dK/dt = 0$ is vertical in the $(Y, K)$ phase diagram, we see that, under the conditions above, KA has a unique equilibrium point. We can suppose, after a suitable translation, that the unique equilibrium point is the origin. Then, each of $Y$ and $K$ denotes the deviation from the equilibrium.

We observe directly from Corollaries 1 and 2 that

**Corollary 3.** Under the following conditions, KA for any $\lambda \in [0, 1]$ has an outermost limit cycle that is externally stable and an innermost limit cycle that is internally stable.

(KA.1)

\[
\sup_{(Y, K) \in \mathbb{R}^2} \frac{\partial I}{\partial K} < 0, \quad \sup_{(Y, K) \in \mathbb{R}^2} \left| \frac{\partial I}{\partial K} \right| < +\infty,
\]

\[
\sup_{(Y, K) \in \mathbb{R}^2} \left| \frac{\partial I}{\partial Y} \right| < +\infty, \quad \inf_{Y \in \mathbb{R}} \frac{dS}{dY} > 0.
\]
There exists a positive number \( \delta \) such that

\[
\sup_{Y \geq \delta} (I(Y, K) - I(0, K) - S(Y)) < 0, \quad \inf_{Y \leq -\delta} (I(Y, K) - I(0, K) - S(Y)) > 0.
\]

Any eigenvalue of the Jacobian matrix of \( KA \) that is evaluated at \((0, 0)\) has a positive real part.

Specifically, (KA.2) can be replaced by

There exists a positive number \( \delta \) such that

\[
\sup_{|Y| \geq \delta} \frac{\partial (I - S)}{\partial Y} < 0.
\]

(KA.1) is the economically natural assumption. Here, it should be noted that (KA.2) and (KA.3) are obtained from (\( \Gamma.3 \)) and (\( \Gamma.4 \)) (or (\( \Lambda.3 \)) and (\( \Lambda.4 \))). In a specified form of the investment function \( I(Y, K) = L_1(Y) + L_2(K) \), Kaldor's condition is stated as (i) there are numbers \( Y_1 \) and \( Y_2 \) (\( Y_1 > 0 > Y_2 \)) such that \( \sup \{L_1(K) - L_1(0) - S(Y)\} > 0 \) when \( Y > Y_1 \) and \( \inf \{L_1(Y) - L_1(0) - S(Y)\} > 0 \) when \( Y < Y_2 \), and (ii) \( \partial (L_1 - S)/\partial Y > 0 \) when \( Y = 0 \). See Chang and Smyth [3] and Gabisch and Lorenz [5]. (i) and (ii) are obtained from (KA.2) and (KA.3). Thus, we see that (\( \Gamma.3 \)) and (\( \Gamma.4 \)) (or (\( \Lambda.3 \)) and (\( \Lambda.4 \))) essentially give a mathematical generalization of Kaldor's condition.

Next, we consider stability of the limit cycle under consideration. By introducing strong symmetry hypotheses, such as the property that the investment and savings functions are symmetric with respect to the equilibrium point, Lorenz [11] has proved that the well-known Levinson-Smith theorem [10] can be applied to \( KA \). As suggested by Lorenz, it is, however, very rare that the hypotheses are satisfied. But more recently, Galeotti and Gori [6] showed, by means of the result of Zhang Zhifen [20], that these strong hypotheses can be excluded in the case that \( \partial I/\partial K \equiv \text{const} \). We start by stating their result in a slightly more extensive form.

**Theorem 5** (Galeotti and Gori). Suppose \( I \) and \( S \) are of class \( C^2 \). Under the above-mentioned three conditions (i.e., \( \partial I/\partial Y > 0 \), \( \partial I/\partial K < 0 \), and \( 1 > dS/dY > 0 \)) and the following conditions, \( KA \) has a unique stable limit cycle:

(i) \( \partial I/\partial K \equiv \text{const} \),

(ii) \( \partial I/\partial Y + (\lambda/\alpha) \cdot \partial I/\partial K > 0 \),

(iii) \( \{I(Y, (\lambda/\alpha)Y) - S(Y)\} \) is concave for \( Y > 0 \) and convex for \( Y < 0 \).

Specifically if (ii) with \( \lambda = 1 \) is satisfied, then \( KA \) for any \( \lambda \in [0, 1] \) has a unique stable limit cycle.

**Proof.** Consider the next transformation, which is slightly more general than that utilized by Galeotti and Gori [6]:

\[
(x, y) = (Y, K - (\lambda/\alpha)Y).
\]
By this transformation, KA becomes KA\(^\dagger\):
\[
\begin{align*}
\frac{dx}{dt} &= \alpha \{ I(x, y + (\lambda/\alpha)x) - S(x) \}, \\
\frac{dy}{dt} &= S(x).
\end{align*}
\]

By applying the method of Galeotti and Gori [6] to KA\(^\dagger\), we can complete the proof.

**Remark 2.** In Corollary 3, by applying Corollary 2 to the original system KA, we derived a sufficient condition for the existence of a limit cycle of KA. By applying Corollary 2 to KA\(^\dagger\), we can also derive a different existence condition. However, it should be noted that such a condition depends on the magnitudes of the adjustment coefficient \(\alpha\) and the parameter \(\lambda\). The sufficient condition of Corollary 3 is independent of these parameters. In this sense, as for the existence of a limit cycle, the sufficient condition of Corollary 3 is economically more meaningful.

Galeotti and Gori’s result surely excludes such economically meaningless symmetry hypotheses as Lorenz [11] suggested. But the hypotheses employed by Galeotti and Gori [6], i.e., the right-hand concavity and the left-hand convexity of \(\{I - S\}\) with respect to equilibrium income, are still economically ad hoc. There is a very strong possibility that such hypotheses may be broken down. See Fig. 5. In the following, we exclude these strong hypotheses.

**Corollary 4.** Suppose (KA.1) of Corollary 3 and (i) of Theorem 5 are satisfied. Then KA has a unique stable limit cycle if

\[(KA.5)\] there exists a positive number \(\delta\) such that
\[
\inf_{|y| \geq \delta} \left\{ \frac{dS(y)}{dy} - \frac{\partial I(y, 0)}{\partial y} - \frac{\lambda}{\alpha} \frac{\partial I}{\partial K} \right\} > 0,
\]

\[(KA.6)\]
\[
\left\{ \frac{dS(y)}{dy} - \frac{\partial I(y, 0)}{\partial y} - \frac{\lambda}{\alpha} \frac{\partial I}{\partial K} \right\}_{y=0} < 0.
\]

**Fig. 5.** The case in which Condition (iii) is not satisfied. \(Y^*\) is a point of inflection.
Proof. Following Galeotti and Gori [6], we first transform $KA^4$ to a simpler system. Define $P(x, y) = I(x, y + (\lambda/\alpha)x)$ and $Q(x) = S(x)$. Differentiating the first equation of $KA^4$, we have

$$\frac{d^2x}{dt^2} = \mu \left( \frac{\partial P}{\partial x} - \frac{\partial Q}{\partial x} \right) \frac{dx}{dt} + \mu \frac{\partial P}{\partial y} Q(x).$$

Here, note that, by (i) of Theorem 5, we have $\partial P/\partial y \equiv \text{const} < 0$. Consider the transformation

$$(z, w) = \left( x, -\frac{dx}{dt} + \mu \int_0^x \frac{\partial (P - Q)}{\partial x} \, dx \right).$$

$KA^4$ is transformed to $KA^\Pi$:

$$\frac{dz}{dt} = -w - n\{Q(z) - P(z, 0)\},$$
$$\frac{dw}{dt} = (-\mu \frac{\partial P}{\partial y}) Q(x).$$

Here, note that $z = x - \lambda y$ and

$$Q(z) - P(z, 0) = S(x) - I(x, x/\mu) = S(x) - I(x, 0) - \{I(x, \lambda x/\alpha) - I(x, 0)\}$$
$$= S(x) - I(x, 0) - \frac{\lambda}{\alpha} \frac{\partial I}{\partial K} x.$$

Applying Theorem 4 to $KA^\Pi$, we complete the proof. ■

Remark 3. It should be noted that the two-sided stability condition of Corollary 4, like that obtained by Galeotti and Gori [6], depends on the magnitudes of the adjustment coefficient $\alpha$ and the parameter $\lambda$.

(II) Consider the model of Schinasi [17]: $SC$:

$$\frac{dY}{dt} = \alpha \{I(Y, H(Y, M)) - S(Y - T(Y)) + G - T(Y)\},$$
$$\frac{dM}{dt} = G - T(Y),$$

where $Y$ is the net income, $M$ the real money supply, $I$ the net investment, $S$ savings, $H$ the interest rate function, $T$ the tax collections, $G$ the constant government expenditure, and $\alpha$ the adjustment coefficient (positive constant). $H$ is derived as follows. Let $R$ denote the interest rate. $R$ is determined by the equation $L(Y, R) = M$, where $L$ is the function of demand for money. As usual, we assume $\partial L/\partial R > 0$ for all $(Y, R)$. Therefore, this equation can be solved with respect to $R$. We denote the solution by the function $H$, i.e., $R = H(Y, M)$ and $L(Y, H(Y, M)) \equiv M$. As usual, we assume

$$\frac{\partial I}{\partial H} < 0, \quad \frac{\partial I}{\partial Y} > 0, \quad 0 < \frac{dS}{dY^2} < 1, \quad 0 < \frac{dT}{dY} < 1, \quad \frac{\partial L}{\partial Y} > 0, \quad \frac{\partial L}{\partial R} < 0.$$

Note that under these conditions $SC$ has a unique equilibrium point. We can suppose, after a suitable translation, that the unique equilibrium point is the origin. Then, each of $Y$ and $K$ denotes the deviation from the equilibrium. Note that

$$\frac{\partial H}{\partial Y} = - \left( \frac{\partial L}{\partial Y} \right) / \left( \frac{\partial L}{\partial R} \right) > 0.$$

We obtain from Corollary 2 the following.
Corollary 5. Under the following conditions, SC has an outermost limit cycle that
is externally stable and an innermost limit cycle that is internally stable.

(SC.1)
\[ \inf_{(Y, M) \in \mathbb{R}^l} \left( \frac{\partial I}{\partial H} \cdot \frac{\partial H}{\partial M} \right) > 0. \]

(SC.2) There exists a positive number \( \delta \) such that
\[ \sup_{|Y| \geq \delta, M \in \mathbb{R}^l} \left\{ \frac{\partial I}{\partial H} \cdot \frac{\partial H}{\partial Y} + \frac{\partial I}{\partial Y} - \frac{dT}{dY} - \frac{dS}{dY^l} \left(1 - \frac{dT}{dY}\right) \right\} < 0, \]
\[ \sup_{|Y| \leq \delta, M \in \mathbb{R}^l} \left| \frac{\partial I}{\partial H} \cdot \frac{\partial H}{\partial Y} + \frac{\partial I}{\partial Y} \right| < +\infty. \]

(SC.3)
\[ \{ \frac{\partial I}{\partial H} \cdot \frac{\partial H}{\partial Y} + \frac{\partial I}{\partial Y} - \frac{dT}{dY} - \frac{dS}{dY^l} \left(1 - \frac{dT}{dY}\right) \}_{(0, 0)} > 0. \]

Proof. By the transformation \( M = -M^2 \), SC is translated into SC\(^d\):
\[ \frac{dY}{dt} = \alpha \{ I(Y, H(Y, -M^2)) - S(Y - T(Y)) + G - T(Y) \}, \]
\[ \frac{dM^4}{dt} = T(Y) - G. \]

By applying Corollary 2 to SC\(^d\), we can easily prove the corollary. \( \Box \)

(SC.1) is the economically natural assumption. Moreover, (SC.2) and (SC.3) are
essentially equivalent to Kaldor's condition.

Schinasi [17] assumed the existence of a compact set on the boundary of which the
vector field of SC points inward. Under this assumption, he discussed the existence
of at least one limit cycle. Whether or not such a compact set does exist has remained
unproved so far. Therefore, his existence proof is unsatisfactory. But we showed,
by means of Liapunov's second method, that the Kaldor-type condition guarantees
existence of at least one limit cycle.

Next, we consider stability of the limit cycle under consideration. Suppose the
specified functional forms:
\[ I(Y, r) = I_1(Y) - ar \quad (a > 0), \]
\[ T(Y) = bY + e \quad (0 < b < 1, e > 0), \]
\[ L(Y, r) = cY - dr \quad (c, d > 0). \]

Here, it should be noted that, since the equilibrium point is the origin, we have
\( e = T(0) = G \). Then, by the transformation
\[ (Y, M) = (y/b, -(d/\alpha ab)m), \]
SC becomes the Liénard system SC\(^d\):
\[ \frac{dy}{dt} = -m - \alpha b[S((1 - b)/b)y - G] - I_1(y/b) + (ac/bd)y + y], \]
\[ \frac{dm}{dt} = (\alpha ab/d)y. \]
Applying Theorem 4 and Corollary 5 to SC$^\dagger$, we can now easily check that

**Corollary 6.** Suppose the conditions of Corollary 5 are all satisfied, along with the following conditions:

(SC.4) There exists a positive number $\delta$ such that

$$\inf_{|Y| \geq \delta} \left\{ \frac{dS((1-b)Y-G)}{dY} - \frac{dI_1(Y)}{dY} \right\} > 0,$$

(SC.5)

$$\left\{ \frac{dS((1-b)Y-G)}{dY} - \frac{dI_1(Y)}{dY} \right\} \bigg|_{Y=0} < 0.$$

Then SC with the above specified functional forms has a unique stable cycle.

(III) It is also possible to discuss, by the same arguments as in (I) and (II), applications of our results to the Goodwin model [7] and the Benassy model [1]. But we omit the discussions.
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