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Abstract. A polyadic field of rank n is the tensor product of n vector fields. Helmholtz showed that a vector field, which is a polyadic field of rank 1, is nonuniquely decomposable into the gradient of a scalar function plus the rotation of a vector function. We show here that a polyadic field of rank n is, again nonuniquely, decomposable into a term consisting of n successive applications of the gradient to a scalar function, plus a term that consists of (n−1) successive applications of the gradient to the rotation of a vector function, plus a term that consists of (n−2) successive applications of the gradient to the rotation of the rotation of a dyadic function and so on, until the last (n+1)th term, which consists of n successive applications of the rotation operator to a polyadic function of rank n. Obviously, the n = 1 case recovers the Helmholtz decomposition theorem. For dyadic fields a more symmetric representation is provided and formulae that provide the potential representation functions are given. The special cases of symmetric and antisymmetric dyadics are discussed in detail. Finally, the multidivergence type relations, which reduce the number of independent scalar representation functions to n², are presented.

1. Introduction. The representation of a vector field as the sum of the gradient of a scalar potential plus the rotation of a vector potential [1] has at least one use in almost every theory of physics, and the corresponding physical interpretation in each case is fundamental and basic. Considering the number of known physical quantities that have a dyadic structure, it is amazing why such a decomposition for dyadic fields has not been given before. This task was undertaken by the present authors and the extension of this decomposition property to a polyadic [1] of any rank is reported here.

Decomposition theorems of the Helmholtz type provide the starting point for most differential representations of vector fields, mainly in continuum mechanics and in other...
physical realms as well. This is so since the gradient operator provides a natural way to incorporate all directional derivatives of scalar functions to one entity [1, 8], while the rotation operator is the vector invariant of the gradient of a vector field [1, 8]. Both of these fundamental properties have direct physical analogies in continuum mechanics. Differential representations of the Papkovich-Neuber or the Boussinesq-Galerkin type [2, 4, 6, 7, 9, 16, 18, 19, 20, 21] for the displacement field in elasticity are based on the action of the gradient and the rotation operator on harmonic or biharmonic functions. The same is true for the representation of the velocity and the pressure fields in Stokes flow where similar representations have been proposed [10, 12, 17, 22, 23]. For electromagnetism, extended use of polyadic fields and their representations can be found in [13], while in [11, 14] differential representations for angular momentum with direct physical interpretation are provided. Physically dictated decompositions for Cartesian dyadics that appear in gravitational fields are given in [15]. Interesting results associated with the question of uniqueness can be found in [24]. The functional analytic approach to decomposition theorems for vector fields is given in [3].

The work at hand has its origin in our effort to unify the theory of acoustic, electromagnetic and elastic scattering into a single theory of dyadic scattering [5]. Such a theory recovers acoustic, electromagnetic and elastic scattering as special cases and at the same time reveals all possibilities that are hidden for scalar and vector fields [5].

Section 2 contains a detailed analysis of the dyadic case, which has more interest, from the point of view of applications, than the general polyadic fields. The decomposition formula for polyadic fields is given in Sec. 3.

2. Decomposition of dyadics.

2.1. Helmholtz decomposition. Let \( \Omega \) be a connected, open set of \( \mathbb{R}^3 \) and let \( \bar{\Omega} = \Omega \cup \partial \Omega \), where \( \partial \Omega \) denotes the boundary of \( \Omega \). A vector field \( \mathbf{f} \), which is smooth in the sense that it is continuous on \( \partial \Omega \) and possesses continuous first derivatives in \( \Omega \), is called irrotational when

\[
\nabla \times \mathbf{f}(\mathbf{r}) = 0, \quad \mathbf{r} \in \Omega.
\]

Such a field admits a representation of the form

\[
\mathbf{f}(\mathbf{r}) = \nabla \phi(\mathbf{r}), \quad \mathbf{r} \in \Omega,
\]

for some \( C^1 \) scalar function \( \phi \) known as the scalar potential [1, 9]. In other words, if the vector field does not cause any rotation, its vectorial character is represented by the gradient operator.

On the other hand, \( \mathbf{f} \) is called solenoidal when it satisfies

\[
\nabla \cdot \mathbf{f}(\mathbf{r}) = 0, \quad \mathbf{r} \in \Omega,
\]

and such a solenoidal field admits a representation of the form

\[
\mathbf{f}(\mathbf{r}) = \nabla \times \mathbf{A}(\mathbf{r}), \quad \mathbf{r} \in \Omega.
\]

for some \( C^1 \) vector function \( \mathbf{A} \) known as the vector potential [1, 9]. This terminology has its origin in fluid mechanics, where the velocity field for a fluid flowing through a
pipe (in Greek solena) enjoys a vanishing divergence due to the lack of sources or sinks. Therefore, if the vector field exists in the absence of sources or sinks, then its vectorial character represents rotation.

Helmholtz, in his celebrated decomposition theorem [9], showed that the above two properties of vector fields are the only possible ones. In fact, he proved that, if \( \mathbf{f} \) is any vector field, such that \( \mathbf{f} \in C^1(\Omega) \cap C(\overline{\Omega}) \), it can be decomposed as

\[
\mathbf{f}(\mathbf{r}) = \mathbf{f}^i(\mathbf{r}) + \mathbf{f}^s(\mathbf{r})
\]

so that \( \mathbf{f}^i \) is irrotational and \( \mathbf{f}^s \) is solenoidal.

Consequently, given any smooth vector field \( \mathbf{f} \), there exists a scalar potential \( \phi \) and a vector potential \( \mathbf{A} \) so that

\[
\mathbf{f}(\mathbf{r}) = \nabla \phi(\mathbf{r}) + \nabla \times \mathbf{A}(\mathbf{r}).
\]

Obviously, \( \phi \) and \( \mathbf{A} \) are not uniquely defined in terms of \( \mathbf{f}^i \) and \( \mathbf{f}^s \).

In particular, \( \phi \) can be obtained from a line integral of \( \mathbf{f}^i \) [1] and it is uniquely defined up to an additive constant, while \( \mathbf{A} \) can be obtained from a line integral of \( \mathbf{f}^s \) [1] and it is uniquely defined up to an additive gradient of a harmonic function. Thus, \( \phi \) can be replaced by

\[
\phi'(\mathbf{r}) = \phi(\mathbf{r}) + c,
\]

where \( c \) is any constant and \( \mathbf{A} \) can be replaced by

\[
\mathbf{A}'(\mathbf{r}) = \mathbf{A}(\mathbf{r}) + \nabla u(\mathbf{r}),
\]

where \( u \) is any harmonic function, keeping the representation (6) invariant.

Furthermore, the irrotational part of the vector potential \( \mathbf{A} \) does not contribute anything to the representation (6) [13] and therefore we can assume that

\[
\nabla \cdot \mathbf{A}(\mathbf{r}) = 0.
\]

In other words, the vector potential can be taken to be solenoidal. Condition (9) can be utilized to express the solenoidal part of the field as successive applications of the rotation operator on a vector potential as long as the vector potential is smooth enough. That is,

\[
\mathbf{f}^s(\mathbf{r}) = \nabla \times \nabla \times \cdots \nabla \times \mathbf{A}'(\mathbf{r})
\]

for some smooth potential \( \mathbf{A}'(\mathbf{r}) \).

The Helmholtz decomposition (6) became the king in the realm of Mathematical Physics, since this mathematical decomposition reflects basic physical characteristics of the vector fields involved in many disciplines of physics such as Electromagnetics, Fluid Mechanics, Elasticity, and so on. For example, in the classical theory of elasticity [2, 9, 21], the irrotational part of the displacement field corresponds to the longitudinal (dilational) deformations and the solenoidal part of the displacement field corresponds to the transverse (shear) deformations, and these two kinds of deformations are the only ones possible within this theory. A scalar potential is needed to describe the dilation or the compression of the medium and a vector solenoidal potential is needed to describe its shear distortion. Note that (9) reduces the number of independent scalar functions
to three, one for $\phi$ and two for $A$, to exactly as many independent potentials as there are components in the field $f$.

2.2. Decomposition of dyadics. Utilizing linearity, the above Helmholtz decomposition can be extended to smooth dyadic fields as follows. It is known [1] that any dyadic field $\mathbf{F}$ in $\mathbb{R}^3$ enjoys the representation

$$\mathbf{F}(\mathbf{r}) = \sum_{n=1}^{3} g_n(\mathbf{r}) \otimes h_n(\mathbf{r})$$

for some vector fields $f_n, g_n$, $n = 1, 2, 3$. In the Cartesian system $\mathbf{x}_i$, $i = 1, 2, 3$, (11) is written as

$$\mathbf{F}(\mathbf{r}) = \sum_{n=1}^{3} g_n(\mathbf{r}) \otimes \left( \sum_{i=1}^{3} h_n(\mathbf{r}) \cdot \mathbf{x}_i \otimes \mathbf{x}_i \right)$$

$$= \sum_{i=1}^{3} \left( \sum_{n=1}^{3} g_n(\mathbf{r}) \otimes h_n(\mathbf{r}) \right) \cdot \mathbf{x}_i \otimes \mathbf{x}_i$$

$$= \sum_{i=1}^{3} f_i(\mathbf{r}) \otimes \mathbf{x}_i,$$

where the vector fields $f_i(\mathbf{r})$ are given by

$$f_i(\mathbf{r}) = \sum_{n=1}^{3} [g_n(\mathbf{r}) \otimes h_n(\mathbf{r})] \cdot \mathbf{x}_i, \quad i = 1, 2, 3.$$

The Helmholtz decomposition secures that for each $i = 1, 2, 3$ there exists a scalar potential $\phi_i$ and a vector potential $A_i$ such that

$$f_i(\mathbf{r}) = \nabla \phi_i(\mathbf{r}) + \nabla \times A_i(\mathbf{r}).$$

Substituting (14) back into (12), we arrive at the representation

$$\mathbf{F}(\mathbf{r}) = \sum_{i=1}^{3} \left[ \nabla \phi_i(\mathbf{r}) + \nabla \times A_i(\mathbf{r}) \right] \otimes \mathbf{x}_i$$

$$= \sum_{i=1}^{3} \nabla \otimes [\phi_i(\mathbf{r}) \mathbf{x}_i] + \sum_{i=1}^{3} \nabla \times [A_i(\mathbf{r}) \otimes \mathbf{x}_i].$$

Next we define the vector potential

$$\Phi(\mathbf{r}) = \sum_{i=1}^{3} \phi_i(\mathbf{r}) \mathbf{x}_i$$

and the dyadic potential

$$\mathbf{A}(\mathbf{r}) = \sum_{i=1}^{3} A_i(\mathbf{r}) \otimes \mathbf{x}_i,$$

in terms of which the dyadic field $\mathbf{F}$ assumes the decomposition

$$\mathbf{F}(\mathbf{r}) = \nabla \otimes \Phi(\mathbf{r}) + \nabla \times \mathbf{A}(\mathbf{r}).$$
Obviously, the three conditions
\[ \nabla \cdot A_i(r) = 0, \quad i = 1, 2, 3, \] (19)
do not restrict the generality of the representation (18). The nine components of \( \tilde{F} \) are now represented by the three components of \( \phi \) and the six independent components of \( \tilde{A} \). The vector potential \( \Phi \) accepts a decomposition of the form (6) and the dyadic potential \( \tilde{A} \) accepts a representation of the form (18). Combining these representations with the fact that the gradient of the scalar field is irrotational, we arrive at the representation
\[ F(r) = \nabla \phi \nabla (r) + \nabla \times B(r) + \nabla \times \nabla \times A(r) \] (20)
for some scalar potential \( \phi \), some vector potential \( B \), and some dyadic potential \( \tilde{A} \).

The representation (20) combines all possibilities of the gradient and rotation operators. It involves the gradient of the gradient of a scalar, the gradient of the rotation of a vector, and the rotation of the rotation of a dyadic. Observe that the dyadic character of the field \( \tilde{F} \) in each term of the representation (20) is expressed either through the vectorial character of the gradient or through the polyadic rank of the potential. As we move down the line of the right-hand side of (20), each gradient is replaced by an ordered vector of the corresponding potential, and the representation starts with ordered gradients and ends with a potential that has the same rank as the initial field \( \tilde{F} \).

If we interpret these in terms of classical elasticity, we see that any dyadic displacement field can be decomposed as two successive dilations (grad-grad term), two successive rotations (curl-curl term), and a rotation succeeded by a dilation (grad-curl term).

Note that \( \tilde{A} \) is itself a dyadic field and therefore it has a representation of the form (20):
\[ \tilde{A}(r) = \nabla \otimes \nabla \phi'(r) + \nabla \otimes \nabla \times B'(r) + \nabla \times \nabla \times \tilde{A}'(r). \] (21)
But if we take the curl-operation of (21), we see that only the last term survives. Hence, without loss of generality, we can consider a dyadic field \( \tilde{A} \) that accepts the representation (21) with
\[ \nabla \phi'(r) = 0 \] (22)
and
\[ \nabla \times B'(r) = 0. \] (23)
In other words, the dyadic potential \( \tilde{A} \) does not need to have any term that involves a gradient.

The field \( \tilde{F} \) has nine scalar components. The representation involves \( 1 + 3 + 9 = 13 \) scalar potentials, which are connected via the \( 1 + 3 = 4 \) conditions (22) and (23). Hence, only 9 of the 13 potentials are independent.

In order to express restrictions (22) and (23) as conditions on \( \tilde{A} \), we remark that what we actually need from (21) is that only the last term on the right-hand side survives and this is secured if we demand that
\[ \nabla \cdot \tilde{A}(r) = 0 \] (24)
and
\[ \nabla \otimes \nabla : \tilde{\mathbf{A}}(\mathbf{r}) = 0, \]

where the double contraction is defined as [8]
\[ (\mathbf{a} \otimes \mathbf{b}) : (\mathbf{c} \otimes \mathbf{d}) = (\mathbf{a} \cdot \mathbf{b})(\mathbf{c} \cdot \mathbf{d}). \]

2.3. Symmetric decomposition of dyadics. The representation (20) is complete but it lacks symmetry. Making use of the transpose operator would give us another form where the gradient and rotation operators are operating from the right, like a mirror image of (20). It is possible to express the decomposition in a symmetric form not different from its mirror image. Let us assume that the gradient and rotation operators can operate from both sides on the potential functions. Operation from the left is emphasized by the symbol \( \nabla \).

To find the decomposition of a given dyadic field \( \tilde{\mathbf{F}} \) let us assume that there is a dyadic field \( \tilde{\mathbf{H}} \) that solves the fourth-order equation
\[ \nabla^4 \tilde{\mathbf{H}}(\mathbf{r}) = \Delta^2 \tilde{\mathbf{H}}(\mathbf{r}) = \tilde{\mathbf{F}}(\mathbf{r}). \]

The fields \( \tilde{\mathbf{H}} \) can be made unique with suitable additional (boundary) conditions [24]. With the agreement above we can write Eq. (27) in the form
\[ \nabla^2 \tilde{\mathbf{I}} \cdot \tilde{\mathbf{H}}(\mathbf{r}) \cdot \tilde{\mathbf{I}} \nabla^2 = \tilde{\mathbf{F}}(\mathbf{r}), \]

where \( \tilde{\mathbf{I}} \) stands for the unit dyadic (idemfactor). Now we can write the dyadic Laplace operator in two different ways as follows:
\[ \nabla^2 \tilde{\mathbf{I}} = \nabla \otimes \nabla - \nabla \times (\nabla \times \tilde{\mathbf{I}}) = \nabla \otimes \nabla - (\tilde{\mathbf{I}} \times \nabla) \times \nabla. \]

Inserting these in (28) we obtain
\[ \tilde{\mathbf{F}}(\mathbf{r}) = [\nabla \otimes \nabla - \nabla \times (\nabla \times \tilde{\mathbf{I}})] \cdot \tilde{\mathbf{H}}(\mathbf{r}) \cdot [\nabla \otimes \nabla - (\tilde{\mathbf{I}} \times \nabla) \times \nabla], \]

which expanded leads to the required decomposition as
\[ \tilde{\mathbf{F}}(\mathbf{r}) = \nabla \otimes \nabla \psi(\mathbf{r}) + \nabla \otimes [\mathbf{g}_1(\mathbf{r}) \times \nabla] + [\nabla \times \mathbf{g}_2(\mathbf{r})] \otimes \nabla + \nabla \times \tilde{\mathbf{G}}(\mathbf{r}) \times \nabla. \]

This means that a dyadic function can be expressed in terms of a scalar potential \( \psi \), two vector potentials \( \mathbf{g}_1, \mathbf{g}_2 \), and a dyadic potential \( \tilde{\mathbf{G}} \) in the form
\[ \tilde{\mathbf{F}}(\mathbf{r}) = \nabla \otimes \nabla \psi(\mathbf{r}) + \nabla \otimes [\mathbf{g}_1(\mathbf{r}) \times \nabla] + [\nabla \times \mathbf{g}_2(\mathbf{r})] \otimes \nabla + \nabla \times \tilde{\mathbf{G}}(\mathbf{r}) \times \nabla. \]

The four potential functions \( \psi, \mathbf{g}_1, \mathbf{g}_2, \) and \( \tilde{\mathbf{G}} \) can be expressed in terms of the dyadic field \( \tilde{\mathbf{H}} \) as
\[ \psi(\mathbf{r}) = \nabla \cdot \tilde{\mathbf{H}}(\mathbf{r}) \cdot \nabla, \]
\[ \mathbf{g}_1(\mathbf{r}) = -\nabla \cdot \tilde{\mathbf{H}}(\mathbf{r}) \times \nabla, \]
\[ \mathbf{g}_2(\mathbf{r}) = -\nabla \times \tilde{\mathbf{H}}(\mathbf{r}) \cdot \nabla, \]
\[ \tilde{\mathbf{G}}(\mathbf{r}) = \nabla \times \tilde{\mathbf{H}}(\mathbf{r}) \times \nabla. \]
However, without any further restrictions, the potential functions are not unique. For example, we can add to $\psi$ any expression of the form $c \mathbf{r}$, where $c$ is an arbitrary constant, and (31) would still be valid. The representation can be made unique by imposing the following conditions for the two vector potentials:

$$\nabla \cdot \mathbf{g}_1(\mathbf{r}) = \nabla \cdot \mathbf{g}_2(\mathbf{r}) = 0, \quad (37)$$

which leaves us two independent scalar functions for each of $\mathbf{g}_1$ and $\mathbf{g}_2$. The dyadic potential $\tilde{\mathbf{G}}$ satisfies the two vector conditions

$$\nabla \cdot \tilde{\mathbf{G}}(\mathbf{r}) = \tilde{\mathbf{G}}(\mathbf{r}) \cdot \nabla = 0. \quad (38)$$

Writing $\tilde{\mathbf{G}}$ in terms of its symmetric and antisymmetric parts as $[8, 13]$

$$\tilde{\mathbf{G}}(\mathbf{r}) = \tilde{\mathbf{G}}_s(\mathbf{r}) + \mathbf{g}(\mathbf{r}) \times \mathbf{I}, \quad (39)$$

where $\mathbf{g}$ is another vector potential, (38) is split into two parts as

$$\nabla \cdot \tilde{\mathbf{G}}_s(\mathbf{r}) = 0, \quad (40)$$

$$\nabla \cdot (\mathbf{g}(\mathbf{r}) \times \mathbf{I}) = \nabla \times \mathbf{g}(\mathbf{r}) = 0. \quad (41)$$

Because $\tilde{\mathbf{G}}_s$ has originally six scalar potentials, (40) reduces them by three. The condition (41) leaves only one free scalar function for the vector potential $\mathbf{g}$. Thus, instead of $1+3+3+9 = 16$ potentials in the decomposition (32) we are left with only $1+2+2+3+1 = 9$ independent scalar potentials which, again, coincides with the dimension of the dyadic field.

Let us briefly consider the decomposition for two special dyadic functions. Splitting the dyadic equation (27) into its symmetric and antisymmetric part (by taking the sum and the difference of (27) and its transpose), we see that for a symmetric dyadic field $\tilde{\mathbf{F}}_s$ there corresponds a symmetric dyadic field $\tilde{\mathbf{H}}_s$, and for an antisymmetric dyadic $\tilde{\mathbf{F}}_a$ an antisymmetric dyadic $\tilde{\mathbf{H}}_a$ can be assigned. Both dyadics $\tilde{\mathbf{H}}_s$ and $\tilde{\mathbf{H}}_a$ are solutions of Eq. (27).

The decomposition for $\tilde{\mathbf{F}}_s$ is of the form (32) and the potential $\tilde{\mathbf{G}}$ is a symmetric dyadic, as is seen from (36). In this case, we arrive at

$$\mathbf{g}_1(\mathbf{r}) = -[\nabla \cdot \tilde{\mathbf{H}}_s(\mathbf{r})] \times \nabla = \nabla \times [\nabla \cdot \tilde{\mathbf{H}}_s(\mathbf{r})] = \nabla \times [\tilde{\mathbf{H}}_s(\mathbf{r}) \cdot \nabla] = -\mathbf{g}_2(\mathbf{r}), \quad (42)$$

whence the two vector potentials are simply related. From the restrictions (37) we now see that only two independent potentials define the vector potential $\mathbf{g}_1 = -\mathbf{g}_2$. Because the two restrictions in (38) are now the same, there are only $6 - 3 = 3$ independent potentials for the symmetric dyadic $\tilde{\mathbf{G}}$ and, thus, in total, the number of independent potentials is equal to $1 + 2 + 3 = 6$, the dimension of the symmetric dyadic $\tilde{\mathbf{F}}_s$.

Because any antisymmetric dyadic $\tilde{\mathbf{A}}$ can be expressed in terms of a vector in the form $\tilde{\mathbf{A}} = \mathbf{a} \times \mathbf{I}$ $[8, 13]$, we can write the antisymmetric dyadic field as $\tilde{\mathbf{F}}_a = \mathbf{f} \times \mathbf{I}$ and the corresponding antisymmetric dyadic solution of (27) as $\tilde{\mathbf{H}}_a = \mathbf{h} \times \mathbf{I}$, where $\mathbf{f}, \mathbf{h}$ are
vector fields. From (33)-(36) we now have (for rules of dyadic operations see [13])

\[ \psi(r) = \nabla \cdot [h(r) \times \vec{I}] \cdot \vec{\nabla} = -\nabla \cdot \nabla \times h(r) = 0, \]  

\[ g_1(r) = -\nabla \times [h(r) \times \vec{I}] \times \vec{\nabla} = -[\nabla \times h(r)] \times \vec{\nabla} = \nabla \times \nabla \times h(r), \]  

\[ g_2(r) = -\nabla \times [h(r) \times \vec{I}] \times \vec{\nabla} = -[\nabla \times h(r) \times \vec{\nabla}] = \nabla \times \nabla \times h(r) = g_1(r), \]  

\[ \tilde{G}(r) = \nabla \times [h(r) \times \vec{I}] \times \vec{\nabla} = -[\nabla \cdot h(r)] \vec{I} \times \vec{\nabla} = -[\nabla \cdot h(r)] \times \vec{I}. \]  

Thus, (32) can be written in the form

\[ \vec{\Phi}_a(r) = f(r) \times \vec{I} \]

\[ = \nabla \otimes [-\nabla^2 h(r) \times \vec{\nabla}] + [-\nabla^2 \nabla \times h(r)] \otimes \vec{\nabla} \]

\[ + \nabla \times [-\nabla(\nabla \cdot h(r)) \times \vec{I}] \times \vec{\nabla} \]

\[ = \nabla[\nabla^2 \nabla \cdot h(r)] \times \vec{I} - \nabla \times [\nabla^2 \nabla \times h(r)] \times \vec{I}. \]

Identifying the vectors of the antisymmetric dyadics we obtain the decomposition

\[ f(r) = \nabla \phi(r) + \nabla \times A(r), \]

where the scalar and vector potentials are defined as

\[ \phi(r) = \nabla^2 \nabla \cdot h(r), \]

\[ A(r) = -\nabla^2 \nabla \times h(r). \]

The decomposition (48) recovers the original Helmholtz decomposition (6) for vector fields.

3. Decomposition of polyadics. The representations (18) and (20) can easily be generalized to polyadic fields of any rank. Indeed, linearity and straightforward induction imply that the nth rank polyadic field

\[ \vec{F}^{(n)}(r) = f_1(r) \otimes f_2(r) \otimes \cdots \otimes f_n(r) = \bigotimes_{k=1}^{n} f_k(r) \]

can be decomposed as

\[ \vec{F}^{(n)}(r) = \nabla \otimes \vec{P}^{(n-1)}_{n-1}(r) + \nabla \times \vec{P}^{(n)}_n(r), \]

where \( \vec{P}^{(n-1)}_{n-1} \) is a polyadic potential of rank \( n-1 \) and \( \vec{P}^{(n)}_n \) is a polyadic of rank \( n \). The field \( \vec{F}^{(n)} \) has \( 3^n \) components and the condition

\[ \nabla \cdot \vec{P}^{(n)}_n(r) = \vec{0}^{(n-1)} \]

makes the independent components of \( \vec{P}^{(n)}_n \) to \( 3^n - 3^{n-1} = 2 \cdot 3^{n-1} \). Hence, the number of independent scalar potentials in the decomposition (51) is again \( 3^{n-1} + 2 \cdot 3^{n-1} = 3^n \).
Repeating the corresponding argument of the previous section we arrive at the complete decomposition

$$\vec{F}^{(n)}(r) = \nabla \otimes \nabla \otimes \cdots \otimes \nabla P_0(r)$$
$$+ \nabla \otimes \nabla \otimes \cdots \otimes \nabla \times \vec{P}_1^{(2)}(r)$$
$$+ \cdots$$
$$+ \nabla \otimes \nabla \otimes \cdots \otimes \nabla \times \vec{P}_{n-1}^{(n-1)}(r)$$
$$+ \nabla \times \nabla \times \cdots \times \nabla \times \vec{P}_n^n(r).$$

(54)

In the representation (54) the first term involves \(n\) successive applications of the gradient operator on a scalar potential, the second term involves \((n-1)\) successive applications of the gradient to the rotation of a vector potential, and so on. As we move from term to term, we replace the action of a gradient by the rotation of a potential of one rank higher. The last term involves \(n\) successive rotations upon a polyadic potential of rank \(n\). Hence, all combinations of gradients and rotations are taken.

The generalized Helmholtz representation (54) involves \((n+1)\) terms, where \(n\) stands for the rank of the polyadic that is decomposed. For \(n = 1\) we are dealing with vector fields and the representation involves two terms, i.e., the Helmholtz decomposition formula (6).

If we decompose the potential \(\vec{P}_n^n(r)\) by means of (54), we see that all but the last term of the decomposition (the one involving only curl operators) can be taken as zero, because the rotation of any polyadic that starts with a gradient vanishes. This remark keeps the number of independent scalar potentials equal to \(3^n\) and can be imposed as

$$\nabla \cdot \vec{P}_n^n(r) = 0^{(n-1)},$$
(55)

$$\nabla \otimes \nabla : \vec{P}_n^n(r) = 0^{(n-2)},$$
(56)

$$\cdots$$

$$\nabla \otimes \nabla \otimes \cdots \otimes \nabla \circledast \vec{P}_n^n(r) = 0,$$  (57)

where the symbol \(\circledast\) ("\(n\)-dot product") indicates \(n\) successive contractions in the sense

$$\left( \bigotimes_{i=1}^{n} a_i \right) \circledast \left( \bigotimes_{i=1}^{n} b_i \right) = \prod_{i=1}^{n} (a_i \cdot b_i).$$

(58)
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