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Abstract. This note deals with a nonlinear system of PDEs describing some irreversible phase change phenomena that account for a bounded limit velocity of the phase transition process. An existence result is established by using time discretization, compactness arguments, and techniques of subdifferential operators.

1. Introduction. The present analysis is concerned with a nonlinear system of partial differential equations describing irreversible phase change phenomena with bounded velocity of phase transition. Such a system comes from a recent model, proposed by Frémond, which relies on the consideration that the movements of the microscopic particles may affect the macroscopic phase transition process as well. In particular, our system is to be regarded in the more general framework of phase field models. The literature concerning this kind of model is rather wide and the reader is referred, e.g., to [6], [7] and the references therein for a detailed analysis.

Here we want to recall the main features of this model, whose derivation was first given in [3]. Let us consider a two-phase substance contained in a domain \( \Omega \subset \mathbb{R}^3 \) and a given final time \( T > 0 \). We choose the volume fraction of one of the phases as a state quantity and denote it by \( \chi = \chi(x,t) \), for \( x \in \Omega \) and \( t \in [0,T] \). Hence, \( \chi \) satisfies the relation \( 0 \leq \chi \leq 1 \) and, assuming that no voids appear in the mixture, the volume fraction of the other phase is simply given by \( 1 - \chi \). The absolute temperature \( \theta = \theta(x,t) \) is the other

Received June 19, 2000.

2000 Mathematics Subject Classification. Primary 80A22, 35K55, 47H05.

Key words and phrases. Phase field models, microscopic movements, maximal monotone graphs, doubly nonlinear evolution systems.

E-mail address: luterott@ing.ing.unibs.it
E-mail address: schimper@dragon.ian.pv.cnr.it
E-mail address: ulisse@dimat.unipv.it

©2002 Brown University
state variable for the thermodynamical system and it has to be nonnegative. Taking into account the power of the microscopic movements, we address the following energy balance equation:

\[ \partial_t e + \text{div} \mathbf{q} = B \partial_t \chi + \mathbf{H} \cdot \nabla \partial_t \chi, \]

where \( e \) denotes the internal energy, \( \mathbf{q} = -k \nabla \theta \) stands for the heat flux vector (i.e., the Fourier law is assumed with constant conductivity \( k \)), and \( B \) and \( \mathbf{H} \) are, respectively, a scalar quantity and a vector resulting from the microscopic interior forces. A primer relation between the quantities \( B \) and \( \mathbf{H} \) comes from an application of the virtual power principle. Namely, in the absence of external actions we readily get

\[ -\text{div} \mathbf{H} + B = 0. \]

Now, we choose the free energy \( \Psi \) as

\[ \Psi(\chi, \nabla \chi, \theta) = -c_s \theta \log \theta - \frac{L}{\theta_c}(\theta - \theta_c)\chi + I_{[0,1]}(\chi) + \frac{\nu}{2} |\nabla \chi|^2, \]

where \( L > 0 \) stands for the latent heat at the critical transition temperature \( \theta_c > 0 \), \( c_s > 0 \) represents the specific heat, the parameter \( \nu > 0 \) is the factor of the interfacial energy term, and \( I_{[0,1]} \) (i.e., the indicator function of \([0,1]\)) plays the role of the constraint for the phase proportion \( \chi \). Let us point out that (1.3) is the standard choice for the phase field models with constraint on \( \chi \). Moreover, we set

\[ \Phi(\partial_t \chi) = \frac{\mu}{2} (\partial_t \chi)^2 + I_{[0,+\infty)}(\partial_t \chi) \]

for the pseudo-potential of dissipation, where \( \mu \) is a positive coefficient. Note that the above position accounts for the irreversibility of the phase change because of the presence of the term \( I_{[0,+\infty)}(\partial_t \chi) \).

Our choices for the constitutive laws for \( B \) and \( \mathbf{H} \) are provided by

\[ B = \frac{\partial \Psi}{\partial \chi} + \frac{\partial \Phi}{\partial (\partial_t \chi)}, \quad \mathbf{H} = \frac{\partial \Psi}{\partial (\nabla \chi)}, \]

while the internal energy \( e \) is related to the free energy \( \Psi \) and to the entropy \( s = -\partial \Psi / \partial \theta \) by the rather classical relationship

\[ e = \Psi + s \theta = \Psi - \theta \frac{\partial \Psi}{\partial \theta}. \]

Actually, it is not difficult to show [8] that in this setting the Second Principle of Thermodynamics is satisfied in the form of the Clausius-Duhem inequality. The balance and constitutive laws—together with (1.3) and (1.4)—yield the following system:

\[ c_s \partial_t \theta + L \partial_t \chi - k \Delta \theta = -\frac{L}{\theta_c}(\theta - \theta_c)\partial_t \chi + \mu (\partial_t \chi)^2 + \zeta \partial_t \chi, \]

\[ \mu \partial_t \chi - \nu \Delta \chi + \zeta + \eta = \frac{L}{\theta_c}(\theta - \theta_c), \]

where

\[ \eta \in \partial I_{[0,1]}(\chi) \quad \text{and} \quad \zeta \in \partial I_{[0,+\infty)}(\partial_t \chi) \]

almost everywhere in the space-time domain. We have denoted by \( \partial I_{[0,1]} \) (resp. \( \partial I_{[0,+\infty)} \)) the subdifferential of \( I_{[0,1]} \) (resp. \( I_{[0,+\infty)} \)).
As one can see at once, the full model (1.7)–(1.9) looks very difficult to handle, even after noticing that $\zeta \partial_t \chi$ vanishes in (1.7), thanks to the definition of $\partial I_{[0, +\infty)}(\partial_t \chi)$. As far as we know, no existence result has yet been obtained for any initial-boundary problem related to the whole system (1.7)–(1.9). Indeed, we are able to mention only investigations devoted to some—more or less—modified versions of such a full model.

First, the paper [3] addresses the case when the right-hand side of (1.7) is negligible if compared with the left-hand side quantities (i.e., within the small perturbation assumption: $\theta$ close to $\theta_c$ and $\mu(\partial_t \chi)^2 \approx 0$). Actually, in [3], the relation

$$c_v \partial_t \theta + L \partial_t \chi - k \Delta \theta = 0 \quad (1.10)$$

is considered. The latter is the standard expression of the energy balance equation in phase transition phenomena with Fourier heat flux law (see, e.g., [6]). An existence result is established for a Cauchy-Neumann problem by introducing a suitable regularization procedure together with a time discretization and deriving some careful a priori estimates. Such a result also holds in the limit case $\mu = 0$.

In [4], the same authors consider the fully nonlinear energy balance equation (1.7), coupling it with an inclusion similar to (1.8), where anyway a dissipation term is added and only the reversible case is considered. A local existence theorem is then established for the resulting system, by using first a regularization procedure and then a fixed point technique that exploits the dissipation effects through the gain of regularity on $\partial_t \chi$. The problem addressed in [4] turns out to admit a global solution in the one-dimensional setting [13].

In [12] a further step is done in the direction of dealing with the whole system (1.7)–(1.9), considering only $\mu(\partial_t \chi)^2 \approx 0$ and allowing the temperature $\theta$ to be far from the critical value $\theta_c$. An existence result is obtained via a regularization—a priori estimates—passage to the limit procedure; it must be noted that the role of the irreversibility is crucial in the proofs, since it allows the use of maximum principle arguments.

On the other hand, in [9], these authors, together with Pierluigi Colli, are able to show an existence result for a system consisting of (1.7) and a modification of (1.8), where the term $-\Delta \chi$ is missing (it corresponds to setting $\nu = 0$ in (1.8)). The latter is the typical inclusion of the phase relaxation model with irreversible evolution (introduced in [10]). The proof is performed by introducing a regularization procedure combined with a truncation. The derivation of some bounds of the unknowns is a key step and is obtained via the maximum principle and monotonicity arguments.

Unfortunately, we are still not able to give a direct answer to the analytical problems arising from (1.7)–(1.9). However, we remark that, from the experimental point of view, it is reasonable to assume that the phase change velocity $\partial_t \chi$ cannot exceed some finite natural limit $\lambda$. In this concern, we are led to consider a different class of constraints on $\partial_t \chi$ accounting for the limit velocity $\lambda$. A straightforward choice would be to replace $I_{[0, +\infty)}$ by $I_{[0, \lambda]}$ in (1.4). Clearly, this approach provides a good approximation of the above full model, when $\lambda$ is large enough. Moreover, we are aware of some strictly related situations where an $L^\infty$ a priori bound on $\partial_t \chi$ may be achieved ([9], [13]). Let us point out that the choice of the constraint $I_{[0, \lambda]}$ is still consistent with the Second Principle of Thermodynamics.
Now, we follow the same steps of the derivation of the model and, taking into account the different constraint on \( \partial_t \chi \), we obtain
\[
c_s \partial_t \theta + L \partial_t \chi - k \Delta \theta = -\frac{L}{\theta_c} (\theta - \theta_c) \partial_t \chi + \mu (\partial_t \chi)^2 + \xi \partial_t \chi,
\]
(1.11)
\[
\mu \partial_t \chi - \nu \Delta \chi + \xi + \eta = \frac{L}{\theta_c} (\theta - \theta_c),
\]
(1.12)
where
\[
\eta \in \partial I_{[0,1]}(\chi) \quad \text{and} \quad \xi \in \partial I_{[0,1]}(\partial_t \chi)
\]
almost everywhere in the space-time domain. In this setting the boundedness of \( \partial_t \chi \) is straightforward and turns out to be a very useful feature for the sake of an analytical investigation. On the other hand, the term \( \xi \partial_t \chi \) does not vanish in (1.11), whence one has to deal with the further presence of a maximal monotone graph in the energy balance equation. Anyway, if we rewrite (1.11) as
\[
c_s \partial_t \theta - k \Delta \theta = \partial_t \chi \left( -\frac{L}{\theta_c} \theta + \mu \partial_t \chi + \xi \right),
\]
(1.14)
a simple comparison in (1.12) leads to
\[
c_s \partial_t \theta - k \Delta \theta = \partial_t \chi (\nu \Delta \chi - \eta - L).
\]
(1.15)
Thus, we can deal either with (1.14)–(1.12) or with the equivalent system (1.15)–(1.12).
Let us also point out that more general classes of constraints could be admissible for the phase variable than those provided by (1.13). In particular, from a mathematical point of view, in this analysis we are able to deal with a general maximal monotone graph \( \beta \) in place of the \( \partial I_{[0,1]} \).

Clearly, for the purpose of a rigorous study, (1.12)–(1.14) have to be complemented with some initial and boundary conditions. We prescribe
\[
\theta(\cdot, 0) = \theta_0, \quad \chi(\cdot, 0) = \chi_0 \quad \text{a.e. in } \Omega,
\]
(1.16)
\[
\partial_n \theta = \partial_n \chi = 0 \quad \text{a.e. on } \partial \Omega \times (0, T),
\]
(1.17)
where \( \mathbf{n} \) stands for the outer unit normal vector to the boundary \( \partial \Omega \). Actually, the boundary condition on \( \chi \) seems to be natural and may be rigorously motivated in the framework of the derivation of the model. As for \( \theta \), we point out that other choices are admissible. Our existence result still holds, with minor changes in the proof, for suitable Dirichlet, Robin, and nonhomogeneous Neumann boundary conditions, while the positivity of the (absolute) temperature should require some further compatibility properties. We finally remark that, for simplicity, most of the physical constants appearing in (1.12)–(1.14) will be set equal to 1 in the sequel.

The remainder of the paper is organized as follows. The next section deals with the notation, the assumptions, and the statement of the main result. In Sec. 3 we introduce a family of approximating problems through discretization and regularization procedures and prove their well-posedness. Next, Sec. 4 is devoted to the derivation of a rather unusual \textit{a priori} estimate (independent of the approximation parameters) where the boundedness of \( \partial_t \chi \) is a key point. In Sec. 5, we pass to the limit by using compactness and semicontinuity tools, recovering a solution of the original problem. Finally, Sec. 6 is
concerned with the proof of the essential nonnegativity of the (absolute) temperature $\theta$, which is based on a standard maximum principle argument.

2. Main results. First of all, let us introduce some notation. Let $\Omega$ be a smooth and bounded domain of $\mathbb{R}^d$ ($d \geq 1$) and $T > 0$ an assigned final time. We denote by $\Gamma$ the boundary of $\Omega$ and set $\Sigma := \Gamma \times (0, T)$, $Q_t := \Omega \times (0, t)$, for $t \in (0, T]$, and $Q := Q_T$. We also denote by $n$ the outer normal unit vector to $\Omega$ at the points of $\Sigma$. Moreover, in the following we shall write $H := L^2(\Omega)$, $V := H^1(\Omega)$ and identify $H$ with $H'$, in order that the compact inclusions chain $V \subset H \subset V'$ holds. The symbol $|\cdot|$ will stand for both the norms in $H$ and in $H'$, and the notation $(\cdot, \cdot)$ will be used for the scalar product of $H$. Finally, we can set

$$W := \{v \in H^2(\Omega) \text{ such that } \partial_n v = 0 \text{ on } \Gamma\}; \tag{2.1}$$

clearly, we have that $W \subset V$ with compact inclusion.

We now start by listing the main mathematical hypotheses of our work. First, we introduce two convex, lower semicontinuous, and proper functions

$$\phi, \psi : \mathbb{R} \to [0, +\infty), \tag{2.2}$$

satisfying the following properties:

$$0 \in D(\phi) \cap D(\psi), \quad \text{int}(D(\phi)) = (0, \lambda), \quad \phi(0) = \psi(0) = 0, \tag{2.3}$$

where $\lambda > 0$ is an assigned constant accounting for the limit velocity of the phase transition process, and $D(\phi)$ (resp. $D(\psi)$) denotes the effective domain of $\phi$ (resp. $\psi$). We can now set $\alpha := \partial \phi$ and $\beta := \partial \psi$; then, $\alpha$ and $\beta$ can be seen as maximal monotone graphs in $\mathbb{R} \times \mathbb{R}$ (we refer to [5] for more details).

Moreover, we assume

$$\theta_c \geq 0 \quad \text{assigned constant}, \tag{2.4}$$

$$\theta_0 \in V, \quad 0 \leq \theta_0 \quad \text{a.e. in } \Omega, \tag{2.5}$$

$$\chi_0 \in W, \quad \chi_0 \in D(\beta) \quad \text{a.e. in } \Omega, \tag{2.6}$$

there exists $\eta_0 \in H$, such that $\eta_0 \in \beta(\chi_0) \text{ a.e. in } \Omega. \tag{2.7}$$

Clearly, in the above positions, $D(\beta)$ denotes the domain of the graph $\beta$, i.e., $D(\beta) = \{r \in \mathbb{R} : \beta(r) \neq \emptyset\}$; we recall that $D(\beta) \subset D(\psi)$.

We are now able to state the main result of this paper.

Theorem 2.1. There exists a quadruple $(\theta, \chi, \xi, \eta)$ of functions satisfying

$$\theta \in H^1(0, T; H) \cap C^0([0, T]; V) \cap L^2(0, T; W), \tag{2.8}$$

$$\chi \in W^{1, \infty}(0, T; H) \cap H^1(0, T; V) \cap L^\infty(0, T; W), \tag{2.9}$$

$$\xi \in L^\infty(0, T; H), \quad \eta \in L^\infty(0, T; H), \tag{2.10}$$

$$0 \leq \theta \quad \text{and} \quad 0 \leq \partial_t \chi \leq \lambda \quad \text{a.e. in } Q, \tag{2.11}$$
and such that the following equations hold a.e. in $Q$:

$$\partial_t \theta - \Delta \theta = \partial_t \chi(\partial_t \chi + \xi - \theta), \quad (2.12)$$
$$\partial_t \chi + \xi - \Delta \chi + \eta = \theta - \theta_c, \quad (2.13)$$
$$\xi \in \alpha(\partial_t \chi) \quad \text{and} \quad \eta \in \beta(\chi). \quad (2.14)$$

Moreover, the following initial conditions hold:

$$\theta(x, 0) = \theta_0(x) \quad \text{and} \quad \chi(x, 0) = \chi_0(x) \quad \text{a.e. in } \Omega. \quad (2.15)$$

The proof of the above theorem will be carried out throughout all the remainder of the paper; for the present, we just give some further remarks about the structure of our system. Actually, as we already mentioned in the Introduction, the right-hand side of (2.12) can be rewritten by exploiting the structure of (2.13). Namely,

$$\partial_t \theta - \Delta \theta = \partial_t \chi(\Delta \chi - \eta - \theta_c). \quad (2.16)$$

Clearly, the couple (2.12)–(2.13) is absolutely equivalent to (2.16)–(2.13); hence, either structure of the energy balance equation will be indifferently used in the sequel.

Moreover, we point out that the highly nonlinear character of the system (2.12)–(2.13) does not allow us to prove any uniqueness result, even in the case of $\beta$ Lipschitz continuous [3, 9]. Indeed, although the global boundedness of $\partial_t \chi$ is guaranteed by the constraint $\alpha$, we are not able to estimate the product $\partial_t \chi \xi$ on the right-hand side of (2.12), which involves a multivalued operator. Even if the equivalent structure provided by (2.16) is chosen for the energy equation, a similar problem arises when one considers the term $\partial_t \chi \Delta \chi$.

3. Time discretization. We now introduce an approximate formulation of the system (2.12)–(2.15) and prove an existence result for such a regularized problem. Our method is essentially based on a backward time discretization. However, some preliminary work is needed. First of all, we have to substitute the graph $\beta$ in (2.13) by its Yosida regularization $\beta_\varepsilon$, where $\varepsilon$ is the approximation parameter. Referring to [5] for more details, we just recall here that $\beta_\varepsilon$ is a Lipschitz continuous graph. In addition, we denote by $A$ the realization in $H$ of the elliptic operator $-\Delta$ with Neumann boundary conditions simply given by

$$A : W \to H, \quad Av := -\Delta v \quad \forall v \in W. \quad (3.1)$$

At this point, for any $N \in \mathbb{N}^+$, we subdivide the interval $[0, T]$ into $N$ subintervals of equal length, by letting $\tau := T/N$; furthermore, we set $\theta^0 := \theta_0$, and $\chi^0 := \chi_0$, and consider the following scheme:

$$\frac{\theta^i - \theta^{i-1}}{\tau} + A\theta^i = \frac{\chi^i - \chi^{i-1}}{\tau}(-A\chi^i - \beta_\varepsilon(\chi^i) - \theta_c), \quad (3.2)$$
$$\frac{\chi^i - \chi^{i-1}}{\tau} + \xi^i + A\chi^i + \beta_\varepsilon(\chi^i) = \theta^{i-1} - \theta_c, \quad (3.3)$$
$$\xi^i \in \alpha\left(\frac{\chi^i - \chi^{i-1}}{\tau}\right). \quad (3.4)$$

We are in the position of proving an existence result for the above scheme.
Lemma 3.1. Under the above assumptions, there exists a triplet \( \{(\theta^i, \chi^i, \xi^i)\}_{i=1}^N \) in \((W \times W \times H)^N\) fulfilling relations (3.2)-(3.4) for \( i = 1, \ldots, N \).

Proof. We are going to proceed by induction on \( i \). Indeed, we assume to know \( (\theta^{i-1}, \chi^{i-1}) \in W^2 \) (see (2.5)-(2.6)) and we look for \( (\theta^i, \chi^i, \xi^i) \in (W \times W \times H) \). Our argument consists of the following two steps:

1. We consider the system (3.3)-(3.4) and observe that the right-hand side of (3.3) is known at level \( i \). Then, we find a solution \( (\chi^i, \xi^i) \in W \times H \) to (3.3)-(3.4).

2. Inserting the component \( \chi^i \) of this solution into (3.2) and owing to the second condition of (2.3) and to the Lipschitz continuity of \( \beta_\varepsilon \), we verify that the right-hand side of (3.2) is a known function of \( H \). Thus, if we find \( \theta^i \) satisfying (3.2), then it is immediate to check that the triplet \( (\theta^i, \chi^i, \xi^i) \) solves (3.2)-(3.4).

Indeed, while the second step can be carried out by using the standard techniques for elliptic equations, the key point is 1., i.e., the resolution of (3.3)-(3.4) for any given \( (\theta^{i-1}, \chi^{i-1}) \in W^2 \). To this end, let us rewrite that system as the equivalent inclusion

\[ \tau \theta^{i-1} - \tau \theta_\varepsilon + \chi^{i-1} \in \chi^i + \tau \alpha \left( \frac{\chi^i - \chi^{i-1}}{\tau} \right) + \tau(A\chi^i + \beta_\varepsilon(\chi^i)), \]  \hspace{1cm} (3.5)

where all the known terms have been collected on the left-hand side.

Actually, we would like to exploit the well-known results on the maximality of sums of monotone operators, holding under particular regularity conditions. Unfortunately, in order to fit the latter, also the graph \( \alpha \) in (3.5) has to be regularized by its Yosida approximation \( \alpha_\sigma \). Now, since \( \chi^{i-1} \) is a datum, the operator

\[ B_{\varepsilon, \sigma} : H \to H, \quad B_{\varepsilon, \sigma}(v) := \tau \alpha_\sigma \left( \frac{v - \chi^{i-1}}{\tau} \right) + \tau \beta_\varepsilon(v), \quad \text{for } v \in H, \]  \hspace{1cm} (3.6)

is maximal monotone and Lipschitz continuous; in particular, its effective domain is the whole space \( H \). Since \( A \) is maximal monotone with domain \( D(A) = W \), the hypotheses of, e.g., [5, Cor. 2.7, p. 36] are fulfilled; hence, we find one solution \( \chi_\sigma^i \) to the \( \alpha_\sigma \)-regularized version of (3.5).

Now, in order to remove the \( \sigma \)-approximation, we just test the \( \alpha_\sigma \)-regularized version of (3.5) by \( (\text{Id} + A)(\chi_\sigma^i - \chi^{i-1}) \), where \( \text{Id} \) stands for the identity in \( H \). Denoting by \( f^{i-1} \) the left-hand side of (3.5) and using the monotonicity of \( \alpha_\sigma \) and the property \( 0 = \alpha_\sigma(0) \), which is a consequence of (2.3), we easily infer

\[ (\chi_\sigma^i + \tau A\chi_\sigma^i + \tau \beta_\varepsilon(\chi_\sigma^i), (\text{Id} + A)(\chi_\sigma^i - \chi^{i-1})) \leq (f^{i-1}, (\text{Id} + A)(\chi_\sigma^i - \chi^{i-1})). \]  \hspace{1cm} (3.7)

Then, performing standard integrations by parts, using the monotonicity and Lipschitz continuity of \( \beta_\varepsilon \), and denoting by \( C_i \) a positive constant depending on \( \tau, \varepsilon \), but not on \( \sigma \), we deduce

\[ |\chi_\sigma^i|^2 + (1 + \tau)|\nabla \chi_\sigma^i|^2 + \tau |A\chi_\sigma^i|^2 |\chi_\sigma^i|^2 \leq C_i(\|\chi^{i-1}\|_W^2 + |f^{i-1}|^2). \]  \hspace{1cm} (3.8)

From the above relation it immediately follows that, for some \( \chi^i \in W \),

\[ \chi_\sigma^i \to \chi^i \quad \text{weakly in } W \text{ and strongly in } V. \]  \hspace{1cm} (3.9)
Proceeding by comparison in the $\sigma$-regularization of (3.5), we also derive that, for some $\xi^i \in H$,

$$\alpha_{\sigma} \left( \frac{\chi^i - \chi^{i-1}}{\tau} \right) \rightharpoonup \xi^i \quad \text{weakly in } H. \tag{3.10}$$

Then, (3.4) is a consequence of the usual monotonicity argument of [2, Prop. 1.1, p. 42], and this completes the proof that $(\theta^\epsilon, \chi^i, \xi^i)$ solves (3.2)–(3.4). □

**Remark 3.2.** We observe that it is essential to remove the $\sigma$-approximation at the discretized level. Indeed, in the subsequent passage to the limit with respect to the approximation parameters $\epsilon$ and $\tau$, we shall strongly exploit the global boundedness of $(\chi^i - \chi^{i-1})/\tau$, which is ensured by the presence of the constraining original graph $\alpha$.

4. **A priori estimates.** In this section we aim to establish some a priori estimates on the time-discrete solutions whose existence has been proved above. For the sake of clarity, we introduce some notation. Let $\{u_i\}, i = 0, 1, \ldots, N$, be a vector. Then, we denote by $u_\tau$ and $\bar{u}_\tau$ two functions of the time interval $[0, T]$ that interpolate the values of the vector piecewise linearly and backward constantly, respectively. That is,

$$u_\tau(0) := u_0, \quad u_\tau(t) := a_i(t)u_i + (1 - a_i(t))u_{i-1},$$

$$\bar{u}_\tau(0) := u_0, \quad \bar{u}_\tau(t) := u_i, \quad \text{for } t \in ((i - 1)\tau, i\tau], \quad i = 1, \ldots, N, \tag{4.1}$$

where $a_i(t) := (t - (i - 1)\tau)/\tau$ for $t \in ((i - 1)\tau, i\tau], \quad i = 1, \ldots, N$. Moreover, let us introduce the translation operator $T_\tau$ related to the time step $\tau$ by setting

$$(T_\tau u)(t) := u(0) \quad \forall t \in [0, \tau) \quad \text{and} \quad (T_\tau u)(t) := u(t - \tau) \quad \forall t \in [\tau, T],$$

$$\forall u : [0, T] \to \mathbb{R}. \tag{4.1}$$

Owing to the position (4.1), the scheme (3.2)–(3.4) can be restated as

$$\partial_t \theta_\tau + A\bar{\theta}_\tau = \partial_t \chi_\tau (- A\bar{\chi}_\tau - \bar{\eta}_\tau - \theta_c), \tag{4.2}$$

$$\partial_t \chi_\tau + \xi_\tau + A\bar{\chi}_\tau + \bar{\eta}_\tau = T_\tau \bar{\theta}_\tau - \theta_c, \tag{4.3}$$

$$\xi_\tau \in \alpha(\partial_t \chi_\tau), \quad \bar{\eta}_\tau = \beta_c(\bar{\chi}_\tau). \tag{4.4}$$

Let us point out the introduction in (4.3)–(4.4) of the auxiliary vector

$$\eta^i := \beta_\epsilon(\chi^i) \quad \text{for } i = 0, 1, \ldots, N, \tag{4.5}$$

and observe that, from the basic properties of the Yosida approximation of $\beta$, it easily follows that

$$|\eta^0| \leq |\eta_0| \quad \forall \epsilon > 0. \tag{4.6}$$

The above notation (4.1) refers only to $\tau$ and not to $\epsilon$ as one would expect. This apparently misleading choice causes no confusion and is motivated by the sake of clarity. Indeed, as will be evident in the next section, we will pass to the limit simultaneously in both $\tau$ and $\epsilon$. Namely, we aim to consider some $\epsilon = \epsilon(\tau)$ vanishing indeed as $\tau \to 0$. In this concern, relations (4.2)–(4.4) represent an approximation scheme also for the original problem (2.12)–(2.14) (not only for the regularized problem with $\beta_\epsilon$ in place of $\beta$).
We are now in the position of proving our estimates. First of all, note that we obviously have \( \partial_t \chi^r \in D(\alpha) \) a.e. in \( Q \); thus

\[
0 \leq \partial_t \chi^r \leq \lambda \quad \text{a.e. in } Q. \tag{4.7}
\]

Actually, this bound turns out to be critical for the sequel.

We begin by multiplying Eq. (3.2) by \( \tau \delta^i \) where \( \delta^i := (\theta^i - \theta^{i-1})/\tau \) and integrating on \( \Omega \). Letting also \( \delta \chi^i := (\chi^i - \chi^{i-1})/\tau \) we obtain

\[
\tau |\delta^i|^2 + \tau (A \delta^i, \delta^i) = -\tau \int_{\Omega} \delta \chi^i (A \chi^i + \eta^i) \delta^i - \tau \int_{\Omega} \delta \chi^i \theta_c \delta^i. \tag{4.8}
\]

It is now straightforward to deduce that

\[
\tau (A \delta^i, \delta^i) = \frac{1}{2} (|\nabla \theta^i|^2 + |\nabla (\theta^i - \theta^{i-1})|^2 - |\nabla \theta^{i-1}|^2).
\]

Moreover, the right-hand side of (4.8) may easily be controlled by virtue of (4.7) as follows:

\[
-\tau \int_{\Omega} \delta \chi^i (A \chi^i + \eta^i) \delta^i \leq \tau \lambda |A \chi^i + \eta^i| |\delta^i|
\]

\[
\leq \frac{\tau}{4} |\delta^i|^2 + \tau \lambda^2 |A \chi^i + \eta^i|^2 - \tau \int_{\Omega} \delta \chi^i \theta_c \delta^i
\]

\[
\leq \frac{\tau}{4} |\delta^i|^2 + \tau \lambda^2 \theta_c^2 |\Omega|,
\]

where \( |\Omega| \) stands for the Lebesgue measure of \( \Omega \). Now, by taking the sum of relation (4.8) for \( i = 1, \ldots, m (m \leq N) \), we get

\[
\frac{1}{2} \sum_{i=1}^{m} \tau |\delta^i|^2 + \frac{1}{2} |\nabla \theta^m|^2 + \frac{1}{2} \sum_{i=1}^{m} |\tau \nabla \delta^i|^2
\]

\[
\leq \frac{1}{2} |\nabla \theta_0|^2 + \lambda^2 \sum_{i=1}^{m} \tau |A \chi^i + \eta^i|^2 + m \tau \lambda^2 \theta_c^2 |\Omega|. \tag{4.9}
\]

On the other hand, we can multiply relation (3.3) by \( \tau (A \delta^i + \delta \eta^i) \), where \( \delta \eta^i := (\eta^i - \eta^{i-1})/\tau \), and integrate on \( \Omega \), obtaining

\[
\tau |\nabla \delta^i|^2 + \tau (\delta^i, \delta \eta^i) + \tau (A \delta^i + \eta^i, A \delta^i + \delta \eta^i)
\]

\[
+ \tau (\xi^i, A \delta \chi^i) + \tau (\xi^i, \delta \eta^i) \leq \tau (\theta^{i-1} - \theta_c, A \delta \chi^i + \delta \eta^i). \tag{4.10}
\]

As before, we readily infer that

\[
\tau (A \chi^i + \eta^i, A \delta \chi^i + \delta \eta^i)
\]

\[
= \frac{1}{2} (|A \chi^i + \eta^i|^2 + |A \chi^i + \eta^i - (A \chi^{i-1} + \eta^{i-1})|^2 - |A \chi^{i-1} + \eta^{i-1}|^2). \tag{4.11}
\]

Moreover, the relation

\[
\tau (\delta \chi^i, \delta \eta^i) \geq 0
\]

is ensured by (4.5) and the monotonicity of \( \beta_c \), while

\[
\tau (\xi^i, A \delta \chi^i) \geq 0
\]

is a consequence of the following Lemma 4.1 concerning maximal monotone operators. This result justifies rigorously a formal monotonicity argument that frequently occurs in
the derivation of the a priori estimates for this kind of problem. We include its proof for the sake of completeness.

**Lemma 4.1.** Let $\gamma$ be a maximal monotone graph in $\mathbb{R} \times \mathbb{R}$, $A : W \to H$ as in (3.1), $u \in W, \zeta \in H$ such that $\zeta \in \gamma(u)$ a.e. in $\Omega$. Then, we have that

$$
\int_{\Omega} Au \zeta \, dx \geq 0. \tag{4.12}
$$

**Proof.** Denoting by $\gamma_\varepsilon$ the Yosida approximation of $\gamma$, we consider the following elliptic problem:

$$
u_\varepsilon + Au_\varepsilon + \gamma_\varepsilon(u_\varepsilon) = u + Au + \zeta \quad \text{in } H, \tag{4.13}
$$

admitting, of course, a unique solution $u_\varepsilon \in W$. Since $\gamma_\varepsilon$ is Lipschitz continuous, there are no difficulties in deriving the natural a priori estimates for the above problem, leading to the following convergences, which hold, for some $v \in V$, up to the extraction of subsequences (actually uniqueness will guarantee them for the whole sequences):

$$
u_\varepsilon \to v \quad \text{weakly in } V \text{ and strongly in } H, \tag{4.14}
$$

$$
Au_\varepsilon \to Av \quad \text{weakly in } H, \tag{4.15}
$$

$$
\gamma_\varepsilon(u_\varepsilon) \to \eta \quad \text{weakly in } H. \tag{4.16}
$$

Then, we see that the limit functions satisfy $v + Av + \eta = u + Au + \zeta$; if we show that $\eta \in \gamma(v)$ a.e. in $\Omega$, then, using again [2, Prop. 1.1, p. 42], we can conclude that $v = u$ and $\zeta = \eta$.

We easily deduce from (4.13) that

$$
(\gamma_\varepsilon(u_\varepsilon), u_\varepsilon) = (u + Au + \zeta - u_\varepsilon - Au_\varepsilon, u_\varepsilon), \tag{4.17}
$$

whence $\lim_{\varepsilon \to 0} (\gamma_\varepsilon(u_\varepsilon), u_\varepsilon) = (u + Au + \zeta - v - Av, v) = (\eta, v)$, as desired. We finally verify the required property. At the level $\varepsilon > 0$, we have

$$
0 \leq \int_{\Omega} Au_\varepsilon \gamma_\varepsilon(u_\varepsilon) \, dx = \int_{\Omega} (u + Au + \zeta - u_\varepsilon - \gamma_\varepsilon(u_\varepsilon)) \gamma_\varepsilon(u_\varepsilon) \, dx, \tag{4.18}
$$

so that, passing to the lim sup and exploiting semicontinuity, we infer

$$
0 \leq \int_{\Omega} (u + Au + \zeta - u - \zeta) \zeta \, dx = \int_{\Omega} Au \zeta \, dx. \quad \square
$$

Our next aim is to control the last term on the left-hand side of (4.10). Indeed, it is a standard matter to check that

$$
\tau(\xi^i, \delta \eta^i) = \tau \int_\omega \xi^i \delta \eta^i \frac{\delta \chi^i}{\delta \chi^i} \geq 0,
$$

where $\omega = \{ \delta \chi^i \neq 0 \}$ and we exploited the monotonicity of $\alpha$ and $\beta_\varepsilon$, together with $0 \in \alpha(0)$. 

Next, we make use of the above considerations and take the sum in (4.10) as \( i = 1, \ldots, m \) \((m \leq N)\). One has

\[
\sum_{i=1}^{m} \tau |\nabla \delta \chi^i|^2 + \frac{1}{2} |A \chi^m + \eta^m|^2 + \frac{1}{2} \sum_{i=1}^{m} |\tau (A \delta \chi^i + \delta \eta^i)|^2 \\
\leq \frac{1}{2} |A \chi_0 + \eta_0|^2 + \sum_{i=1}^{m} \tau (\theta^{i-1} - \theta_c, A \delta \chi^i + \delta \eta^i).
\]

(4.19)

The second term on the right-hand side above may be handled by means of a discrete integration by parts procedure. Namely, we easily infer that

\[
\sum_{i=1}^{m} \tau (\theta^{i-1} - \theta_c, A \delta \chi^i + \delta \eta^i) \\
= - \sum_{i=1}^{m-1} \tau (\delta \theta^i, A \chi^i + \eta^i) + (\theta^{m-1} - \theta_c, A \chi^m + \eta^m) - (\theta_0 - \theta_c, A \chi_0 + \eta_0).
\]

Moreover, plain calculations lead to the following:

\[
|\theta^{m-1}|^2 \leq 2|\theta_0|^2 + 2 \left( \sum_{i=1}^{m-1} \tau |\delta \theta^i| \right)^2 \\
\leq 2|\theta_0|^2 + 2(m - 1) \tau \sum_{i=1}^{m-1} \tau |\delta \theta^i|^2.
\]

Whence, looking back to (4.6) and (4.19), it is not difficult to find a positive constant \( C_1 \) that depends only on data, in particular, on \(|\theta_0|, \theta_c, \|\chi_0\|_W, |\eta_0|, \) and \( T \), such that the following estimate holds:

\[
\sum_{i=1}^{m} \tau |\nabla \delta \chi^i|^2 + \frac{1}{4} |A \chi^m + \eta^m|^2 + \frac{1}{2} \sum_{i=1}^{m} |\tau (A \delta \chi^i + \delta \eta^i)|^2 \\
\leq C_1 \left( 1 + \sum_{i=1}^{m-1} \tau \left( \frac{|\delta \theta^i|^2}{4} + |A \chi^i + \eta^i|^2 \right) \right).
\]

Finally, we multiply (4.9) by \( C_1 \) and add it to the inequality above, obtaining

\[
\frac{C_1}{4} \sum_{i=1}^{m} \tau |\delta \theta^i|^2 + \frac{C_1}{2} |\nabla \theta^m|^2 + \frac{C_1}{2} \sum_{i=1}^{m} |\tau \nabla \delta \theta^i|^2 \\
+ \sum_{i=1}^{m} \tau |\nabla \delta \chi^i|^2 + \frac{1}{4} |A \chi^m + \eta^m|^2 + \frac{1}{2} \sum_{i=1}^{m} |\tau (A \delta \chi^i + \delta \eta^i)|^2 \\
\leq C_1 \left( 1 + T \lambda^2 \theta_c^2 |\Omega| + \frac{1}{2} |\nabla \theta_0|^2 + (\lambda^2 + 1) \sum_{i=1}^{m} \tau |A \chi^i + \eta^i|^2 \right).
\]

(4.20)

Whence, upon choosing the time step \( \tau \) small enough (namely \( \tau < (4C_1(\lambda^2 + 1))^{-1} \)), we are in the position of applying the discrete Gronwall lemma (see, e.g., the version reported
in [11, Prop. 2.2.1]). Accounting also for (4.7), the monotonicity of \( \beta_\varepsilon \), standard elliptic arguments, and the notation (4.1), we may eventually establish the following bounds:

\[
\| \partial_t \theta_\tau \|_{L^2(0,T;H)}^2, \| \bar{\theta}_\tau \|_{L^\infty(0,T;V)}, \| \partial_t \chi_\tau \|_{L^2(0,T;V) \cap L^\infty(Q)},
\]

\[
\| \bar{\chi}_\tau \|_{L^\infty(0,T;W)}, \| \bar{\eta}_\tau \|_{L^\infty(0,T;H)} \leq C_2
\]

for a proper constant \( C_2 \) depending on data but independent of both \( \tau \) and \( \varepsilon \). Owing to (4.21), it is straightforward to obtain by a comparison in (4.2) and (4.3) that

\[
\| \bar{\theta}_\tau \|_{L^2(0,T;W)}^2, \| \bar{\xi}_\tau \|_{L^\infty(0,T;H)} \leq C_3,
\]

where \( C_3 \) has the same dependences as \( C_2 \).

Before passing to the limit, let us point out some useful estimates on the difference of approximate solutions. Indeed, it is straightforward to verify that

\[
\| \chi_\tau - \bar{\chi}_\tau \|_{L^2(0,T;V)} \leq C_2 \tau,
\]

\[
\| \bar{\tau} - \bar{\theta}_\tau \|_{L^\infty(0,T;H)}^2, \| \bar{\xi}_\tau - \bar{\eta}_\tau \|_{L^\infty(0,T;H)} \leq C_2 \sqrt{\tau},
\]

as a direct check provides.

**Remark 4.2.** For the sake of numerical purposes, it is worth noting that the above detailed time discretization procedure may be easily extended to variable time step partitions of the interval \([0, T]\). Although the approximation argument developed here serves perfectly to the aim of proving Theorem 2.1, we stress that this analysis may be easily reproduced for a partition

\[
P = \{0 = t_0 < t_1 < \cdots < t_{N-1} < t_N = T\}
\]

with a variable time step \( \tau_i := t_i - t_{i-1} \) for \( i = 1, \ldots, N \) and a diameter \( \tau := \max_{1 \leq i \leq N} \tau_i \). From this point of view, our procedure seems to have an additional numerical interest. Indeed, the only constraint imposed to the time step sizes is \( \tau < (4C_1(\lambda^2 + 1))^{-1} \). Thus, the latter time steps may be chosen adaptively, being possibly tailored to some further numerical consideration.

5. **Passage to the limit.** In order to prove Theorem 2.1, we aim to pass to the limit simultaneously with respect to both of the approximation parameters \( \varepsilon \) and \( \tau \) in relations (4.2)–(4.4). Namely, we set

\[
\varepsilon = \varepsilon(\tau) \text{ such that } \varepsilon(\tau) \to 0 \text{ as } \tau \to 0.
\]

In this setting, all the forthcoming passage-to-the-limit procedures will obviously refer just to \( \tau \). Thanks to well-known compactness results, estimates (4.21)–(4.24), and easy
considerations, we may find a quadruple \((\theta, \chi, \eta, \xi)\) such that, possibly taking subsequences (not relabelled), one has

\[
\begin{align*}
\theta_\tau &\to \theta \quad \text{weakly star in } H^1(0, T; H) \cap L^\infty(0, T; V) \cap L^2(0, T; W), \\
\tilde{\theta}_\tau &\to \theta \quad \text{weakly star in } L^\infty(0, T; V) \cap L^2(0, T; W), \\
\chi_\tau &\to \chi \quad \text{weakly star in } H^1(0, T; V) \cap L^\infty(0, T; W), \\
\partial_t \chi_\tau &\to \partial_t \chi \quad \text{weakly star in } L^\infty(Q), \\
\bar{\chi}_\tau &\to \chi \quad \text{weakly star in } L^\infty(0, T; W), \\
\bar{\eta}_\tau &\to \eta \quad \text{weakly star in } L^\infty(0, T; H), \\
\bar{\xi}_\tau &\to \xi \quad \text{weakly star in } L^\infty(0, T; H).
\end{align*}
\]

Clearly, we can consider the limit \(\theta\) (resp. \(\chi\)) of either \(\theta_\tau\) or \(\tilde{\theta}_\tau\) (resp. \(\chi_\tau\) or \(\bar{\chi}_\tau\)), thanks to (4.23)–(4.24). Moreover, by the generalized Ascoli theorem (see, e.g., \([14, \text{Cor. 4}]\)) and (4.24), the following convergences may also be inferred:

\[
\begin{align*}
\theta_\tau &\to \theta \quad \text{strongly in } C^0([0, T]; H), \\
\tilde{\theta}_\tau &\to \theta \quad \text{strongly in } L^\infty(0, T; H), \\
T_\tau \tilde{\theta}_\tau &\to \theta \quad \text{strongly in } L^\infty(0, T; H), \\
\chi_\tau &\to \chi \quad \text{strongly in } C^0([0, T]; V), \\
\bar{\chi}_\tau &\to \chi \quad \text{strongly in } L^\infty(0, T; V).
\end{align*}
\]

Hence, we can pass to the limit in (4.3), and, furthermore, we see that the properties (2.8)–(2.10) along with (2.13) are fulfilled by the quadruple \((\theta, \chi, \eta, \xi)\).

Now we address the interpretation of \(\eta\) and \(\xi\). As for \(\eta\), we observe that relations (5.6) and (5.12) allow us to use \([2, \text{Prop. 1.1, p. 42}]\), which readily yields the second condition of (2.14). If we were able to prove that

\[
\limsup_{\tau \to 0} \iint_Q \bar{\xi}_\tau \partial_t \chi_\tau \leq \iint_Q \xi \partial_t \chi,
\]

we might apply again \([2, \text{Prop. 1.1, p. 42}]\) and the first condition of (2.14) (and, obviously, the second one of (2.11)) would be satisfied as well.

Towards the aim of proving the above inequality, we multiply (4.3) by \(\partial_t \chi_\tau\) and integrate over \(Q\), obtaining

\[
\begin{align*}
\iint_Q \bar{\xi}_\tau \partial_t \chi_\tau &= -\iint_Q (\partial_t \chi_\tau)^2 - \iint_Q \nabla \bar{\chi}_\tau \cdot \nabla \partial_t \chi_\tau \\
&\quad - \iint_Q \bar{\eta}_\tau \partial_t \chi_\tau + \iint_Q (T_\tau \tilde{\theta}_\tau - \theta_c) \partial_t \chi_\tau.
\end{align*}
\]

Next, we take the limsup of both sides of (5.14) as \(\tau\) goes to 0. We remark that \(\bar{\eta}_\tau = \beta_\varepsilon(\bar{\chi}_\tau) = \partial \psi_\varepsilon(\bar{\chi}_\tau)\) (recall that \(\beta = \partial \psi\)), where \(\psi_\varepsilon\) denotes the Yosida approximation.
of $\psi$. Then, we integrate in time and, using, e.g., [5, Lemma 3.3, p. 73], we get
\[
\limsup_{\tau \to 0} \int_Q \bar{\eta}_\tau \partial_t \chi_\tau = - \liminf_{\tau \to 0} \left( \int_\Omega \psi_\varepsilon (\bar{\chi}_\tau (T)) \, dx - \int_\Omega \psi_\varepsilon (\chi_0) \, dx \right) \leq - \int_\Omega \psi (\chi(T)) \, dx + \int_\Omega \psi (\chi_0) \, dx
\]
and the last inequality holds since the functional induced by $\psi_\varepsilon$ on $H$, namely,
\[
\Psi_\varepsilon (v) := \int_\Omega \psi_\varepsilon (v) \, dx \quad \text{for } v \in H,
\]
converges to
\[
\Psi (v) := \begin{cases} \int_\Omega \psi (v) \, dx & \text{if } v \in H \text{ and } \psi (v) \in L^1(\Omega), \\ +\infty & \text{otherwise} \end{cases}
\]
in the sense of Mosco [1, Prop. 3.56, p. 354] in $H$, and (5.11) holds.

Owing to (5.3), (5.12), (5.15), and (5.10), and comparing the limit of (5.14) with (2.13), we derive relation (5.13) and also the first condition in (2.14) is proved. Moreover, according to [2, Lemma 1.3, p. 42], we also have
\[
\int \int_Q \bar{\xi}_\tau \partial_t \chi_\tau \to \int \int_Q \xi \partial_t \chi \quad \text{as } \tau \to 0.
\]

Finally, we pass to the limit in (4.2). As usual, let us rewrite it as
\[
\partial_t \theta_\tau + A \bar{\theta}_\tau = \partial_t \chi_\tau (\partial_t \chi_\tau + \bar{\xi}_\tau - T_\tau \theta_\tau);
\]
clearly, on account of the above argument, we only need some strong convergence of $\partial_t \chi_\tau$. Actually, it is sufficient to multiply (4.3) again by $\partial_t \chi_\tau$, to integrate over $Q$, and to take the lim sup. Using, in particular, (5.18) and comparing with (2.13), we get that
\[
\limsup_{\tau \to 0} \int \int_Q (\partial_t \chi_\tau)^2 \leq \int \int_Q (\partial_t \chi)^2,
\]
which, together with (5.3) implies that
\[
\partial_t \chi_\tau \to \partial_t \chi \quad \text{strongly in } L^2(0,T;H).
\]
This is enough to pass to the limit in (5.19), showing indeed that our solution satisfies (2.12) as well.

6. Positivity of the temperature. We conclude the proof of Theorem 2.1 by establishing the essential nonnegativity of the temperature $\theta$. To this aim, we are going to prove a suitable maximum principle. Indeed, we multiply Eq. (2.12) by the function
\[
-(\theta)^- := \min \{0, \theta\} \in L^2(0,T;H),
\]
integrate on $Q_t$, $t \in (0,T]$ and get that
\[
\frac{1}{2} |\theta^-(t)|^2 + \int_0^t |\nabla (\theta^-)(s)|^2 \, ds \leq \sum_{j=1}^4 I_j(t),
\]
where
\[ I_1 := \frac{1}{2} |\theta^- (0)|^2 = \frac{1}{2} |\theta_0^-|^2, \]
\[ I_2(t) := - \int_0^t \int_\Omega (\partial_t \chi)^2 \theta^- \, dx \, ds, \]
\[ I_3(t) := - \int_0^t \int_\Omega \partial_t \chi \theta^- \, dx \, ds, \]
\[ I_4(t) := \int_0^t \int_\Omega \partial_t \chi \theta^- \, dx \, ds. \]

Since (2.5) holds, we readily get that \( I_1 = 0 \). Moreover, the term \( I_2(t) \) turns out to be obviously nonpositive for all \( t > 0 \). Then, owing to (2.3) and (2.14), we easily deduce that \( \partial_t \chi \xi \geq 0 \) a.e. in \( Q \). Namely, we have that \( \xi \leq 0 \) if and only if \( \partial_t \chi \) vanishes; thus also \( I_3(t) \) is nonpositive for all \( t > 0 \). As regards \( I_4(t) \), it is a standard matter to check that \( \partial_t \chi \theta^- = - \partial_t \chi (\theta^-)^2 \leq 0 \) a.e. in \( Q \). Collecting all the above considerations, one has that the right-hand side of (6.1) is nonpositive. Hence, we infer that
\[ |\theta^- (t)|^2 = 0 \quad \forall t \in (0,T) \]
and relation (2.11) is completely proved. This concludes the proof of Theorem 2.1.

**Remark 6.1.** Let us point out that the nonnegativity of the discrete temperature \( \overline{\theta}_\tau \) may not be deduced from a time discrete analogue to the argument above. Indeed, this possibility fails since the term
\[ I_4(i\tau) = \int_0^{i\tau} \partial_t \chi \overline{T}_\tau \overline{\theta}_\tau (\theta^-), \]
which corresponds to \( I_4(t) \) above, turns out to be nonnegative whenever we ask for \( \overline{\theta}_\tau \geq 0 \) a.e. in \( Q \times (0, (i - 1)\tau) \) in the framework of an induction proof.
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