QUANTUM EULER-POISSON SYSTEMS: GLOBAL EXISTENCE AND EXPONENTIAL DECAY
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Abstract. A one-dimensional transient quantum Euler-Poisson system for the electron density, the current density, and the electrostatic potential in bounded intervals is considered. The equations include the Bohm potential accounting for quantum mechanical effects and are of dispersive type. They are used, for instance, for the modelling of quantum semiconductor devices.

The existence of local-in-time solutions with small initial velocity is proven for general pressure-density functions. If a stability condition related to the subsonic condition for the classical Euler equations is imposed, the local solutions are proven to exist globally in time and tend to the corresponding steady-state solution exponentially fast as the time tends to infinity.

1. Introduction.

1.1. The Model Equations. In 1927, Madelung gave a fluid-dynamical description of quantum systems governed by the linear Schrödinger equation for the wave function $\psi$:

\[
\begin{align*}
  i\varepsilon \partial_t \psi &= -\frac{\varepsilon^2}{2} \Delta \psi - V \psi \quad \text{in } \mathbb{R}^d \times (0, \infty), \\
  \psi(\cdot, 0) &= \psi_0 \quad \text{in } \mathbb{R}^d,
\end{align*}
\]
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where $d \geq 1$ is the space dimension, $\varepsilon > 0$ denotes the scaled Planck constant, and $V = V(x,t)$ is some (given) potential. Separating the amplitude and phase of $\psi = |\psi| \exp(iS/\varepsilon)$, the particle density $\rho = |\psi|^2$, and the particle current density $j = \rho \nabla S$ for irrotational flow satisfy the so-called Madelung equations [21]

$$\partial_t \rho + \text{div} j = 0, \quad (1)$$

$$\partial_t j + \text{div} \left( \frac{j \otimes j}{\rho} \right) - \rho \nabla \phi - \frac{\varepsilon^2}{2} \rho \nabla \left( \frac{\Delta \sqrt{\rho}}{\sqrt{\rho}} \right) = 0 \quad \text{in } \mathbb{R}^d \times (0, \infty), \quad (2)$$

where the $i$-th component of the convective term $\text{div}(j \otimes j/\rho)$ equals

$$\sum_{k=1}^d \frac{\partial}{\partial x_k} \left( j j_k \rho \right).$$

Equations (1)-(2) can be interpreted as the pressureless Euler equations including the quantum Bohm potential

$$\frac{\varepsilon^2}{2} \frac{\Delta \sqrt{\rho}}{\sqrt{\rho}}, \quad (3)$$

They have been used for the modeling of superfluids like Helium II [16, 20].

Recently, Madelung-type equations have been derived to model quantum phenomena in semiconductor devices, like resonant tunneling diodes, starting from the Wigner-Boltzmann equation [6] or from a mixed-state Schrödinger-Poisson system [8, 9]. There are several advantages of the fluid-dynamical description of quantum semiconductors. First, kinetic equations, like the Wigner equation or Schrödinger systems, are computationally very expensive, whereas for Euler-type equations, efficient numerical algorithms are available [5, 25]. Second, the macroscopic description allows for a coupling of classical and quantum models. Indeed, setting the Planck constant $\varepsilon$ in (2) equal to zero, we obtain the classical pressureless equations, so in both pictures, the same (macroscopic) variables can be used. Finally, as semiconductor devices are modeled in bounded domains, it is easier to find physically relevant boundary conditions for the macroscopic variables than for the Wigner function or for the wave function.

The Madelung-type equations derived by Gardner [6] and Gasser et al. [8] also include a pressure term and a momentum relaxation term taking into account interactions of the electrons with the semiconductor crystal, and are self-consistently coupled to the Poisson equation for the electrostatic potential $\phi$:

$$\partial_t \rho + \text{div} j = 0, \quad (4)$$

$$\partial_t j + \text{div} \left( \frac{j \otimes j}{\rho} \right) + \nabla P(\rho) - \rho \nabla \phi - \frac{\varepsilon^2}{2} \rho \nabla \left( \frac{\Delta \sqrt{\rho}}{\sqrt{\rho}} \right) = -\frac{j}{\tau}, \quad (5)$$

$$\lambda^2 \Delta \phi = \rho - C(x) \quad \text{in } \Omega \times (0, \infty), \quad (6)$$

where $\Omega \subset \mathbb{R}^d$ is a bounded domain, $\tau > 0$ is the (scaled) momentum relaxation time constant, $\lambda > 0$ is the (scaled) Debye length, and $C(x)$ is the doping concentration modelling the semiconductor device under consideration [12, 24]. The pressure is assumed
to depend only on the particle density and, like in classical fluid dynamics, often the expression

$$P(\rho) = \frac{T_0}{\gamma} \rho^{\gamma}, \quad \rho \geq 0, \quad \gamma \geq 1,$$

(7)

with the temperature constant $T_0 > 0$, is employed [6, 11]. Isothermal fluids correspond to $\gamma = 1$, isentropic fluids to $\gamma > 1$. Notice that the particle temperature is $T(\rho) = T_0 \rho^{\gamma-1}$.

In this paper we consider general (smooth) pressure functions. Equations (4)-(6) are referred to as the quantum Euler-Poisson system or as the quantum hydrodynamic model.

In this paper, we investigate the (local and global) existence and long-time behavior of solutions of the following one-dimensional quantum Euler-Poisson system:

$$\rho_t + j_x = 0,$$

(8)

$$j_t + \left( \frac{j^2}{\rho} + P(\rho) \right)_x = \rho \phi_x + \frac{1}{2} \varepsilon^2 \rho \left( \frac{(\sqrt{\rho})_{xx}}{\sqrt{\rho}} \right)_x - \frac{j}{\tau},$$

(9)

$$\phi_{xx} = \rho - C(x),$$

(10)

with the following initial and boundary conditions:

$$\rho(x,0) = \rho_1(x) > 0, \quad j(x,0) = j_1(x) =: \rho_1(x)v_1(x),$$

(11)

$$\rho(0,t) = \rho_1, \quad \rho(1,t) = \rho_2, \quad \rho_x(0,t) = \rho_x(1,t) = 0,$$

(12)

$$\phi(0,t) = 0, \quad \phi(1,t) = \Phi_0,$$

(13)

for $(x,t) \in (0,1) \times (0,\infty)$, where $\rho_1, \rho_2, \Phi_0 > 0$, and $v_1$ is the initial velocity.

The existence and uniqueness of steady-state (classical) solutions to the quantum Euler-Poisson system for current density $j_0 = 0$ (thermal equilibrium) has been studied in [1, 7]. The stationary equations for $j_0 > 0$ have been considered in [4, 11, 27] for general monotone pressure functions, however, with different boundary conditions, assuming Dirichlet data for the velocity potential $S$ [11] or employing nonlinear boundary conditions [4, 27]. Existence of steady-state solutions to (8)-(10) subject to the boundary conditions (12)-(13) is proven in [10] for the linear pressure function $P(\rho) = \rho$ and in [14] for general pressure functions $P(\rho)$ also allowing for non-convex or non-monotone pressure-density relations. So far, to our knowledge, the only known results on the existence of the time-dependent system (4)-(6) have been obtained in [13] for smooth local-in-time solutions on bounded domains and in [17] for “small” irrotational global-in-time solutions in the whole space assuming strictly convex pressure functions and a constant doping profile.

In the present paper, we consider the initial-boundary-value problem (IBVP) 8–13 for general pressure and non-constant doping profile, and we focus on the local and global existence of classical solutions $(\rho, j, \phi)$ of the IBVP 8–13 and their time-asymptotic convergence to the stationary solutions $(\rho_0, j_0, \phi_0)$ obtained in [14]. First, we show that there exists a classical local-in-time solution for regular initial data. Second, we prove that if a certain “subsonic” condition (see 25) holds and if the initial data is a perturbation of a stationary solution $(\rho_0, j_0, \phi_0)$, a classical solution $(\rho, j, \phi)$ exists globally in time and tends to $(\rho_0, j_0, \phi_0)$ exponentially fast as time tends to infinity.
In dealing with the IBVP 8–13 we have to overcome the following difficulties. First, since the general pressure \( P(\rho) \) can be non-convex (even zero or “negative”; see Remark 1.6), the left part of Eqs. 8–10 may be not hyperbolic any more. Unlike [17], we cannot apply the local existence theory of quasilinear symmetric hyperbolic systems [3, 15, 22, 23]. We have to establish a new local existence theory. Second, the appearance of the nonlinear quantum Bohm potential in 9 requires that the density is strictly positive for regular solutions. This together with the structure of the quantum term causes problems in the local and global existence proofs.

1.2. Main results. Before stating our main results we introduce some notation. We denote by \( L^2 = L^2(0,1) \) and \( H^k = H^k(0,1) \) the Lebesgue space of square integrable functions and the Sobolev space of functions with square integrable weak derivatives of order \( k \), respectively. The norm of \( L^2 \) is denoted by \( ||\cdot||_0 = ||\cdot|| \), and the norm of \( H^k \) is \( ||\cdot||_k \). The space \( H^k_0 = H^k_0(0,1) \) is the closure of \( C^\infty_0(0,1) \) in the norm of \( H^k \). Let \( T > 0 \) and let \( B \) be a Banach space. Then \( C^k(0,T;B) \) (\( C^k([0,T];B) \), respectively) denotes the space of \( B \)-valued \( k \)-times continuously differentiable functions on \( (0,T) \) (\([0,T]\), respectively), \( L^2(0,T;B) \) is the space of \( B \)-valued \( L^2 \)-functions on \( (0,T) \), and \( W^{k,p}(0,T;B) \) the space of \( B \)-valued \( W^{k,p} \)-functions on \( (0,T) \). Finally, \( C \) always denotes a generic positive constant.

It is convenient to make use of the variable transformation \( \rho = \omega^2 \) in 8–10, which yields the following IBVP for \((\omega, j, \phi)\):

\[
2\omega \omega_t + j_x = 0, \quad (14)
\]

\[
 j_t + \left( \frac{j^2}{\omega^2} + P(\omega^2) \right) = \omega^2 \partial_x + \frac{1}{2} \varepsilon^2 \omega^2 \left( \frac{\omega xx}{\omega} \right)_x - \frac{j}{\tau}, \quad (15)
\]

\[
 \phi_{xx} = \omega^2 - C(x). \quad (16)
\]

with the initial and boundary conditions

\[
(w, j)(x,0) = (\omega_1, j_1)(x) = (\sqrt{\rho_1}, \varrho_1 v_1)(x), \quad (17)
\]

\[
w(0,t) = \sqrt{\rho_1}, \quad w(1,t) = \sqrt{\rho_2}, \quad w_x(0,t) = w_x(1,t) = 0, \quad (18)
\]

\[
\phi(0,t) = 0, \quad \phi(1,t) = \Phi_0, \quad (19)
\]

for \( x \in (0,1), \ t \geq 0 \). This problem is equivalent to 8–13 for classical solutions with positive particle density.

We will assume throughout this paper compatibility conditions for the IBVP 14–19 in the sense that the time derivatives of the boundary values and the spatial derivatives of the initial data are compatible at \((x,t) = (0,0)\) and \((x,t) = (1,0)\) in 14–16. We will prove the following local existence result for the IBVP 14–19:

**Theorem 1.1.** Assume that

\[
P \in C^4(0, +\infty), \quad C \in H^2, \quad (20)
\]

\((\omega_1, j_1) \in H^6 \times H^5\) such that \(\omega_1(x) > 0\) for \(x \in [0,1]\), and for some \(\alpha \in [(1 + 2\sqrt{2}\varepsilon)^{-1}, 1)\)

\[
||v_1||_{C^1([0,1])} < \frac{(1 - \alpha)\omega_*}{8\sqrt{2||\omega_1||_1}}, \quad (21)
\]
where

$$\omega_* = \min_{x \in [0,1]} \omega_1(x) > 0.$$ 

Then, there is a number $T_*$ (determined by 128), such that there exists a unique classical solution $(\omega, j, \phi)$ of the IBVP (14)-(19) in the time interval $[0, T]$, with $0 < T \leq T_*$, satisfying $\omega \geq (1 - \alpha)\omega_* > 0$ in $[0,1] \times [0, T]$ and

$$\|\omega(t)\|_{C^2}^2 + \|j(t)\|_{L^2}^2 + \|\phi(t)\|_{L^2}^2 < \infty \quad \text{for } t \leq T.$$ 

**Remark 1.2.** (1) It is well known that for classical hydrodynamic equations, monotone pressure-density relations are required to guarantee short-time existence of classical solutions [2, 18]. The condition 20 means that this condition is not necessary (to a certain extent) when the quantum effects are taken into account.

(2) Condition 21 is needed to prove the positivity of the particle density. A similar condition has been used to prove the existence of stationary solutions [11]. This condition allows for arbitrarily large current densities $j_1 = w_1^2 v_1$, for instance, if $w_1$ is a sufficiently large constant.

(3) We are able to show the statements of Theorem 1.1 under the slightly more general condition

$$\|v_1\|_{C^1([0,1])} < \min \left\{ \alpha \varepsilon, \frac{(1 - \alpha)}{2\sqrt{2}}, \frac{\omega_*}{4\|\omega_1\|_1} \right\}, \quad \alpha \in (0,1).$$

Then 21 is a special case for $\alpha > (1 + 2\sqrt{2}\varepsilon)^{-1}$ which is equivalent to $\alpha \varepsilon \geq (1 - \alpha)/2\sqrt{2}$.

(4) The local existence of the Cauchy problem in $\mathbb{R}^d$ or $\mathbb{T}^d$ can be shown in the same framework; see [19].

Theorem 1.1 is proven by an iteration method and compactness arguments. More precisely, we construct a sequence of approximate solutions that is uniformly bounded in a certain Sobolev space in a fixed (maybe small) time interval. Compactness arguments then imply that there is a limiting solution which proves to be a local-in-time solution of 14–19. Unlike [17], we cannot apply the theory of quasilinear symmetric hyperbolic systems [3, 15, 22, 23] to construct (local) approximate solutions and obtain uniform bounds in Sobolev spaces because the pressure can be non-convex, causing the loss of entropy and hyperbolicity of 14–15.

The idea of the local existence result is first to linearize the system 14–16 around its initial state $(\omega_1, j_1, \phi_1)$, where $\phi_1$ solves the Dirichlet problem 16 and 19 with $\omega$ replaced by $\omega_1$, and to consider the equations for the perturbation $(\psi, \eta, \varepsilon) = (\omega - \omega_1, j - j_1, \phi - \phi_1)$. The main idea is to write the evolution equation for the perturbed particle density as a semilinear fourth-order wave equation. Then, we construct approximate solutions $(\psi_i, \eta_i, \varepsilon_i) (i \geq 1)$ from a fixed-point procedure, which are expected to converge to a solution $(\psi, \eta, \varepsilon)$ of the perturbed problem as $i \to \infty$. For this, we derive uniform bounds in Sobolev spaces on a uniform time interval and apply standard compactness arguments (see Sec. 3). A further analysis shows that $(\omega, j, \phi) = (\omega_1 + \psi, j_1 + \eta, \phi_1 + \varepsilon)$ with $\omega > 0$ is the expected local (in time) solution of the original problem 14–19.

To extend the local classical solution globally in time, we need to establish uniform estimates. We consider the situation when the initial data is close to the stationary
solution \((\omega_0, j_0, \phi_0)\) of (14)-(16) with boundary conditions 18-19. The existence of stationary solutions \((\omega_0, j_0, \phi_0)\) of the boundary-value problem (14)-(16) and 18-19 for general pressure functions \(P(\rho)\) was obtained in [14] (see Theorem 1.3 below).

Assume that there is a function \(A \in H^2(0,1)\) satisfying
\[
A(x) > 0 \text{ for } x \in (0,1), \quad A(0) = \rho_1, \quad A(1) = \rho_2, \quad A_x(0) = A_x(1) = 0
\] such that for a set \(E \subseteq [0,1] \), it holds
\[
P'(A) - \frac{j_0^2}{A^2} \left\{ \begin{array}{ll}
\leq 0, & x \in E, \\
> 0, & x \in [0,1]\setminus E.
\end{array} \right.
\]

Then we conclude the existence of stationary solutions \((\omega_0, j_0, \phi_0)\) of 14-16 satisfying the boundary conditions 18-19:

**Theorem 1.3 ([14]).** Let 20, 23-24 hold. For given \(\kappa \in (0,1)\), assume that
\[
\min_{x \in [0,1]} A^2 \left( \frac{1}{4} \kappa \varepsilon^2 + P'(A) \right) > j_0^2.
\]

Then there is a unique solution \((\omega_0, j_0, \phi_0)\) of the stationary version of the boundary-value problem 14-16 and 18-19 such that
\[
A_* \| w_0 - \sqrt{A} \|^2 + A_0 \| w_{0x} \|^2 + \| \phi_{0x} \|^2 \leq C \delta_0,
\]
provided \(\delta_0 := \| A' \|_1 + \| A - C \| \) is small enough. Here, \(A_* = \min_{x \in [0,1]} A(x)\),
\[
A_0 = \min_{x \in [0,1]} \left( \frac{1}{4} \kappa \varepsilon^2 + P'(A) - j_0^2 A^{-2} \right) > 0,
\]
and \(C > 0\) is a constant depending on \(j_0, \tau, \) and \(A\).

Let \(\rho_0 = \omega_0^2\). Then \((\rho_0, j_0, \phi_0)\) is a solution of the stationary version of the boundary-value problem 8-10 and 12-13 satisfying
\[
A_* \| \rho_0 - A \|^2 + A_0 \| \rho_{0x} \|^2 + \| \phi_{0x} \|^2 \leq C' \delta_0,
\]
and \(C' > 0\) is a constant depending on \(j_0, \tau, \) and \(A\).

**Remark 1.4.** (1) When \(E = \emptyset\) assumption 24 corresponds exactly to the subsonic condition for classical fluids [2, 18]. We recall that a classical fluid is in the subsonic state if the velocity is smaller than the sound speed \(\sqrt{P'(\rho)}\). Only for subsonic fluids, we can expect to have existence of classical solutions [2, 18]. Therefore, in order to get existence of classical solutions of the quantum hydrodynamic equations, we expect that a condition corresponding to the classical subsonic condition is needed. It turns out that 24 is such a condition. Notice that condition 25 can allow for non-empty sets \(E\) when quantum effects are involved.

(2) Condition 24 can be replaced by
\[
\frac{1}{4} \kappa \varepsilon^2 + |E| \min_{x \in E} (p'(A) - j_0^2 A^{-2}) > 0, \quad \kappa \in (0,1),
\]
in order to obtain the existence and uniqueness of classical solutions. Here, \(|E|\) denotes the volume of the subset \(E\).
(3) We recall that in the steady state, the current density \( j_0 \) is a constant. If \( j_0 = 0 \), we obtain the thermal equilibrium state. Condition 24 is satisfied if \( j_0 > 0 \) is sufficiently small. Thus, Theorem 1.3 means that we can show the existence of solutions “close” to the thermal equilibrium state.

In the following, we use the abbreviation

\[
\psi_0 = \omega_1 - \omega_0, \quad \eta_0 = j_1 - j_0.
\]  

In view of the uniform a-priori estimates of Sec. 2, we are able to extend the local classical solution globally in time and prove its exponential convergence to the stationary solution \((w_0, j_0, \phi_0)\):

**Theorem 1.5.** Assume that 20, 23–25 hold. Let \((\omega_0, j_0, \phi_0)\) be the stationary solution of the boundary-value problem 14–16 and 18–19 given by Theorem 1.3 for sufficiently small \( \delta_0 \). Assume that the initial datum \((\omega_1, j_1) \in H^6 \times H^5 \) satisfies 21 and \( \omega_1 > 0 \) in \([0,1]\). Then there is a number \( m_1 > 0 \) such that if

\[
\|\psi_0\|_6 + \|\eta_0\|_5 = \|w_1 - w_0\|_6 + \|j_1 - j_0\|_5 \leq m_1,
\]

the (classical) solution \((\omega, j, \phi)\) of the IBVP (14)–(19) exists globally in time and satisfies

\[
\|(\omega - \omega_0)(t)\|_6^2 + \|(j - j_0)(t)\|_5^2 + \|(\phi - \phi_0)(t)\|_4^2 \leq C(\|\psi_0\|_6^2 + \|\eta_0\|_5^2) e^{-\Lambda_0 t}
\]

for all \( t \geq 0 \). Here, \( C > 0 \) and \( \Lambda_0 > 0 \) are constants independent of the time variable \( t \).

**Remark 1.6.** Theorems 1.1–1.5 also apply for non-monotone or even “negative” pressure functions. These functions are related to quantum mechanical phenomena in which the motion of the particles is affected by their attractive interaction [16]. A typical example is the focusing nonlinear Schrödinger equation. In fact, this equation is formally equivalent to the quantum Euler-Poisson system with infinite relaxation time and with “negative” pressure.

Using Theorems 1.1–1.5 and the variable transformation \( \rho = \omega^2 \), we also obtain the local and global existence of classical solutions of the original IBVP 8–13 and can establish their large-time behavior:

**Theorem 1.7.** Let 20 hold. Assume that \((\sqrt{\varrho_1}, j_1) \in H^6 \times H^5\) such that \( \varrho_1 > 0 \) in \([0,1]\) and

\[
\|v_1\|_{C^1([0,1])} < \min \left\{ \alpha \varepsilon, \frac{(1 - \alpha)}{2\sqrt{2}} \right\} \frac{\varrho_*}{4\|\sqrt{\varrho_1}\|_1}, \quad \alpha \in (0,1),
\]

where

\[
\varrho_* = \min_{x \in [0,1]} \sqrt{\varrho_1}(x).
\]

Then there is a number \( T'_* > 0 \) such that there exists a classical solution \((\rho, j, \phi)\) of the IBVP (8)–(13) in \( t \in [0, T'_*] \) satisfying \( \rho > 0 \) in \([0,1] \times [0, T'_*] \) and

\[
\|\rho(t)\|_6^2 + \|j(t)\|_5^2 + \|\phi(t)\|_4^2 < \infty, \quad t \leq T'_*.
\]

Furthermore, assume that 23–25 hold and let \((\rho_0, j_0, \phi_0)\) be the stationary solution of the boundary-value problem 8–10 and 12–13 given by Theorem 1.3 with sufficiently
small \( \delta_0 \). Then, there is a number \( m_2 > 0 \) such that if \( \sqrt{q_1 - \sqrt{\rho_0}} + \|\eta_0\|_5 \leq m_2 \), the solution \((\rho, j, \phi)\) of the IBVP (14)-(19) exists globally in time and satisfies
\[
\|(\rho - \rho_0)(t)\|_0^2 + \|(j - j_0)(t)\|_0^2 + \|\phi - \phi_0)(t)\|_4^2 \leq C(\|\psi_0\|_6^2 + \|\eta_0\|_5^2)e^{-\Lambda_1 t},
\]
for all \( t \geq 0 \), where \( C > 0 \) and \( \Lambda_1 > 0 \) are constants independent of \( t \) and the pair \((\psi_0, \eta_0)\) is defined in 28.

This paper is arranged as follows. Section 2 is concerned with uniform a-priori estimates of local (in time) solutions. We reformulate the original problem in Sec. 2.1 as a nonlinear fourth-order wave equation and establish the a-priori estimates for local solutions in Sec. 2.2. The a-priori estimates and the local existence result of Sec. 3 imply the global existence. In order to prove the local existence result, we first give a result on the existence of solutions of an abstract fourth-order wave equation (Sec. 3.1). This wave equation allows us to construct a sequence of approximate solutions converging to a local solution of the problem under consideration (Sec. 3.2).

2. Proof of Theorem 1.5. In this section, we establish uniform a-priori estimates for local classical solutions of 14–16. This yields, together with the usual continuity argument, the existence of global-in-time solutions and proves Theorem 1.5. For notational simplicity, we set \( \tau = 1 \).

2.1. Reformulation of the original problem. Let \((\omega_0, j_0, \phi_0)\) be the steady-state solution of the boundary-value problem 14–16 and 18–19. For any \( T > 0 \), assume that \((\omega, j, \phi)\) is a solution to the IBVP 14–19 in \([0, T]\).

Differentiating 14 with respect to \( t \) and 15 with respect to \( x \) and adding the resulting equations leads to a nonlinear fourth-order wave equation for \( w \):
\[
\omega_{tt} + \omega_t + \frac{1}{\omega} \omega_t^2 + \frac{1}{2\omega} (\omega^2 \phi_x)_x - \frac{1}{2\omega} \left[ P(\omega^2) + \frac{j^2}{\omega^2} \right]_{xx} + \frac{1}{4} \varepsilon^2 \omega_{xxxx} - \frac{1}{4} \varepsilon^2 \frac{\omega_x^2}{\omega} = 0, \tag{1}
\]
where we have used the identity
\[
\left[ \omega^2 \frac{(\omega_x)_x}{\omega} \right]_x = \omega \left[ \omega_{xxxx} - \frac{\omega_x^2}{\omega} \right]. \tag{2}
\]

Similarly, the steady-state solution of 14–15 satisfies
\[
\frac{1}{2\omega_0} (\omega_0^2 \phi_{0x})_x - \frac{1}{2\omega_0} \left[ P(\omega_0^2) + \frac{j_0^2}{\omega_0^2} \right]_{xx} + \frac{1}{4} \varepsilon^2 \omega_{0xxxx} - \frac{1}{4} \varepsilon^2 \frac{\omega_{0x}^2}{\omega_0} = 0. \tag{3}
\]

Introduce the perturbations of the steady-state
\[
\psi = \omega - \omega_0, \quad \eta = j - j_0, \quad e = \phi - \phi_0. \tag{4}
\]
Then, using 14, (1)–(3), and 16, the evolution equations for \((\psi, \eta, e)\) read as follows:

\[
\begin{align*}
\eta_t + \eta &= g_0(x, t), \\
\psi_t + \psi_t + \frac{1}{4}\varepsilon^2 \psi_{xxx} + \frac{1}{2}(2\omega_0^2 + 3\omega_0 \psi + \phi_{0x} + \psi^2) \psi \\
- \frac{1}{\omega_0} \left[ \frac{j_0}{\omega_0^3} \eta \right]_{xx} - \left[ \left( P'(\omega_0^2) - \frac{j_0^2}{\omega_0^4}\right) \psi \right]_x = g_1(x, t) + g_2(x, t), \\
e_{xx} = (2\omega_0 + \psi) \psi,
\end{align*}
\]

with the following initial-boundary values:

\[
\begin{align*}
\eta(x, 0) &= \eta_0(x), \quad x \in (0, 1), \\
\psi(x, 0) &= \psi_0(x), \quad \psi_t(x, 0) = \theta_0(x) =: -\frac{\eta_0(x)}{2(\omega_0 + \psi_0)(x)}, \quad x \in (0, 1), \\
\psi(0, t) &= \psi(1, t) = \psi_x(0, t) = \psi_x(1, t) = 0, \quad t \geq 0, \\
e(0, t) &= e(1, t) = 0, \quad t \geq 0,
\end{align*}
\]

and the definitions

\[
\begin{align*}
g_0(x, t) &= -\left[ \frac{(j_0 + \eta)^2}{(\omega_0 + \psi)^2} - \frac{j_0^2}{\omega_0^2} + P((\omega_0 + \psi)^2) - P(\omega_0^2) \right]_x \\
&\quad + \frac{1}{2}\varepsilon^2(\omega_0 + \psi)^2 \left( \frac{(\omega_0 + \psi)_{xx}}{\omega_0 + \psi} \right)_x - \frac{1}{2}\varepsilon^2\omega_0^2 \left( \frac{\omega_{0xx}}{\omega_0} \right)_x \\
&\quad + (2\omega_0 + \psi) \psi \phi_{0x} + (\omega_0 + \psi)^2 e_x, \\
g_1(x, t) &= \frac{\varepsilon^2(2\omega_0 + \psi + \psi_{xx})}{4\omega_0} \psi_{xx} - \frac{\varepsilon^2(\omega_0 + \psi)^2_{xx}}{4(\omega_0 + \psi) \omega_0} \psi - \frac{\psi_t^2}{(\omega_0 + \psi)} \\
&\quad - (\phi_{0x} + e_x) \psi_x - \omega_{0x} e_x, \\
g_2(x, t) &= \frac{1}{2(\omega_0 + \psi)} \left[ P((\omega_0 + \psi)^2) + \frac{(j_0 + \eta)^2}{(\omega_0 + \psi)^2} \right]_{xx} - \frac{1}{2\omega_0} \left[ P(\omega_0^2) + \frac{j_0^2}{\omega_0^4} \right]_{xx} \\
&\quad - \left[ \left( P'(\omega_0^2) - \frac{j_0^2}{\omega_0^4}\right) \psi \right]_x - \frac{1}{\omega_0} \left[ \frac{j_0}{\omega_0^3} \eta \right]_{xx}.
\end{align*}
\]

Notice that we can write 14 equivalently as

\[
2(\omega_0 + \psi) \psi_t + \eta_x = 0,
\]

which allows us to estimate the derivatives of \(\eta\) in terms of \(\psi_t\).

2.2. The a-priori estimates. We assume that for given \(T > 0\), there is a classical solution \((\psi, \eta, e)\) of the IBVP 5–11 satisfying the regularity condition

\[(\psi, \eta, e) \in X(T) := C^0([0, T]; H^6) \times C^0([0, T]; H^5) \times C^0([0, T]; H^4).
\]

We also use the definition

\[
\delta_T := \max_{0 \leq t \leq T} (\|\psi(t)\|_6 + \|\eta(t)\|_5).
\]
It is easy to verify that if $\delta_T$ is sufficiently small, there are constants $\omega_-, \omega_+, j_-, j_+$ such that
\[
0 < \omega_- \leq \omega_0 + \psi \leq \omega_+, \quad j_- \leq j_0 + \eta \leq j_+.
\]
In the following we assume that $\delta_T$ is sufficiently small such that the above estimates hold.

Lemma 2.1. It holds for $(\psi, \eta, e) \in X(T)$ and $(x, t) \in (0, 1) \times (0, T),$
\[
e(x, t)^2 + \|\psi(t)\|^2 < C\|\psi(t)\|^2, \quad e_x(x, t)^2 + e_t(x, t)^2 + \|e_t(t)\|^2 \leq C\|\psi(t)\|^2, \quad (17)
\]
\[
|\eta(t)|^2 \leq C|\eta_0|^2 \exp\{-c_0 t\} + C\|\psi_0, \psi, \psi_{xxx}\|^2, \quad (18)
\]
\[
|\eta(x, t)|^2 \leq C|\eta_0|^2 \exp\{-c_0 t\} + C\|\psi_0, \psi, \psi_{xxx}\|^2, \quad (19)
\]
\[
|\psi_{tx}^2| \leq C|\eta_0|^2 \exp\{-c_0 t\} + C\|\psi_0, \psi, \psi_{xxx}\|^2, \quad (20)
\]
\[
|\psi_{xx}^2, \psi_{xxx}| \leq C\|\psi_{tt}, \psi_t, \psi_{xx}, \psi_x, \psi_xt\|^2, \quad (21)
\]
promised that $\delta_T + \delta_0$ is small enough (see Theorem 1.3 for the definition of $\delta_0$). Here, $c_0, C > 0$ are constants independent of time $t$. Here and below the notation $\|(f, g, \ldots)\|^2$ means $\|f\|^2 + \|g\|^2 + \ldots$.

Proof. The estimates (17) follow directly from the formula
\[
e = \int_0^1 G(x, y)(2\omega_0(y) + \psi(y, t))\psi(y, t)dy,
\]
and H"older’s inequality. Here, $G(x, y)$ denotes the Green’s function
\[
G(x, y) = \begin{cases} x(1 - y), & x < y, \\ y(1 - x), & x > y. \end{cases} \quad (22)
\]
To prove (18)–(20), it is sufficient to prove 18. In fact, from (15) follows
\[
\eta^2 \leq \int_0^1 \eta^2 dx + 2 \int_0^1 |\eta_x| \eta dx \leq C \int_0^1 \eta^2 dx + C \int_0^1 \psi_t^2 dx,
\]
which gives 19 if 18 is proved. In order to see that 20 also follows from 18, we proceed as follows.

We conclude from the boundary condition (10) that there exists $0 \leq x_1(t) \leq 1$ such that
\[
\psi_x(x_1(t), t) = 0,
\]
and that there are $x_2(t), x_3(t),$ and $x_4(t)$ satisfying $0 \leq x_2(t) \leq x_1(t) \leq x_3(t) \leq 1$ and $0 \leq x_2(t) \leq x_4(t) \leq x_3(t) \leq 1$ such that
\[
\psi_{xx}(x_2(t), t) = \psi_{xx}(x_3(t), t) = \psi_{xxx}(x_4(t), t) = 0.
\]
Thus, by Poincaré’s and Hölder’s inequalities, we obtain

\begin{align}
\int_0^1 \psi_x^2 dx & \leq C \int_0^1 \psi_{xx}^2 dx, \quad (23) \\
\int_0^1 \psi_{xx}^2 dx & = \int_0^1 \left( \int_{x_3(t)}^x \psi_{xxx}(y, t) dy \right)^2 dx \leq \int_0^1 \psi_{xxx}^2 dx, \quad (24) \\
\int_0^1 \psi_{xxx}^2 dx & = \int_0^1 \left( \int_{x_4(t)}^x \psi_{xxxx}(y, t) dy \right)^2 dx \leq \int_0^1 \psi_{xxxx}^2 dx. \quad (25)
\end{align}

Then, using (5), (17), 15, and 23–24, we can estimate

\begin{align}
\int_0^1 \eta^2 dx & \leq C \int_0^1 \left\{ \left( \frac{(j_0 + \eta)^2}{(\omega_0 + \psi)^2} - \frac{j_0^2}{\omega_0^2} + P((\omega_0 + \psi)^2) - P(\omega_0^2) \right) \right\}^2 dx \\
& \quad + C \int_0^1 \left[ \int_0^1 \eta^2 + \psi^2 \phi_0^2 + e_x^2 \right] dx + C \int_0^1 \left[ (2\omega_0 + \psi)^2 \psi_{xxx} + ((2\omega_0 + \psi)e_x)^2 \right] dx \\
& \leq C \int_0^1 \left[ \eta^2 + \psi^2 + \psi_x^2 + \psi_{xx}^2 + \psi_{xxx}^2 \right] dx \\
& \leq C \int_0^1 \left[ \eta^2 + \psi^2 + \psi_x^2 + \psi_{xxx}^2 \right] dx.
\end{align}

Hence, estimate 20 follows as soon as 18 is shown.

We now prove 18. Multiplying (5) by \( \eta \), integrating over \( x \in (0, 1) \) and integrating by parts gives, in view of the boundary conditions (10),

\begin{align}
\frac{1}{2} \frac{d}{dt} \left( \int_0^1 \eta^2 dx \right) + \int_0^1 \eta^2 dx \\
\leq - \left[ \eta \frac{(j_0 + \eta)^2 - j_0^2}{\omega_0^2} \right] \bigg|_0^1 + \int_0^1 \eta ((2\omega_0 + \psi)\psi_0x + (\omega_0 + \psi)^2 e_x) \bigg| dx \\
& \quad + \int_0^1 \left| \eta_x \left( \frac{(j_0 + \eta)^2}{(\omega_0 + \psi)^2} - \frac{j_0^2}{\omega_0^2} + P((\omega_0 + \psi)^2) - P(\omega_0^2) \right) \right| dx \\
& \quad + C \int_0^1 \left( |\eta((2\omega_0 + \psi)\psi_{xxx}| + |\eta_x \psi_x(2\omega_0 + \psi_x)|) \right) dx \\
& \triangleq I_0 + I_1 + I_2 + I_3. \quad (26)
\end{align}
The integrals $I_0$, $I_1$, $I_2$, and $I_3$ are estimated as follows.

\[
I_0 \leq \int_0^1 \left| \eta_x \frac{(j_0 + \eta)^2 - j_0^2}{\omega_0^2} + 2\eta \eta_x \frac{j_0 + \eta}{\omega_0^2} - 2\eta \omega_{0x} \frac{(j_0 + \eta)^2 - j_0^2}{\omega_0^3} \right| \, dx \leq \left( C\delta_0 + \frac{1}{12} \right) \int_0^1 \eta^2 \, dx + C \int_0^1 \psi_t^2 \, dx,
\]

(27)

\[
I_1 \leq \frac{1}{12} \int_0^1 \eta^2 \, dx + C \int_0^1 (\psi^2 + e_x^2) \, dx \leq \frac{1}{12} \int_0^1 \eta^2 \, dx + C \int_0^1 \psi^2 \, dx,
\]

(28)

\[
I_2 \leq C \int_0^1 |\psi_t| + |\psi \psi_t| \, dx \leq \frac{1}{12} \int_0^1 \eta^2 \, dx + C \int_0^1 (\psi_t^2 + \psi^2) \, dx,
\]

(29)

\[
I_3 \leq \frac{1}{12} \int_0^1 \eta^2 \, dx + C \int_0^1 [\psi_t^2 + \psi^2 + \psi_{xxx}] \, dx,
\]

(30)

provided that $\delta_T + \delta_0$ is small enough. In the above estimates we have used 15, 17, 23, and 24. Substituting (27)-(30) into (26) yields

\[
\frac{d}{dt} \left( \int_0^1 \eta^2 \, dx \right) + c_0 \int_0^1 \eta^2 \, dx \leq C \int_0^1 (\psi_t^2 + \psi^2 + \psi_{xx}^2) \, dx,
\]

(31)

where $c_0 \in (0, \frac{4}{3} - C\delta_0]$ is a constant and $\delta_0$ is chosen so small that $C\delta_0 < \frac{1}{3}$. Applying Gronwall’s inequality to 31 gives 18.

Finally, we prove (21). By (6) and (18), it holds

\[
\int_0^1 \psi_{xxx}^2 \, dx \leq C \int_0^1 (\psi_{tt}^2 + \psi_t^2 + \psi_x^2 + \psi_x^2 + \psi_{xx}^2) \, dx
\]

\[+ C(\delta_T + \delta_0) \int_0^1 \psi_{xx}^2 \, dx.\]

(32)

The combination of (32) and (25) leads to (21), provided that $\delta_T + \delta_0$ is small enough such that $C(\delta_T + \delta_0) < 1$.

We prove now uniform estimates in Sobolev spaces for $\psi, \psi_t$, and $\psi_{tt}$.

**Lemma 2.2.** It holds for $(\psi, \eta, e) \in X(T)$ and $0 < t < T$,

\[
\|\psi(t)\|_2^2 + \|\psi_t(t)\|_2^2 + \|\psi_{tt}(t)\|_2^2 + \|e(t)\|_2^2 \leq C(\|\psi_0\|_2^2 + \|\eta_0\|_2^2) \exp\{-\beta_3 t\},
\]

(33)

\[
+ \int_{(0,1) \setminus E} \left( P'(A) - \frac{j_0^2}{A^2} \right) (\psi_x^2 + \psi_{xt}^2) \, dx \leq C(\|\psi_0\|_2^2 + \|\eta_0\|_2^2) \exp\{-\beta_3 t\},
\]

provided that $\delta_T + \delta_0$ is small enough. Here, $C, \beta_3 > 0$ are constants independent of $t$.

**Proof.** **Step 1:** differential inequality for $\psi$ and $\psi_t$ in $L^2$. We multiply (6) by $\psi$, integrate the resulting equation over $(0,1)$ and integrate by parts, taking into account...
the boundary conditions 10:

\[
\frac{d}{dt} \left( \int_0^1 \left[ \frac{1}{2} \psi^2 + \psi \psi_t \right] \, dx \right) - \int_0^1 \psi_t^2 \, dx + \frac{1}{2} \int_0^1 \left( 2\omega_0^2 + 3\omega_0 \psi + \phi_{0xx} + \psi^2 \right) \psi^2 \, dx
\]

\[= - \int_0^1 \left[ \frac{1}{4} e^2 \psi_{xx}^2 + \left( P'(\omega_0^2) - \frac{j_0^2}{\omega_0^4} \right) \psi_x^2 \right] \, dx + \int_0^1 \frac{\psi}{\omega_0} \left( \frac{j_0}{\omega_0^2} \eta \right)_{xx} \, dx
\]

\[+ \int_0^1 g_1 \psi \, dx + \int_0^1 g_2 \psi \, dx
\]

\[
\Delta = I_4 + I_5 + I_6 + I_7.
\]

(35)

We estimate the integrals \( I_4, \ldots, I_7 \) term by term. From 23 follows

\[
I_4 = - \int_0^1 \left[ \frac{1}{4} e^2 \psi_{xx}^2 + \left( P'(A) - \frac{j_0^2}{A^2} \right) \psi_x^2 \right] \, dx - \int_0^1 \left( P'(\omega_0) - P'(A) - \frac{j_0^2}{\omega_0^4} + \frac{j_0^2}{A^2} \right) \psi_x^2 \, dx
\]

\[\leq - \frac{1}{4} e^2 \int_0^1 \psi_{xx}^2 \, dx - \min_{x \in [0,1]} \left( P'(A) - \frac{j_0^2}{A^2} \right) \int_E \psi_x^2 \, dx - \int_{(0,1) \setminus E} \left( P'(A) - \frac{j_0^2}{A^2} \right) \psi_x^2 \, dx
\]

\[\leq - (b_0 + A_0) \int_0^1 \psi_{xx}^2 \, dx - \int_{(0,1) \setminus E} \left( P'(A) - \frac{j_0^2}{A^2} \right) \psi_x^2 \, dx + C_0 \int_0^1 \psi_{xx} \, dx,
\]

(36)

where \( A_0 \) is given by 26 and

\[
b_0 = \frac{1}{4}(1 - \kappa) e^2.
\]

Note that \( A_0 > 0 \) by assumption 25.

Elementary computations, employing 15 and 16, lead to

\[
\left( \frac{j_0}{\omega_0^2} \eta \right)_{xx} = - 2 \frac{j_0}{\omega_0^2} \left[ (\omega_0 + \psi) \psi_{xt} + (\omega_0 + \psi) x \psi_t \right]
\]

\[+ 4 \left( \frac{j_0}{\omega_0^2} \right)_x (\omega_0 + \psi) \psi_t + \eta \left( \frac{j_0}{\omega_0^2} \right)_{xx}. \]

(37)

With this identity, Cauchy’s inequality, integration by parts, 18, and 23, we have

\[
|I_5| \leq C(\delta_T + \delta_0) \int_0^1 (\psi^2 + \psi_t^2 + \eta^2) \, dx + \int_0^1 \left| \frac{2j_0}{\omega_0^2} \psi_x \psi_t \right| \, dx
\]

\[\leq C(\delta_T + \delta_0) \int_0^1 (\psi_t^2 + \psi^2 + \psi_{xx}^2) \, dx + a_0 \int_0^1 \psi_t^2 \, dx + \frac{1}{4} b_0 \int_0^1 \psi_{xx}^2 \, dx
\]

\[+ C \exp\{c_0 t\} \int_0^1 \eta_0^2 \, dx,
\]

where

\[
a_0 = 4j_0^2 / \min_{[0,1]} \omega_0 \omega_0 b_0 = \frac{16j_0^2}{(1 - \kappa)e^2 \min_{[0,1]} \omega_0^4}.
\]

(38)

In view of

\[
|g_1(x, t)| \leq C(|\psi_{xx}| + |\psi| + |\psi_t| + |\psi_x| + |e_x|),
\]

(39)
Cauchy’s inequality, (17), and 23, we infer
\[ |I_6| \leq C(\delta_T + \delta_0) \int_0^1 [\psi_{xx}^2 + \psi^2 + \psi_t^2] dx. \]

By 16, 15, (18), and (23), we obtain, after a tedious calculation, that
\[ |g_2(x,t)| \leq C(\delta_T + \delta_0)(|\psi_{xx}| + |\psi_x| + |\psi| + |\psi_t| + |\eta|). \]  

(40)

From the above estimate, 19, and Cauchy’s inequality follows
\[ |I_7| \leq C(\delta_T + \delta_0) \int_0^1 [\psi^2 + \psi_{xx}^2 + \psi_{xxx}^2 + \psi_t^2] dx + C \exp\{-c_0t\} \int_0^1 \eta_0^2 dx. \]

Substituting the estimates for \( I_4, \ldots, I_7 \) into (35), we conclude
\[
\frac{d}{dt} \left( \int_0^1 \left[ \frac{1}{2} \psi^2 + \psi_t \psi \right] dx \right) - (1 + a_0) \int_0^1 \psi_t^2 dx \\
+ \frac{1}{2} \int_0^1 (2\omega_0^2 + 3\omega_0 \psi + \phi_{0xx} + \psi^2) \psi^2 dx \\
+ (A_0 + \frac{3}{4} b_0) \int_0^1 \psi_{xx}^2 dx + \int_{(0,1) \setminus E} \left( P'(A) - \frac{j_0^2}{A^2} \right) \psi_{xx}^2 dx \\
\leq C(\delta_T + \delta_0) \int_0^1 (\psi^2 + \psi_{xx}^2 + \psi_{xxx}^2 + \psi_t^2) dx + C \exp\{-c_0t\} \int_0^1 \eta_0^2 dx. \]  

(41)

Multiply now (6) by \( \psi_t \), integrate the resulting equation over \((0,1)\) and integrate by parts, noticing \( \psi_t(0,t) = \psi_t(1,t) = 0 \):
\[
\int_0^1 \left[ \frac{1}{2} \psi_t^2 + \left( \omega_0^2 + \frac{3}{2} \omega_0 \psi + \frac{1}{2} \phi_{0xx} + \frac{1}{4} \psi^2 \right) \psi_t^2 \right] dx \\
+ \frac{1}{2} \frac{d}{dt} \left( \int_0^1 \left[ \frac{1}{4} \psi_{xx}^2 \right] + \left( P'(\omega_0^2) - \frac{j_0^2}{\omega_0^2} \right) \psi_{xx}^2 \right) dx + \int_0^1 \psi_t^2 dx \\
= \int_0^1 \omega_0^{-1} \psi_t (\frac{j_0}{\omega_0^2 \eta})_{xx} dx + \int_0^1 g_1 \psi_t dx + \int_0^1 g_2 \psi_t dx \\
\leq I_8 + I_9 + I_{10}. \]

(42)

Employing 37, integration by parts, and (18), we estimate
\[
I_8 \leq - \int_0^1 \frac{2j_0}{\omega_0^2} \psi_t \psi_{xx} dx + C(\delta_T + \delta_0) \int_0^1 (\psi^2 + \psi_t^2 + \eta^2) dx \\
\leq C(\delta_T + \delta_0) \int_0^1 (\psi_{xx}^2 + \psi^2 + \psi_{xxx}^2) dx + C \exp\{-c_0t\} \int_0^1 \eta_0^2 dx. \]

In view of 39, 40, 17, (18), and (20), the integrals \( I_9 \) and \( I_{10} \) can be bounded as follows:
\[
|I_9| \leq C(\delta_T + \delta_0) \int_0^1 (\psi_{xx}^2 + \psi^2 + \psi_t^2) dx, \\
|I_{10}| \leq C(\delta_T + \delta_0) \int_0^1 (\psi^2 + \psi_{xx}^2 + \psi_{xxx}^2 + \psi_t^2) dx + C \exp\{-c_0t\} \int_0^1 \eta_0^2 dx. \]
Substitution of the above three estimates into (42) yields

\[
\frac{1}{2} \frac{d}{dt} \left( \int_0^1 \left[ \psi_t^2 + \left( \omega_0^2 + \frac{3}{2} \omega_0 \psi + \frac{1}{2} \phi_{0xx} + \frac{1}{4} \psi^2 \right) \right] dx \right) \\
+ \frac{1}{2} \frac{d}{dt} \left( \int_0^1 \left[ \frac{1}{4} \psi_{xx}^2 + \left( P'(\omega_0^2) - \frac{j_0^2}{\omega_0^2} \right) \psi_x^2 \right] dx \right) + \int_0^1 \psi_t^2 dx \\
\leq C(\delta_T + \delta_0) \int_0^1 (\psi^2 + \psi_{xx}^2 + \psi_{xxx}^2 + \psi_t^2) dx + C \exp\{-c_0 t\} \int_0^1 \eta_0^2 dx. \tag{43}
\]

We add 41 and 43, and multiply by 2(1 + a_0) (here we recall that a_0 is denoted by 38), to obtain

\[
\frac{d}{dt} \left( \int_0^1 \left[ \frac{1}{2} \psi^2 + \psi_t \psi + (1 + a_0) \psi_t^2 \right] dx \right) \\
+ \frac{d}{dt} \left( \int_0^1 (1 + a_0) \left[ \omega_0^2 + \frac{3}{2} \omega_0 \psi + \frac{1}{2} \phi_{0xx} + \frac{1}{4} \psi^2 \right] \psi^2 dx \right) \\
+ \frac{d}{dt} \left( \int_0^1 (1 + a_0) \left[ \frac{1}{4} \psi_{xx}^2 + \left( P'(\omega_0^2) - \frac{j_0^2}{\omega_0^2} \right) \psi_x^2 \right] dx \right) \\
+ \frac{1}{2} \int_0^1 \left[ (2\omega_0^2 + 3\omega_0 \psi + \phi_{0xx} + \psi^2) \psi^2 + 2(1 + a_0) \psi_t^2 \right] dx \\
+ \left( A_0 + \frac{3}{4} b_0 \right) \int_0^1 \psi_{xx} dx + \int_{(0,1) \setminus E} \left( P'(A) - \frac{j_0^2}{A} \right) \psi_x^2 dx \\
\leq C(\delta_T + \delta_0) \int_0^1 (\psi^2 + \psi_{xx}^2 + \psi_{xxx}^2 + \psi_t^2) dx + C \exp\{-c_0 t\} \int_0^1 \eta_0^2 dx. \tag{44}
\]

Applying Gronwall’s Lemma to 44, we can estimate the $H^2$-norm of $\psi$ and the $L^2$-norm of $\psi_t$ in terms of the initial data and $\|\psi_{xxx}\|$. However, the differential inequality for $\psi$ and $\psi_t$ is enough for the following considerations.

**Step 2: differential inequality for $\psi_{tt}$ in $L^2$.** The starting point of the following estimates is 6, differentiated with respect to $t$:

\[
\psi_{ttt} + \psi_{tt} + \frac{1}{4} \varepsilon^2 \psi_{xxxx} + \left( \omega_0^2 + 3\omega_0 \psi + \frac{1}{2} \phi_{0xx} + \frac{3}{2} \psi^2 \right) \psi_t \\
- \frac{1}{\omega_0} \left( \frac{j_0}{\omega_0} \eta_t \right)_{xx} - \left[ \left( P'(\omega_0^2) - \frac{j_0^2}{\omega_0^2} \right) \psi_{xt} \right]_{x} = g_{1t}(x,t) + g_{2t}(x,t). \tag{45}
\]

This equation holds pointwise almost everywhere in $(0,1) \times (0,T)$ due to the fact $\psi \in C^0([0,T];H^6) \cap H^3(0,T;L^2)$ (see the proof of Theorem 1.1). We multiply (45) first by $\psi_t$, integrate the resulting equation over $(0,1)$ and integrate by parts, using 7 and the
boundary conditions $\psi_t(0, t) = \psi_t(1, t) = \psi_{xt}(0, t) = \psi_{xt}(1, t) = 0$:

$$
\frac{d}{dt} \left( \int_0^1 \left[ \frac{1}{2} \psi_t^2 + \psi_t \psi_{tt} \right] \, dx \right) - \int_0^1 \psi_t^2 \, dx + \int_0^1 \left[ \omega_0^2 + 3\omega_0 \psi + \frac{1}{2} \phi_{0xx} + \frac{3}{2} \psi^2 \right] \psi_t^2 \, dx
= - \int_0^1 \left[ \frac{1}{4} \varepsilon^2 \psi_{xxt}^2 + \left( P'(\omega_0^2) - \frac{j_0^2}{\omega_0^4} \right) \psi_{xt}^2 \right] \, dx + \int_0^1 \frac{1}{\omega_0} \psi_t \left( \frac{j_0}{\omega_0^2} \eta_t \right) \, dx
+ \int_0^1 g_{1t} \psi_t \, dx + \int_0^1 g_{2t} \psi_t \, dx
\Delta I_{12} + I_{13} + I_{14} + I_{15}. \tag{46}
$$

Applying an argument similar to 36, it follows

$$
I_{12} \leq - (A_0 + b_0) \int_0^1 \psi_{xxt}^2 \, dx - \int_{(0,1) \setminus E} \left( P'(A) - \frac{j_0^2}{A^2} \right) \psi_{xt}^2 \, dx + C\delta_0 \int_0^1 \psi_{xxt}^2 \, dx,
$$

where we have used

$$
\int_E \psi_{xxt}^2 \, dx \leq \int_0^1 \psi_{xxt}^2 \, dx \leq \int_0^1 \psi_{xxt}^2 \, dx, \tag{47}
$$

based on the facts $\psi_{xt}(0, t) = \psi_{xt}(1, t) = 0$. By (15), (20), and (47), we have, after integration by parts,

$$
I_{13} = -2 \int_0^1 \frac{j_0}{\omega_0^3} \psi_t ((\psi + \omega_0) \psi_{xtt} + 2\psi_t \psi_{xt} + (\omega_0 + \psi) \psi_{tt}) \, dx
- 4 \int_0^1 \omega_0^{-1} \left( \frac{j_0}{\omega_0^2} \right)_x \psi_t (\psi_t^2 + (\omega_0 + \psi) \psi_{tt}) \, dx + \int_0^1 \omega_0^{-1} \left( \frac{j_0}{\omega_0^2} \right) \psi_t \eta_t \, dx
\leq C(\delta_T + \delta_0) \int_0^1 (\psi_{tt}^2 + \psi_{xt}^2 + \psi_t^2 + \eta_t^2) \, dx
+ 2 \int_0^1 \left| \left( \frac{j_0(\omega_0 + \psi)}{\omega_0^3} \right)_x \psi_t \psi_{tt} \right| \, dx + 2 \int_0^1 \frac{j_0}{\omega_0^3} (\omega_0 + \psi) \psi_{xt} \psi_{tt} \, dx
\leq C(\delta_T + \delta_0) \int_0^1 (\psi_{tt}^2 + \psi_t^2 + \psi_{xxx}^2 + \psi_{xxt}^2) \, dx
+ C \exp \{-c_0 t\} \int_0^1 \eta_0^2 \, dx + a_0 \int_0^1 \psi_t^2 \, dx + \frac{1}{4} b_0 \int_0^1 \psi_{xxt}^2 \, dx.
$$

Elementary computations yield the estimate

$$
|g_{1t}(x, t)| \leq C(\delta_T + \delta_0)(|\psi_{xxt}| + |\psi_{tt}| + |\psi_t| + |\psi_{xt}| + |\psi_t|), \tag{48}
$$

which implies, in view of Cauchy’s inequality, (21), and (47), that

$$
|I_{14}| \leq C(\delta_T + \delta_0) \int_0^1 (\psi_{xxt}^2 + \psi_t^2 + \psi_{tt}^2) \, dx.
$$
After a tedious computation, it follows from 16 that

\[ |\dot{g}_{2t}(x,t)| \leq C(\delta_T + \delta_0)(|\psi_{xx}| + |\psi| + |\psi_t| + |\psi_{xx}| + |\psi_{tt}| + |\psi| + |\eta|) \]
\[ + \left( \frac{j_0 + \eta}{(\omega_0 + \psi)^3} - \frac{j_0}{\omega_0^3} \right) \eta_{xxt} \]
\[ \leq C(\delta_T + \delta_0)(|\psi_{xx}| + |\psi| + |\psi_t| + |\psi_{xx}| + |\psi_{tt}| + |\psi| + |\eta|) \]
\[- 2(\omega_0 + \psi) \left( \frac{j_0 + \eta}{(\omega_0 + \psi)^3} - \frac{j_0}{\omega_0^3} \right) \psi_{xtt}, \] (49)

where we have used the equation

\[ 4\psi_{xx}\psi_t + 2(\omega_0 + \psi)\psi_{xtt} + 2(\omega_0 + \psi)\psi_{tt} + \eta_{xxt} = 0. \] (50)

Using 49, (18), 47, (24), and the fact \( \psi_t(0,t) = \psi_t(1,t) = 0 \), we can estimate \( I_{15} \), after integration by parts, as follows:

\[ I_{15} \leq (\delta_T + \delta_0) \int_0^1 (\psi_{xx}^2 + \psi_t^2 + \psi_{tt}^2 + \psi^2 + \psi_{xx}^2 + \psi_{xxx}^2) dx \]
\[ + 2 \int_0^1 (\omega_0 + \psi) \left( \frac{j_0 + \eta}{(\omega_0 + \psi)^3} - \frac{j_0}{\omega_0^3} \right) \psi_{xt} \psi_{tt} dx \]
\[ + 2 \int_0^1 (\omega_0 + \psi) \left[ \frac{j_0 + \eta}{(\omega_0 + \psi)^3} - \frac{j_0}{\omega_0^3} \right] \psi_{ttt} dx \]
\[ \leq C(\delta_T + \delta_0) \int_0^1 (\psi_{xx}^2 + \psi_t^2 + \psi_{tt}^2 + \psi^2 + \psi_{xx}^2 + \psi_{xxx}^2) dx. \]

Substituting the above estimates for \( I_{12}, \ldots, I_{15} \) into (46), we conclude

\[ \frac{d}{dt} \left( \int_0^1 \left[ \frac{1}{2} \psi_t^2 + \psi_t \psi_{tt} \right] dx \right) - (1 + a_0) \int_0^1 \psi_{tt}^2 dx \]
\[ + \int_0^1 \left[ \omega_0^2 + 3\omega_0 \psi + \frac{1}{2} \phi_{0xx} + \frac{3}{2} \psi^2 \right] \psi_t^2 dx \]
\[ + \left( A_0 + \frac{3}{4} b_0 \right) \int_0^1 \psi_{xx}^2 dx + \int_{(0,1) \setminus E} \left( P'(A) - \frac{j_0^2}{A^2} \right) \psi_{xt}^2 dx \]
\[ \leq C(\delta_T + \delta_0) \int_0^1 (\psi_t^2 + \psi^2 + \psi_{xx}^2 + \psi_{xx}^2 + \psi_{xxx}^2 + \psi_{xxx}^2) dx \]
\[ + C \exp\{-c_0t\} \int_0^1 \eta_0^2 dx. \] (51)
The next step is to multiply (45) by $\psi_{tt}$, to integrate the resulting equation over $(0,1)$ and to integrate by parts, using $\psi_{tt}(0,t) = \psi_{tt}(1,t) = 0$, which yields

\begin{align*}
\frac{1}{2} \frac{d}{dt} \left( \int_0^1 \left[ \psi_{tt}^2 + \left( \omega_0^2 + 3\omega_0 \psi + \frac{1}{2} \phi_{0xx} + \frac{3}{2} \psi^2 \right) \psi_t^2 \right] dx \right) \\
+ \frac{1}{2} \frac{d}{dt} \left( \int_0^1 \left[ \frac{1}{4} \varepsilon^2 \psi_{xxx}^2 + \left( P'(\omega_0^2) - \frac{3}{\omega_0^4} \psi_{tt}^2 \right) \psi_t^2 \right] dx \right) \\
- \frac{3}{2} \int_0^1 (\omega_0 + \psi) \psi_t^3 dx + \int_0^1 \psi_{tt}^2 dx \\
= \int_0^1 \omega_0^{-1} \psi_{tt} \left( \frac{j_0}{\omega_0} \eta_t \right)_{xx} dx + \int_0^1 g_{1t} \psi_{tt} dx + \int_0^1 g_{2t} \psi_{tt} dx \\
\Delta = I_{16} + I_{17} + I_{18}. \tag{52}
\end{align*}

By 15, 50, (20), (23), (47), and integration by parts, we have

\begin{align*}
I_{16} &= -2 \int_0^1 \frac{j_0}{\omega_0^3} (\omega_0 + \psi) \psi_{tt} \psi_{xxt} dx - 2 \int_0^1 \frac{j_0}{\omega_0^3} (2\psi_t \psi_{xt} + (\omega_0 + \psi)_x \psi_{tt}) dx \\
&- 4 \int_0^1 \frac{1}{\omega_0} \left( \frac{j_0}{\omega_0^2} \right)_x \psi_{tt} (\psi_t^2 + (\omega_0 + \psi) \psi_{tt}) dx + \int_0^1 \frac{1}{\omega_0} \left( \frac{j_0}{\omega_0^2} \right)_{xx} \psi_{tt} \eta_t dx \\
&\leq C(\delta_T + \delta_0) \int_0^1 (\psi_{tt}^2 + \psi_t^2 + \psi^2 + \psi_{xxt}^2 + \psi_{xxx}^2) dx + C \exp\{-c_0 t\} \int_0^1 \eta_0^2 dx.
\end{align*}

From (48), (17), and (47), it follows

\begin{align*}
|I_{17}| &\leq C(\delta_T + \delta_0) \int_0^1 [\psi_{xxt}^2 + \psi_t^2 + \psi_{tt}^2] dx.
\end{align*}

Finally, in view of (49), (18), (20), and integration by parts, it holds

\begin{align*}
I_{18} &\leq (\delta_T + \delta_0) \int_0^1 (\psi_{xxt}^2 + \psi_{tt}^2 + \psi_t^2 + \psi^2 + \psi_{xxx}^2) dx \\
&- 2 \int_0^1 (\omega_0 + \psi) \left( \frac{j_0 + \eta}{(\omega_0 + \psi)^3} - \frac{j_0}{\omega_0^3} \right) \psi_{tt} \psi_{xxt} dx \\
&\leq (\delta_T + \delta_0) \int_0^1 [\psi_{xxt}^2 + \psi_{tt}^2 + \psi_t^2 + \psi^2 + \psi_{xxx}^2] dx.
\end{align*}
Substituting the estimates for the integrals $I_{16}$, $I_{17}$, and $I_{18}$ into (52) gives

\[
\frac{1}{2} \frac{d}{dt} \left( \int_0^1 \left[ \psi_t^2 + \left( \omega_0^2 + 3\omega_0\psi + \frac{1}{2}\phi_{0xx} + \frac{3}{2}\psi^2 \right) \psi_t^2 \right] dx \right) + \frac{1}{2} \frac{d}{dt} \left( \int_0^1 \left[ \frac{1}{4} \varepsilon^2 \psi_{xxt} + \left( P'(\omega_0^2) - \frac{j_0^2}{\omega_0^4} \right) \psi_{xt}^2 \right] dx \right) - \frac{3}{2} \int_0^1 (\omega_0 + \psi) \psi_t^3 dx + \int_0^1 \psi_t^2 dx \\
\leq C(\delta_T + \delta_0) \int_0^1 (\psi_t^2 + \psi_{tt}^2 + \psi_t^2 + \psi^2 + \psi_{xx}^2 + \psi_{xxx}^2) dx + C \exp \{-c_0 t\} \int_0^1 \eta_0^2 dx.
\]

(53)

Now we add inequalities 51 and 53, and multiply by $2(1 + a_0)$, to infer

\[
\frac{d}{dt} \left( \int_0^1 \left[ \frac{1}{2} \psi_t^2 + \psi_t \psi_{tt} + (1 + a_0)\psi_t^2 \right] dx \right) + (1 + a_0) \frac{d}{dt} \left( \int_0^1 \left[ \omega_0^2 + 3\omega_0\psi + \frac{1}{2}\phi_{0xx} + \frac{3}{2}\psi^2 \right] \psi_t^2 dx \right) + (1 + a_0) \frac{d}{dt} \left( \int_0^1 \left[ \frac{1}{4} \varepsilon^2 \psi_{xxt} + \left( P'(\omega_0^2) - \frac{j_0^2}{\omega_0^4} \right) \psi_{xt}^2 \right] dx \right) + (1 + a_0) \int_0^1 \psi_t^2 dx + \int_0^1 \left[ \omega_0^2 + 3\omega_0\psi + \frac{1}{2}\phi_{0xx} + \frac{3}{2}\psi^2 \right] \psi_t^2 dx + (A_0 + \frac{3}{4}b_0) \int_0^1 \psi_{xx}^2 dx + \int_{(0,1) \setminus E} \left( P'(A) - \frac{j_0^2}{A^2} \right) \psi_{xt}^2 dx \\
\leq C(\delta_T + \delta_0) \int_0^1 (\psi_t^2 + \psi_{tt}^2 + \psi_t^2 + \psi_{xx}^2 + \psi_{xxx}^2 + \psi^2) dx + \exp \{-c_0 t\} \int_0^1 \eta_0^2 dx.
\]

(54)
Step 3: combination of the estimates for $\psi$, $\psi_t$, and $\psi_{tt}$. We combine the estimates (44) and (54) and obtain for some constant $\beta_1 > 0$, using (21),

$$
\begin{align*}
&\frac{d}{dt} \left( \int_0^1 \left[ \frac{1}{2}(\psi^2 + \psi_t^2) + \psi_t(\psi + \psi_{tt}) + (1 + a_0)(\psi_t^2 + \psi_{tt}^2) \right] dx \right) \\
&+ (1 + a_0) \frac{d}{dt} \left( \int_0^1 \left[ \omega_0^2 + \frac{3}{2}\omega_0\psi + \frac{1}{2}\phi_{xx} + \frac{1}{4}\psi^2 \right] \psi^2 dx \right) \\
&+ (1 + a_0) \frac{d}{dt} \left( \int_0^1 \left[ \omega_0^2 + 3\omega_0\psi + \frac{1}{2}\phi_{xx} + \frac{3}{2}\psi^2 \right] \psi_t^2 dx \right) \\
&+ (1 + a_0) \frac{d}{dt} \left( \int_0^1 \left[ \frac{1}{4}\varepsilon^2(\psi_{xx}^2 + \psi_{xt}^2) + \left( P'(\omega_0^2) - \frac{j_0^2}{\omega_0^4} \right) (\psi_x^2 + \psi_{xt}^2) \right] dx \right) \\
&+ \beta_1 \int_0^1 \left[ \psi^2 + \psi_t^2 + \psi_{tt}^2 + \psi_{xt}^2 + \psi_{xx}^2 \right] dx \\
&+ \beta_1 \int_{(0,1) \setminus E} \left( P'(A) - \frac{j_0^2}{A^2} \right) (\psi_x^2 + \psi_{xt}^2) dx \\
\leq C \exp\{ -\beta t \} \int_0^1 \eta_0^2 dx.
\end{align*}
$$

provided that $\delta_T + \delta_0$ is small enough.

There exist constants $\beta_2, \beta_3 > 0$ such that

$$
\begin{align*}
&\beta_2 \int_0^1 \left[ \psi^2 + \psi_t^2 + \psi_{xt}^2 + \psi_{tt}^2 + \psi_{xx}^2 \right] dx \\
&+ \beta_2 \int_{(0,1) \setminus E} \left( P'(A) - \frac{j_0^2}{A^2} \right) (\psi_x^2 + \psi_{xt}^2) dx \\
\leq &\int_0^1 \left[ \frac{1}{2}(\omega_0^2 + \psi_t^2) + \psi_t(\psi + \psi_{tt}) + (1 + a_0)(\psi_t^2 + \psi_{tt}^2) \right] dx \\
&+ (1 + a_0) \int_0^1 \left[ \omega_0^2 + \frac{3}{2}\omega_0\psi + \frac{1}{2}\phi_{xx} + \frac{1}{4}\psi^2 \right] \psi^2 dx \\
&+ (1 + a_0) \int_0^1 \left[ \omega_0^2 + 3\omega_0\psi + \frac{1}{2}\phi_{xx} + \frac{3}{2}\psi^2 \right] \psi_t^2 dx \\
&+ (1 + a_0) \int_0^1 \left[ \frac{1}{4}\varepsilon^2(\psi_{xx}^2 + \psi_{xt}^2) + \left( P'(\omega_0^2) - \frac{j_0^2}{\omega_0^4} \right) (\psi_x^2 + \psi_{xt}^2) \right] dx \\
\leq &\beta_3^{-1} \beta_1 \int_0^1 \left[ \psi^2 + \psi_t^2 + \psi_{xt}^2 + \psi_{tt}^2 + \psi_{xx}^2 \right] dx \\
&+ \beta_3^{-1} \beta_1 \int_{(0,1) \setminus E} \left( P'(A) - \frac{j_0^2}{A^2} \right) (\psi_x^2 + \psi_{xt}^2) dx.
\end{align*}
$$

Thus, applying Gronwall’s inequality to 55, we finally obtain

$$
\begin{align*}
\int_0^1 \left[ \psi^2 + \psi_t^2 + \psi_{xt}^2 + \psi_{tt}^2 + \psi_{xx}^2 \right] dx + \int_{(0,1) \setminus E} \left( P'(A) - \frac{j_0^2}{A^2} \right) (\psi_x^2 + \psi_{xt}^2) dx \\
\leq C(\|\psi_0\|_A^2 + \|\eta_0\|_3^2) \exp\{ -\beta_3 t \},
\end{align*}
$$
provided that $\delta_T + \delta_0$ is small enough.

The combination of (56), (17), (21), and 7 gives assertion 34. Thus, the lemma is proved.

We also obtain bounds for higher-order estimates for $\psi$.

**Lemma 2.3.** It holds for $(\psi, \eta, e) \in X(T)$ and $0 < t < T$

$$
\|\partial_x^2 \psi(t)\|_2^2 + \|\psi_{xxt}(t)\|_1^2 + \|\psi_{ttt}(t)\|_2^2 + \|e(t)\|_4^2 + \int_{(0,1) \setminus E} \left( P'(A) - \frac{\beta_4}{A^2} \right) \psi_{xxt}^2 \, dx \\
\leq C(\|\psi_0\|_6^2 + \|\eta_0\|_5^2) \exp\{-\beta_4 t\},
$$

provided that $\delta_T + \delta_0$ is small enough. Here, $C, \beta_4 > 0$ are constants independent of $t$.

**Proof.** For the proof of the lemma take the time derivative of 45 and estimate similarly as in Lemmas 2.1 and 2.2. As the estimates are analogous to those of the proofs of Lemmas 2.1–2.2, we omit the details. □

**Proof of Theorem 1.5.** By Theorem 1.1, there exists a solution $(\omega, j, \phi)$ of the IBVP 14–19 for $t \in [0, T_*]$. With the help of Lemmas 2.1–2.3, we infer that the local solution $(\omega, j, \phi)$ of the IBVP 14–19 satisfies, for $t \in [0, T_*]$,

$$
\|(\omega - \omega_0, j - j_0, \phi - \phi_0)(t)\|_{H^6 \times H^5 \times H^4} \leq C(\|\psi_0\|_6^2 + \|\eta_0\|_5^2) \exp\{-\Lambda_0 t\},
$$

where $C, \Lambda_0 > 0$ are constants independent of $t$. Choosing the initial data $\|\psi_0\|_6 + \|\eta_0\|_5$ so small that

$$
C(\|\psi_0\|_6^2 + \|\eta_0\|_5^2) < \delta_T,
$$

we conclude first, by the Sobolev embedding theorem and 58, that $w > 0$ in $[0, 1] \times [0, T_*]$, and second, by the usual continuity argument, that $(\omega, j, \phi)$ exists globally in time and satisfies 29. □

### 3. Proof of Theorem 1.1.

The idea of the proof of Theorem 1.1 is to linearize Eqs. 14–16 around the initial state and to construct a sequence of approximate solutions of the linearized problem converging to a solution of the original problem. First we need to study the regularity properties of a certain semilinear fourth-order wave equation.

**3.1. A semilinear fourth-order wave equation.** Consider the two Hilbert spaces $H_0^2$ and $L^2$ on $(0,1)$, endowed with the scalar products $(\cdot, \cdot)$ and $(\cdot, \cdot)$ and corresponding norms $|\cdot|_{H_0^2} = |\cdot|_2$ and $\|\cdot\|$, respectively. Furthermore, we consider the following initial-value problem on $L^2$:

$$
\begin{align*}
\ddot{u} + \nu A \dot{u} + u + L\dot{u}' &= F(t), \quad t > 0, \\
u(0) = u_0, \quad u'(0) = u_1,
\end{align*}
$$

where the primes denote derivatives with respect to time, $\tau, \nu > 0$ are constants, $A = \partial_x^4$ is an operator defined on

$$
D(A) = H_0^2 \cap H^4 = \{ u \in H^4; u|_{x=0,1} = u_x|_{x=0,1} = 0 \},
$$
and the operators $\mathcal{L}$ and $F$ are given by

$$\langle \mathcal{L} u, v \rangle = \int_0^1 b(x,t) u_x v dx, \quad u, v \in H^2_0,$$

$$\langle F(t), v \rangle = \int_0^1 f(x,t) v dx, \quad v \in L^2,$$

where $b, f : [0,1] \times [0,T] \to \mathbb{R}$ are measurable functions.

Related to the operator $A$, we introduce the coercive, continuous, symmetric bilinear form $a(u, v)$

$$a(u, v) = \nu \int_0^1 u_{xx} v_{xx} dx \quad \forall \, u, v \in H^2_0.$$

There exist a complete orthonormal family of eigenvectors $\{r_i\}_{i \in \mathbb{N}}$ of $L^2$ and a family of eigenvalues $\{\mu_i\}_{i \in \mathbb{N}}$ such that $0 < \mu_1 \leq \mu_2 \leq \cdots$ and $\mu_i \to \infty$ as $i \to \infty$.

The family $\{r_i\}_{i \in \mathbb{N}}$ is also orthogonal for $a(u, v)$ on $H^2_0$, i.e.,

$$\langle r_i, r_j \rangle = \delta_{ij}, \quad a(r_i, r_j) = \nu \langle Ar_i, r_j \rangle = \nu \delta_{ij} \quad \forall \, i, j.$$

Using the Faedo-Galerkin method [26, 28], it is possible to prove the existence of solutions of (59)–(60). The result is summarized in the following theorem.

**Theorem 3.1.** Let $T_0 > 0$ and assume that

$$F \in H^1(0, T_0; L^2), \quad b \in C^1([0, T_0]; H^2) \cap W^{2,\infty}(0, T_0; H^1).$$

(62)

Then, if $u_0 \in H^4 \cap H^2_0$ and $u_1 \in H^2_0$, there exists a solution of (59)–(60) satisfying

$$u \in C([0, T_0]; H^4 \cap H^2_0) \cap C^1([0, T_0]; H^2_0) \cap C^2([0, T_0]; L^2).$$

(63)

Moreover, assume additionally that

$$F \in H^2(0, T_0; L^2) \cap C([0, T_0]; H^2).$$

Then, if $u_0 \in H^6 \cap H^2_0$ and $u_1 \in H^4 \cap H^2_0$ satisfy $\nu Au_0 + \mathcal{L}(u_1) - F(0) \in H^2_0$, it holds

$$u \in C^i([0, T_0]; H^{6-2i} \cap H^2_0) \cap C^3([0, T_0]; L^2), \quad i = 0, 1, 2.$$  

(64)

**Proof.** The existence of solutions of 59–60 and the regularity property 63 can be shown by applying the Faedo-Galerkin method as in [19]. The regularity property 64 follows from 63 by considering the problem for the new variable $v = u'$. As the proof is standard, we omit the details. □

### 3.2. Local existence

In this section we prove Theorem 1.1. For simplicity, we set $\tau = 1$. We linearize Eqs. 14–16 around the initial state $(\omega_1, j_1, \phi_1)$ where $\phi_1$ solves the Poisson equation 16 and 19 with $\omega$ replaced by $\omega_1$, and prove the local-in-time existence for the perturbation $(\psi, \eta, e) = (\omega - \omega_1, j - j_1, \phi - \phi_1)$. For this, we reformulate the original initial-boundary value problem 14–19. It is sufficient to carry out the reformulation for Eqs. 14, 16, and 1 because of 15. For given $U^p = (\psi_p, \eta_p, e_p)$ we obtain the following linearized problems for $U^{p+1} = (\psi_{p+1}, \eta_{p+1}, e_{p+1})$, $p \in \mathbb{N}$, writing $\partial_x$ for the spatial
derivative and "'" for the time derivative:

\[
\begin{aligned}
&\eta'_{p+1} + \eta_{p+1} = g_3(x, U^p), \\
&\eta_{p+1}(x, 0) = 0,
\end{aligned}
\]

(65)

\[
\begin{aligned}
&\psi''_{p+1} + \psi'_{p+1} + \nu \partial_x^4 \psi_{p+1} + \psi_{p+1} + k(x, U^p) \partial_x \psi'_{p+1} = g_4(x, U^p), \\
&\psi_{p+1}(x, 0) = 0, \quad \psi'_{p+1}(x, 0) = \theta_1(x) := -\frac{\partial_x j_1}{2\omega_1}, \\
&\psi_{p+1}(0, t) = \psi_{p+1}(1, t) = \partial_x \psi_{p+1}(0, t) = \partial_x \psi_{p+1}(1, t) = 0,
\end{aligned}
\]

(66)

\[
\begin{aligned}
&\partial_x^2 e_{p+1} = (2\omega_1 + \psi_p) \psi_p, \\
&e_{p+1}(0, t) = e_{p+1}(1, t) = 0,
\end{aligned}
\]

(67)

where \(\nu = \frac{1}{4} \varepsilon^2\) and

\[
g_3(x, U^p) = \frac{4(j_1 + \eta_p)}{\omega_1 + \psi_p} \psi'_p - (j_1 + \eta_p)^2 \left[ \frac{1}{(\omega_1 + \psi_p)^2} \right]_x - P((\omega_1 + \psi_p)^2)_x - j_1
\]

\[
+ (w_1 + \psi_p)^2 (\phi_1 + e_p)_x + \frac{1}{2 \varepsilon^2} (w_1 + \psi_p)^2 \left[ (w_1 + \psi_p)_x \right]_x
\]

\[
k(x, U^p) = \frac{2(j_1 + \eta_p)}{(\omega_1 + \psi_p)^2},
\]

\[
g_4(x, U^p) = -\frac{1}{2(\omega_1 + \psi_p)} ((\omega_1 + \psi_p)^2 (\phi_1 + e_p)_x)_x + \frac{1}{2(\omega_1 + \psi_p)} P((\omega_1 + \psi_p)^2)_xx
\]

\[
- \frac{1}{4 \varepsilon^2} \omega_1 \omega_{xx} + \frac{1}{4 \varepsilon^2} (\omega_1 + \psi_p)^2 \omega_{xx} - \psi_p + \frac{3(\psi'_p)^2}{\omega_1 + \psi_p}
\]

\[
+ \frac{(j_1 + \eta_p)^2}{2(\omega_1 + \psi_p)} \left[ \frac{1}{(\omega_1 + \psi_p)^2} \right]_{xx} - 3 \left[ \frac{1}{(\omega_1 + \psi_p)^2} \right]_x (j_1 + \eta_p) \psi'_p.
\]

(68)

We apply an induction argument to prove the existence of solutions of 65–67.

**Lemma 3.2.** Under the assumptions of Theorem 1.1, i.e., \(P \in C^4(0, \infty), C \in H^2, (\omega_1, j_1) \in H^6 \times H^5\) with \(\omega_1 > 0\) in \((0, 1)\) and, for some \(\alpha \in [(1 + 2\sqrt{2}\varepsilon)^{-1}, 1)\),

\[
||v_1||_{C^1([0,1])} < \frac{(1 - \alpha)\omega_*}{8\sqrt{2} ||v_1||_1}
\]

(69)

with

\[
\omega_* = \min_{x \in [0,1]} \omega_1(x),
\]

(70)

there exists a sequence \(\{U^i\}_{i=1}^\infty\) of solutions of 65–67 in the time interval \(t \in [0, T_*]\) for some \(T_* > 0\) which is independent of \(i\), satisfying the regularity properties

\[
\begin{aligned}
&\eta_i \in C^1([0, T_*]; H^3) \cap C^2([0, T_*]; H^1), \quad e_i \in C^1([0, T_*]; H^4 \cap H^1_0), \\
&\psi_i \in C^l([0, T_*]; H^{6-2l} \cap H^2_0) \cap C^3([0, T_*]; L^2), \quad l = 0, 1, 2, \quad i \in \mathbb{N},
\end{aligned}
\]

(71)
and the uniform bounds

\[
\begin{cases}
\|\eta'_i(t)\|_2^2 + \|\eta''_i(t)\|_2^2 + \|(e_i, e'_i)(t)\|_4^2 \leq M_0, \\
\|\langle \psi_i, \psi'_i, \psi''_i, \psi'''_i \rangle(t)\|_{H^1 \times H^2 \times H^2 \times L^2} \leq M_0, \quad i \geq 1, \ t \in [0, T_*], \\
\|\eta_i(t)\|_3 \leq 1, \quad \|\partial^2 \psi_i(t)\|^2 \leq \alpha^2 \omega^2, 
\end{cases}
\]

where \( M_0 > 0 \) is a constant independent of \( U^i \) (\( i \geq 1 \)) and \( T_* \).

**Proof.** **Step 1:** solution of 65–67 for \( p \geq 1 \). Obviously, \( U^1 = (0, 0, 0) \) satisfies 71–72. Starting with \( U^1 = (0, 0, 0) \), we prove the existence of a solution \( U^2 = (\psi_2, \eta_2, e_2) \) of 65–67 satisfying 71–72. The functions \( g_3(x, U^1), g_4(x, U^1) \) and \( k(x, U^1) \) only depend on the initial state \( (\omega_1, j_1, \phi_1) \) and satisfy

\[
g_3(x, U^1) =: g_3(x) \in H^3, \quad g_4(x, U^1) =: g_4(x) \in H^2, \quad k(x, U^1) =: k(x) \in H^3,
\]

\[
\partial_t g_3 = \partial_t g_4 = \partial_t k = 0, \quad \|g_3\|_3^2 + \|g_4\|_3^2 + \|k\|_3^2 \leq a_0(I_0 + 1),
\]

where \( a_0 > 0 \) is some constant and

\[
I_0 = \|(\omega_1 - \sqrt{C})\|_2^2 + \|\omega_{1x}\|_5^2 + \|j_1\|_5^2.
\]

The existence of a solution \( U^2 = (\psi_2, \eta_2, e_2) \) of the linear system 65–67 follows from the theory of ordinary differential equations, applied to 65, Theorem 3.1 with \( f(x, t) = g_4(x) \) and \( b(x, t) = k(x) \), applied to 66, and elliptic theory, applied to 67. The solution \( U^2 \) exists on any time interval \([0, T]\), \( T > 0 \), and satisfies 71 with \( T_* = T \) and the first two inequalities of (72) with \( i = 2 \).

We show in the following that \( U^2 \) satisfies the last two inequalities of (72) for \( t \in [0, T_1] \), where \( T_1 > 0 \) is given by

\[
T_1 = \min \left\{ \frac{\ln 2}{2 + a_0(I_0 + 1)}, \frac{\nu \alpha^2 \omega_*^2 - 4\|v_1\|^2_{C^1([0, 1])}\|\omega_1\|_1^2}{2a_0(I_0 + 1)}, \frac{1}{a_0(I_0 + 1)} \right\}. \tag{75}
\]

We recall that \( a_0 > 0 \) is a constant and \( I_0 \) and \( \omega_* \) are given by 74 and 70, respectively. It holds

\[
\frac{\nu \alpha^2 \omega_*^2 - 4\|v_1\|^2_{C^1([0, 1])}\|\omega_1\|_1^2}{32} > 0, \tag{76}
\]

since 69 implies

\[
4\|v_1\|^2_{C^1([0, 1])}\|\omega_1\|_1^2 < \frac{(1 - \alpha)^2 \omega_*^2}{32} \leq \nu \alpha^2 \omega_*^2.
\]

From 65 we obtain by integrating

\[
\eta_2(t) = \tilde{g}_3(x) \int_0^t \exp\{-(t - s)\} ds, \quad t \in [0, T_1],
\]

and hence, in view of 75,

\[
\|\eta_2(t)\|_3^2 \leq T_1^2 \|\tilde{g}_3\|_3^2 \leq 1, \quad t \in [0, T_1]. \tag{77}
\]
Multiplying the differential equation in (66) by \( \psi'_2 \), integrating the resulting equation over \((0,1) \times (0,t)\) for \( t \in [0,T_1]\), and integrating by parts gives

\[
\|\psi_{2x}(t)\|^2 \leq \frac{1}{\nu} \left( \|\theta_1\|^2 + a_0 T_1 (I_0 + 1) \right) e^{T_1(2+a_0(I_0+1))}
\leq \frac{2}{\nu} \left( 2\|v_1\|^2_{C^1([0,1])} \|\omega_1\|^2_1 + a_0 T_1 (I_0 + 1) \right)
\leq \alpha^2 \omega^2_x,
\]

(78)

where we have used

\[
\|\theta_1\|^2 = \left\|\omega_{1x} v_1 + \frac{1}{2} \omega_1 v_{1x} \right\|^2 \leq 2\|v_1\|^2_{C^1([0,1])} \|\omega_1\|^2_1.
\]

(79)

This proves the last two bounds in (72). Moreover, by the Sobolev embedding theorem, it follows from 78 that

\[
\|\psi_2(t)\|_1^2 \leq 2\alpha^2 \omega^2_x, \quad t \in [0,T_1].
\]

(80)

Now, assume that there exist solutions \( \{U^i\}_{i=1}^p \) \((p \geq 2)\) of 65–67 on the time interval \([0,T_1]\) where \(T_1\) is given by 75, satisfying 71–72. As above we obtain, for given \( U^p \), the existence of a solution \( U^{p+1} = (\psi_{p+1}, \eta_{p+1}, e_{p+1}) \) of 65–67 in the interval \([0,T_1]\), satisfying

\[
\eta_{p+1} \in C^1([0,T_1]; H^3) \cap C^2([0,T_1]; H^1), \quad e_{p+1} \in C^1([0,T_1]; H^4 \cap H^1),
\]

\[
\psi_{p+1} \in C^4([0,T_1]; H^6-2l \cap H^3) \cap C^3([0,T_1]; L^2), \quad l = 0, 1, 2.
\]

We prove that there exist constants \( T_* \in (0,T_1]\) and \( K_i > a_0 \) \((i = 1, 2, 3, 5, 6, 7)\) independent of \( \{U^i\}_{i=1}^p \) such that if \( U^p \) satisfies on \([0,T_*]\)

\[
\|\partial_x^2 \psi_p(t)\|^2 \leq \alpha^2 \omega^2_x, \quad \|\psi_p''(t)\|^2 + \|\psi_p'''(t)\|^2 \leq K_0,
\]

(81)

\[
\|\partial^3_x \psi_p(t)\|^2 \leq K_1, \quad \|\partial^3_x \psi_p(t)\|^2 \leq K_2, \quad \|\partial^3_x \psi_p(t)\|^2 \leq K_3,
\]

(82)

\[
\|\eta_p(t)\|^2 \leq 1, \quad \|\eta_p(t)\|^2 \leq K_5, \quad \|\partial_x \eta_p(t)\|^2 \leq K_6, \quad \|\eta_p(t)\|^2 \leq K_7,
\]

(83)

then \( U^{p+1} \) also satisfies on \([0,T_*]\)

\[
\|\partial_x^2 \psi_{p+1}(t)\|^2 \leq \alpha^2 \omega^2_x, \quad \|\psi_p''(t)\|^2 + \|\psi_p'''(t)\|^2 \leq K_0,
\]

(84)

\[
\|\partial^3_x \psi_{p+1}(t)\|^2 \leq K_1, \quad \|\partial^3_x \psi_{p+1}(t)\|^2 \leq K_2, \quad \|\partial^3_x \psi_{p+1}(t)\|^2 \leq K_3,
\]

(85)

\[
\|\eta_{p+1}(t)\|^2 \leq 1, \quad \|\eta_{p+1}(t)\|^2 \leq K_5, \quad \|\partial_x \eta_{p+1}(t)\|^2 \leq K_6, \quad \|\eta_{p+1}(t)\|^2 \leq K_7.
\]

(86)

Notice that it follows from 81 and 85, employing the boundary conditions in (66) and Poincaré's inequality,

\[
\|\psi_p(t)\|^2 \leq 2\alpha^2 \omega^2_x, \quad \|\psi_{p+1}(t)\|^2 \leq 2\alpha^2 \omega^2_x, \quad t \in [0,T_*].
\]

(87)
Step 2: estimates for $g_3$, $g_4$, and $k$. Let $U^p$ satisfy 81–84. Then a direct computation shows the following estimates for $g_3(x,U^p)$ and $g_4(x,U^p)$, for $t \in [0,T_*]$:

\[\|g_3(\cdot,U^p)(t)\|_2^2 \leq N(I_0 + 1 + \|\psi_p(t)\|_2^2 + \|\psi'_p(t)\|_2^2)^5\]
\[\leq N(I_0 + 1 + K_0 + K_2)^5, \quad (90)\]

\[\|g_4(\cdot,U^p)(t)\|_2^2 \leq N(I_0 + 1 + \|\psi_p(t)\|_4^2 + \|\psi'_p(t)\|_2^2)^3\]
\[\leq N(I_0 + 1 + K_0 + K_1 + K_2 + K_3)^7, \quad (91)\]

\[\|g_3(x,U^p)(t)\|_1 \leq N(I_0 + 1 + \|\eta_p(t)\|_3^2 + \|\psi_p(t)\|_4^2 + \|\psi'_p(t)\|_2^2)^6\]
\[\leq N(I_0 + 1 + K_0 + K_2)^6, \quad (92)\]

\[\|g_4(x,U^p)(t)\|_2^2 \leq N(I_0 + 1 + \|\psi_p(t)\|_4^2 + \|\psi'_p(t)\|_2^2)^3 + 16\nu^2a_1\|\partial_x^2\psi_p(t)\|^2\|\partial_x^2\psi_p(t)\|^2\]
\[\leq N(I_0 + 1 + K_0 + K_2)^3, \quad (93)\]

\[\|g_4(x,U^p)(t)\|_2^2 \leq N(I_0 + 1 + \|\psi_p(t)\|_4^2 + \|\psi'_p(t)\|_2^2)^5\]
\[\leq N(I_0 + 1 + K_0 + K_2)^5, \quad (94)\]

\[\|g_3(x,U^p)(t)\|_1^2 \leq N(I_0 + 1 + \|\eta_p(t)\|_4^2 + \|\psi_p(t)\|_3^2 + \|\psi'_p(t)\|_2^2 + \|\psi''_p(t)\|_2^2)^4\]
\[\leq N(I_0 + 1 + K_0 + K_2 + K_5)^4, \quad (95)\]

\[\|g_4(x,U^p)(t)\|_2^2 \leq N(I_0 + 1 + \|\eta_p(t)\|_4^2 + \|\psi_p(t)\|_3^2 + \|\psi'_p(t)\|_2^2 + \|\psi''_p(t)\|_2^2)^5\]
\[\leq N(I_0 + 1 + K_0 + K_1 + K_2 + K_5 + K_7)^5, \quad (96)\]

where
\[a_1 = \max_{x \in [0,1]} (\omega_1 + \psi_p)^{-2} = (1 - \alpha)^{-2}\omega_*^{-2}, \quad (98)\]

and the estimates for $k(x,U^p)$ and $e_p(x,t)$, for $t \in [0,T_*]$,

\[\|k(\cdot,U^p)(t)\|_2^2 \leq N(I_0 + 1 + \|\psi_p(t)\|_2^2)^3,\]
\[\leq N(I_0 + 1)^3, \quad (99)\]

\[\|k'(\cdot,U^p)(t)\|^2 \leq N(I_0 + 1)(\|\eta'_p(t)\|^2 + \|\psi'_p(t)\|^2)\]
\[\leq N(I_0 + 1 + K_0 + K_5)^2, \quad (100)\]

\[\|k''(\cdot,U^p)(t)\|^2 \leq N(I_0 + 1)(\|\eta''_p, \eta_p, \psi''_p(t)\|^2 + \|\psi'_p(t)\|^2)^2\]
\[\leq N(I_0 + 1 + K_0 + K_5 + K_7)^3, \quad (101)\]

\[\|e_p\|^2_4 + \|e'_p\|^2_4 \leq N(\|\psi_p(t)\|^2_4 + \|\psi'_p(t)\|^2_2)\]
\[\leq N(I_0 + 1 + K_0 + K_2), \quad (102)\]

where $N > 1$ is a constant independent of $K_i$ ($i = 1,2,3,5,6,7$).

Step 3: estimates for $\eta_{p+1}$. Integration of 65 yields

\[\eta_{p+1}(x,t) = \int_0^t \exp\{-t(s)\}g_3(x,U^1)(s)ds, \quad 0 \leq t \leq T_*, \quad x \in [0,1], \quad (103)\]

and
\[\eta_{p+1} \in C^1([0,T_1];H^3) \cap C^2([0,T_*];H^1). \quad (104)\]
From 90–92 we obtain the estimates
\[
\|\eta_{p+1}(t)\|^2 \leq T_2^2\|g_3(\cdot, U_p)\|^2 \leq 2N(I_0 + 1 + K_0 + K_2)^5,
\]
\[
\|\partial_z \eta_{p+1}(t)\|^2 \leq T_2^2\|g_{3x}(\cdot, U_p)\|^2 \leq 2N(I_0 + 1 + K_0 + K_1 + K_2 + K_3)^7,
\]
\[
\|\eta_{p+1}'(t)\|^2 \leq 2(T_1^2 + 1)\|g_3(\cdot, U_p)\|^2 \leq 2N(T_1^2 + 1)(I_0 + 1 + K_0 + K_2)^5,
\]
\[
\|\partial_z \eta_{p+1}'(t)\|^2 \leq 2(T_1^2 + 1)\|g_{3x}(\cdot, U_p)\|^2 \leq 2N(T_1^2 + 1)(I_0 + 1 + K_0 + K_1 + K_2 + K_3)^7,
\]
\[
\|\eta_{p+1}''(t)\|_1 \leq 4(T_1^2 + 1)\|g_3(\cdot, U_p)\|^2 + 2\|g_3'(\cdot, U_p)\|^2 \leq 4N(T_1^2 + 1)(I_0 + 1 + K_0 + K_1 + K_2 + K_3)^7
\]
\[\quad + 2N(I_0 + 1 + K_0 + K_1 + K_2 + K_3 + K_5 + K_6)^6.
\]

Thus, \( \eta_{p+1} \) satisfies 88 if
\[
K_5 = 2N(T_1^2 + 1)(I_0 + 1 + K_0 + K_2)^5, \quad (105)
\]
\[
K_6 = 2N(T_1^2 + 1)(I_0 + 1 + K_0 + K_1 + K_2 + K_3)^7, \quad (106)
\]
\[
K_7 = 2N(T_1^2 + 1)(I_0 + 1 + K_0 + K_1 + K_2 + K_3)^7
\]
\[\quad + 2N(I_0 + 1 + K_0 + K_1 + K_2 + K_3 + K_5 + K_6)^6 \quad (107)
\]
and if \( T_* \) satisfies
\[
T_* \leq \frac{1}{\sqrt{L_1}}, \quad (108)
\]
where
\[
L_1 = \min \left\{ 2N(I_0 + 1 + K_0 + K_2)^5, \ 2N(I_0 + 1 + K_0 + K_1 + K_2 + K_3)^7 \right\}. \quad (109)
\]

**Step 4: estimates for \( \psi_{p+1} \).** We multiply the differential equation in 66 by \( \psi_{p+1}', \psi_{p+1}'' \), and \( \psi_{p+1}''' \), respectively, integrate the sum of the resulting equations over \((0,1) \times (0,T_*)\) and integrate by parts. In view of 93–94, 96–97, 99–101, we obtain after tedious computations
\[
\|\partial_x^2 \psi_{p+1}(t)\|^2 \leq \frac{1}{\nu} \left( \|\theta_1\|^2 + T_*\|g_4(\cdot, U_p)\|^2 \right) e^{T_*(2+N(I_0+1)^2)}
\]
\[\quad \leq \frac{1}{\nu} \left( 2\|v_1\|_{C^1([0,1])}\|\omega_1\|_1 + T_*L_3 \right) e^{T_*(2+N(I_0+1)^2)} \quad (110)
\]
and
\[
\|\psi_{p+1}''(t)\|^2 + \|\psi_{p+1}'''(t)\|^2 + \nu\|\partial_x^2 \psi_{p+1}(t)\|^2 + \nu\|\partial_x^2 \psi_{p+1}'(t)\|^2 + \nu\|\psi_{p+1}''\|^2 \\
\leq \left( \|\psi_{p+1}'(0)\|^2 + 2\|\psi_{p+1}'(0)\| + \nu\|\partial_x^2 \psi_{p+1}'(0)\|^2 + \|\theta_1\|^2 + \nu\|\partial_x^2 \theta_1\|^2 \right) e^{T_*L_4}
\]
\[\quad + T_* (\|g_4(\cdot, U_p)\|^2 + \|g_4'(\cdot, U_p)\|^2) e^{T_*L_4}
\]
\[\leq N(I_0 + T_*L_5) e^{T_*L_4}, \quad (111)
\]
where

\[ L_3 = N(I_0 + 1 + K_0 + K_2)^3, \]
\[ L_4 = 8 + 6N(I_0 + 1 + K_0 + K_5 + K_7)^3 > 2 + N(I_0 + 1)^2, \]
\[ L_5 = 2N(I_0 + 1 + K_0 + K_1 + K_2 + K_5 + K_7)^5. \]

Define

\[ K_0 = 20NI_0 \cdot \frac{1}{\min\{1, \nu\}} = 20NI_0 \cdot \max\{1, \nu^{-1}\}. \]

Using 76 (which is a consequence of 69), we see that \( \psi_{p+1} \) satisfies

\[ \| \partial^2_x \psi_{p+1}(t) \|^2 \leq \alpha^2 \omega^2, \]
\[ \| (\psi'_{p+1}, \psi''_{p+1})(t) \|^2_2 + \| \psi''_{p+1}(t) \|^2 \leq 20NI_0 \cdot \max\{1, \nu^{-1}\} = K_0 \]

if

\[ T_* \leq \min \left\{ \frac{1}{\sqrt{L_1}}, \frac{B_1}{4L_3}, \frac{\ln 2}{2 + N(I_0 + 1)^2}, \frac{\ln 2}{2 + N(I_0 + 1)}, \frac{\ln 2}{L_4}, \frac{I_0}{L_5} \right\}, \]

where

\[ B_1 = \nu \alpha^2 \omega^2 - 4\| v_1 \|_{C^1([0,1])}^2 \| \omega_1 \|_1^2. \]

This proves 85 and 86.

To verify 87 we employ the differential equation in (66) again. We use 116, 93, 79, and 117 to estimate

\[ \| \partial^4_x \psi_{p+1}(t) \|^2 \leq \frac{N}{\nu^2} \left( \| \psi''_{p+1}(t) \|^2 + \| \psi'_{p+1}(t) \|^2 + \| \psi_{p+1}(t) \|^2 + \| k \partial_x \psi_{p+1}(t) \|^2 \right) \]
\[ + \frac{2}{\nu^2} \| g_4(\cdot, U^p)(t) \|^2 \]
\[ \leq \frac{2N}{\nu^2} (I_0 + 1)^3 (1 + K_0) + 32a_1 \| \partial_x^2 \psi_p(t) \|^2 K_2 \]
\[ \leq \frac{2N}{\nu^2} (I_0 + 1)^3 (1 + K_0) + 32a_1 e^{T_* (2 + N(I_0 + 1)^2)} \left( \| \theta_1 \|^2_2 + T_* L_3 \right) K_2 \]
\[ \leq \frac{2N}{\nu^2} (I_0 + 1)^3 (1 + K_0) + 64a_1 \| v_1 \|_{C^1([0,1])}^2 \| \omega_1 \|^2_1 + T_* L_3) K_2. \]

Here, we used the fact that 110 is also valid for \( \psi_p \) in \([0, T_*]\).

From 69 and 98 we infer

\[ 128a_1 \| v_1 \|_{C^1([0,1])}^2 \| \omega_1 \|^2_1 = 128 \| v_1 \|_{C^1([0,1])}^2 (1 - \alpha) - 2 \omega^{-2}_* \| \omega_1 \|^2_1 < 1, \]

which implies

\[ 1 - \frac{128 \| v_1 \|_{C^1([0,1])}^2 \| \omega_1 \|^2_1}{(1 - \alpha) \omega^2_*} > 0. \]

Thus, choosing

\[ K_2 = \frac{8(1 - \alpha)^3 \omega^2_* N(I_0 + 1)^3 (1 + K_0)}{\nu^2 \left[ (1 - \alpha)^2 \omega^2_* - 128 \| v_1 \|_{C^1([0,1])}^2 \| \omega_1 \|^2_1 \right]}, \]

where \( K_0 \) is defined by 115, we obtain from 118 and the Sobolev embedding theorem

\[ \| \partial^3_x \psi_{p+1}(t) \|^2 + \| \partial^4_x \psi_{p+1}(t) \|^2 \leq K_2 \]
if
\[
T_* = \min \left\{ \frac{1}{\sqrt{L}_1} \frac{B_0}{L_3}, \frac{\ln 2}{2 + N(I_0 + 1)}, \frac{\ln 2}{L_4}, \frac{I_0}{L_5} \right\}.
\] (120)
We recall that \(L_1, L_3, L_4, L_5,\) and \(I_0\) are given by 109, 112–114, and 74, respectively, \(N > 0\) is a generic constant, and
\[
B_0 = \min \left\{ \frac{(1 - \alpha)^2\omega^2}{64} - 128\|v_1\|_{C^1([0,1])}^2\|\omega_1\|^2, \frac{\alpha^2\omega^2\varepsilon^2}{8} - 16\|v_1\|_{C^1([0,1])}^2\|\omega_1\|^2 \right\} > 0
\] due to 69. Notice that 120 implies 108 and 117.

Differentiating the differential equation in (66) with respect to \(t\), integrating over \((0,1)\), and using 116, 99, and 95, we can estimate \(\partial^4_x\psi'_{p+1}\) as
\[
\|\partial^4_x\psi'_{p+1}(t)\|^2 \leq \frac{N}{\nu^2} (\|\psi''_{p+1}(t)\|^2 + \|\psi''_{p+1}(t)\|^2 + \|\psi''_{p+1}(t)\|^2 + \|k\partial_x\psi'_{p+1}(t)\|^2)
\]
\[
+ \frac{2}{\nu^2} \|g'_x(t, U^p)(t)\|^2
\]
\[
\leq \frac{2N}{\nu^2} (I_0 + 1 + K_0 + K_2 + K_5)^4.
\]
Thus, by the Sobolev embedding theorem, we have
\[
\|\partial^3_x\psi'_{p+1}(t)\|^2 + \|\partial^3_x\psi'_{p+1}(t)\|^2 \leq K_1
\] (121)
if
\[
K_1 = \frac{4N}{\nu^2} (I_0 + 1 + K_0 + K_2 + K_5)^4.
\] (122)

Differentiating the differential equation in (66) once and twice with respect to \(x\), integrating over \((0,1)\), and employing 116, 99, and 95, we can estimate \(\partial^5_x\psi_{p+1}\) and \(\partial^6_x\psi_{p+1}\) as
\[
\|\partial^5_x\psi_{p+1}(t)\|^2 \leq \frac{N}{\nu^2} (\|\partial_x\psi''_{p+1}(t)\|^2 + \|\partial_x\psi''_{p+1}(t)\|^2 + \|\partial_x\psi_{p+1}(t)\|^2)
\]
\[
+ \frac{N}{\nu^2} \|\partial_x(k\partial_x\psi'_{p+1})(t)\|^2 + \frac{2}{\nu^2} \|\partial_x g'_x(t, U^2p)(t)\|^2
\]
\[
\leq \frac{1}{2} K_3,
\] (123)
\[
\|\partial^6_x\psi_{p+1}(t)\|^2 \leq \frac{N}{\nu^2} (\|\partial_x^2\psi''_{p+1}(t)\|^2 + \|\partial_x^2\psi''_{p+1}(t)\|^2 + \|\partial_x^2\psi_{p+1}(t)\|^2)
\]
\[
+ \frac{N}{\nu^2} \|\partial_x^2(k\partial_x\psi'_{p+1})(t)\|^2 + \frac{2}{\nu^2} \|\partial_x^2 g'_x(t, U^2)(t)\|^2
\]
\[
\leq \frac{1}{2} K_3,
\] (124)
if we choose
\[
K_3 = \frac{6N}{\nu^2} (I_0 + 1 + K_0 + K_1 + K_2)^5.
\] (125)

Now we choose the constants \(K_i\) as follows. Let \(K_0\) be given by 115, \(K_2\) by 119, \(K_5\) by 105, \(K_1\) by 122, \(K_3\) by 125, \(K_6\) by 106, and \(K_7\) by 107 (with \(\nu = \varepsilon^2/4\)). The constant \(T_*\) is determined by 120. This shows that \((\psi_{p+1}, \eta_{p+1})\) satisfies 85–88 for \(t \in [0, T_*]\).
Step 5: end of the proof. The uniform bounds for $e_{p+1} \in C^1([0,T_*];H^4)$ of 67 follow from similar computations as those needed to derive 102, where the index $p$ is replaced by $p + 1$.

By induction, we conclude that $\{U^i\}_{p=1}^{\infty}$ exists uniformly in $[0,T_*]$ with $T_*$ given by 120 and satisfies 71–72 uniformly for

$$M_0 = \max \{K_0, K_1, K_2, K_3, K_5, K_6, K_7\}.$$ 

The proof of Lemma 3.2 is complete. □

Remark 3.3. It follows from the last two inequalities of (72) that

$$\psi_i(x,t) + \omega_1(x) \geq (1 - \alpha)\omega_* > 0, \quad i \geq 1.$$ (126)

For the proof of Theorem 1.1, we observe that after a tedious computation similarly as in the proof of Lemma 3.2, we can obtain the following estimates:

$$\|\eta_{p+1} - \eta_p\|_{C^1(0,T_*;H^1)}^2 + \|\psi_{p+1} - \psi_p\|_{C^1(0,T_*;H^{4-2i})}^2 + \|e_{p+1} - e_p\|_{C^1(0,T_*;H^2)}^2 \leq T_*\alpha(N, M_0) \left(\|\eta_p - \eta_{p-1}\|_{C^1(0,T_*;H^1)}^2 + \|\psi_p - \psi_{p-1}\|_{C^1(0,T_*;H^{4-2i})}^2\right), \quad i = 0, 1, 2,$$ (127)

for any $T_* \leq T_*$. Here $\alpha(N, M_0)$ is a function of $N, M_0$. Taking $T_*\alpha$ such that

$$T_* \leq \min \left\{\frac{b_1}{\alpha(N, M_0)}, \quad T_*\right\}, \quad b_1 \in (0, 1),$$ (128)

then it follows from 127:

$$\sum_{p=1}^{\infty} \left(\|\eta_{p+1} - \eta_p\|_{C^1(0,T_*;H^1)}^2 + \|e_{p+1} - e_p\|_{C^1(0,T_*;H^2)}^2\right) + \sum_{p=1}^{\infty} \|\psi_{p+1} - \psi_p\|_{C^1(0,T_*;H^{4-2i})}^2 \leq C, \quad i = 0, 1, 2,$$ (129)

with $C > 0$ a constant.

Proof of Theorem 1.1. By Lemma 3.2 and 129, the sequence $\{U^p\}_{p=1}^{\infty}$ satisfies 71–72, 126, and 129 uniformly in $[0,T]$ with $T \leq T_*$. Applying the Ascoli-Arzela theorem and the Aubin-Lions lemma to $\{U^p\}_{p=1}^{\infty}$, it follows that there exists $U = (\psi, \eta, e)$ satisfying

$$\eta \in C^1([0,T];H^3), \quad e \in C^1([0,T];H^4),$$

$$\psi \in C^1([0,T];H^{6-2i} \cap H_0^2) \cap C^3([0,T];L^2), \quad i = 0, 1, 2,$$

and there is a subsequence $\{U^{p_j}, U^{p_j+1}\}_{j=1}^{\infty}$ with $p_j + 1 \leq p_{j+1}$ such that

$$\psi_{p_j+1}, \psi_{p_j} \xrightarrow{j \to \infty} \psi \text{ strongly in } C^1([0,T];H^{6-2i-\sigma}), \quad i = 0, 1, 2,$$

$$\eta_{p_j+1}, \eta_{p_j} \xrightarrow{j \to \infty} \eta \text{ strongly in } C^1([0,T];H^{3-\sigma}),$$

$$e_{p_j+1}, e_{p_j} \xrightarrow{j \to \infty} e \text{ strongly in } C^1([0,T];H^{4-\sigma}),$$

for any $\sigma > 0$. 

It is not difficult to verify that $U$ is a solution of 65–67 and satisfies 126 where $U^p$ is replaced by $U$. Setting

$$\omega = \omega_1 + \psi > 0, \quad j = j_1 + \eta, \quad \phi = \phi_1 + e,$$

we see that $j \in C([0,T];H^5)$ and $(w, j, \phi)$ is a local-in-time solution of the IBVP 14–19. The uniqueness can be proven similarly as the estimates 129. The proof of Theorem 1.1 is complete. □
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