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Abstract. Solutions for a class of nonlinear second-order differential equations, arising in diffusion of chemically reactive species of a Newtonian fluid immersed in a porous medium over an impervious stretching sheet, are obtained. Using the Schauder theory, existence and uniqueness results are established. Moreover, the exact analytical solutions (for some special cases) are obtained and are used to validate the numerical solutions. The results obtained for the diffusion characteristics reveal many interesting behaviors that warrant further study of the effects of reaction rate on the transfer of chemically reactive species.

1. Introduction. The transport of heat, mass and momentum in laminar boundary layers on moving extensible or stretching surfaces has practical applications in electrochemistry (see Chin [1] and Gorla [2]) and in polymer processing (see Griffith [3] and Erickson et al. [4]). The majority of the studies of these transport processes have so far been devoted to flows induced by surfaces moving with a constant velocity. However, Crane [5] considered the laminar boundary layer flow of a Newtonian fluid caused by a flat elastic sheet whose velocity varies linearly with the distance from a fixed point on the sheet. Recently, his analysis has been extended to fluids obeying non-Newtonian constitutive equations, that is, Rivlin-Ericksen fluids (see Siddappa and Khapate [6]), micropolar fluids (see Chiam [7]), second-order fluids (see Rajagopal et al. [8]), Walters’ ‘liquid B’ (see Siddappa and Abel [9]), and power law fluids (see Andersson and Dandapat [10]).

The heat transfer problem associated with the Newtonian boundary layer flow past a stretching sheet has been studied by several authors (see references [11–17]). By taking advantage of the mathematical equivalence of the thermal boundary layer problem with the concentration analogue, results obtained for heat transfer characteristics can be
carried over directly to the case of mass transfer by replacing the Prandtl number by the Schmidt number. However, the presence of a chemical reaction term in the mass diffusion equation generally destroys the formal equivalence with the thermal energy problem and, moreover, prohibits the construction of the similarity solutions. Chambre and Young [18] considered diffusion of a reactive species into the fluid flow past a wedge-shaped body and concluded that a similarity solution exists only in the case of stagnation point flow studied earlier by Chambre [19]. Since numerical techniques for nonsimilar problems are significantly more time-consuming than solution schemes devised for sets or ordinary differential equations, Dural and Hines [20] recently proposed approximate methods like the Method of Weighted Residuals for many practical purposes.

Very recently, Anderson et al. [21] studied the transfer of a chemically reactive species in the laminar flow over a linearly stretching surface. The reactive component given off by the surface undergoes an isothermal and homogeneous one-stage reaction as it diffuses into the surrounding fluid. By taking advantage of an explicit analytical solution of the momentum boundary layer problem, they demonstrated that similarity can also be achieved for the concentration field.

The above investigators restrict their analyses to flow behavior in non-porous media. However, some metallurgical processes involve the cooling of continuous strips or filaments by drawing them through a quiescent fluid. The rate of cooling can be controlled and a final product of desired characteristics can be achieved if strips are drawn through porous media. In view of this, the study of visco-elastic fluid flow through porous media has gained importance in recent years (see Refs. [22]–[25]). It is well known that a variety of interaction forces (such as drag, virtual mass effect, Magnus effect, Basset effect, spin lift, shear lift, etc.) come into play due to the flow in a porous media (for details see Johnson et al. [26, 27]). Very recently, using the effect due to drag, Abel et al. [28] investigated the effect of variable viscosity on visco-elastic fluid flow and heat transfer in a porous medium over a non-isothermal impervious stretching sheet.

Motivated by these analyses, the present authors study the flow and mass transfer of a chemically reactive species of a Newtonian fluid in a porous medium over an impervious stretching sheet. Furthermore, they analyze the salient features of the flow and mass transfer characteristics by obtaining exact, analytical and numerical solutions with existence and uniqueness results for the resulting coupled nonlinear differential equations.

2. Flow analysis. Consider the flow of a Newtonian fluid past a flat sheet coinciding with the plane $y = 0$, the flow being confined to $y > 0$. Two equal and opposite forces are applied along the $x$-axis so that the wall is stretched, keeping the origin fixed. The steady two-dimensional boundary layer equations for this fluid in the usual notation are (see Andersson et al. [21] and Abel et al. [28])

$$\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0, \quad (2.1)$$

$$u\frac{\partial u}{\partial x} + v\frac{\partial u}{\partial y} = \nu \frac{\partial^2 u}{\partial y^2} - \frac{\nu}{k_0} u, \quad (2.2)$$

where $\nu = \mu/\rho$, and $k_0$ is the permeability of the porous medium.
The appropriate boundary conditions for the problem are
\begin{align*}
u &= Bx, \quad v = 0 \quad \text{at} \quad y = 0, \quad B > 0, \\
\eta &= (B/\nu)^{1/2}y, \quad \text{as} \quad y \to \infty.
\end{align*}
(2.3)

Eqs. (2.1) and (2.2) admit a self-similar solution of the form
\begin{align*}
u &= Bx f'(\eta), \quad v = -(B\nu)^{1/2} f(\eta), \\
\eta &= (B/\nu)^{1/2}y,
\end{align*}
(2.4)

where the prime denotes differentiation with respect to \( \eta \). Clearly, \( u \) and \( v \) defined above satisfy the continuity equation (2.1). Substituting Eqs. (2.4) and (2.5) in Eq. (2.2) gives
\[(f')^2 - ff'' = f''' - k_1 f',\]
(2.6)
where \( k_1 = \nu/(k_0 B) \) is the porosity parameter. The boundary conditions (2.3) become
\begin{align*}
f' &= 1, \quad f = 0 \quad \text{at} \quad \eta = 0, \\
f' &\to 0 \quad \text{as} \quad \eta \to \infty.
\end{align*}
(2.7)

The exact solution for the differential equation (2.6) satisfying conditions (2.7) is
\[f(\eta) = (1 - e^{-m\eta})/m, \quad m = \sqrt{(1 + k_1)}.
\]
(2.8)

This gives the velocity components
\begin{align*}
u &= Bxe^{-m\eta}, \\
v &= -(B/\nu)^{1/2}(1 - e^{-m\eta})/m.
\end{align*}
(2.9)

For \( k_1 = 0, \) \( f(\eta) = 1 - e^{-\eta} \) is the unique solution of the problem (for details see Troy et al. [29] and McLeod and Rajagopal [30]). For \( k_1 > -1, \)
\[f(\eta) = (1 - e^{-m\eta})/m, \quad m = \sqrt{(1 + k_1)}.
\]
(2.10)

Hence, in heat and mass transfer analyses we use this solution for the function \( f \). From Eq. (2.10), we can say that \( f' \) is a decreasing function of the porosity parameter \( k_1 \).

3. Heat and mass transfer analyses. By knowing the mathematical equivalence of the concentration boundary layer problem with the thermal boundary layer analogue, results obtained for mass transfer characteristics can be carried directly to the heat transfer characteristics by replacing the Schmidt number with the Prandtl number. Hence, for brevity we do not present the heat transfer results here. For the flow problem discussed in section 2, the concentration field \( c(x,y) \) is governed by the boundary layer diffusion equation (see Refs. [21, 27]), which reduces to
\[u \frac{\partial c}{\partial x} + v \frac{\partial c}{\partial y} = D \frac{\partial^2 c}{\partial y^2} - k_n c^n,
\]
(3.1)
where \( c \) is the concentration of the species of the fluid, \( D \) is the diffusion coefficient of the diffusing species in the fluid and \( k_n \) denotes the reaction rate constant of the \( n \)-th order homogeneous and irreversible reaction. Since the concentration of the reactant is
maintained at a prescribed value \(c_w\) at the sheet and is assumed to vanish far away from the sheet, the relevant boundary conditions for the concentration Eq. (3.1) become
\[
\begin{align*}
  c(x,y) &= c_w \quad \text{at} \quad y = 0, \\
  c(x,y) &\to 0 \quad \text{as} \quad y \to \infty.
\end{align*}
\]

(3.2)

Knowing the mathematical nature of the physical problem the similarity solution can be obtained for the mass concentration. To that end, we introduce the transformation
\[
c(\eta) = c_w \phi(\eta),
\]
where \(\phi(\eta)\) is the dimensionless concentration field. The nonlinear partial differential equation (3.1) can now be transformed to
\[
\phi'' + \alpha f \phi' = \alpha \beta \phi^n,
\]
where a prime denotes differentiation with respect to \(\eta\) and \(\alpha = \frac{Sc}{\nu/D}\) is the Schmidt number and \(\beta = k_n c_w^{n-1}/B\) is the reaction rate parameter. The boundary conditions (3.2) become
\[
\begin{align*}
  \phi &= 1 \quad \text{at} \quad \eta = 0, \\
  \phi &\to 0 \quad \text{as} \quad \eta \to \infty.
\end{align*}
\]

(3.5)

Evidently, the concentration field \(\phi\) is coupled to the velocity field through the dimensionless stream function \(f\) in the nonlinear mass transfer equation (3.4). However, in the special case of reactive species of order zero \((n = 0)\), the nonlinear term in the right side of Eq. (3.4) becomes \(\alpha \beta\), and hence the boundary value problem has no solution (since the condition at infinity can’t be satisfied). Furthermore, in the special case of reactive species of first order \((n = 1)\), the nonlinear term on the right-hand side of Eq. (3.4) becomes \(\alpha \beta \phi(\eta)\) and the present concentration boundary value problem becomes formally equivalent with the analogous thermal boundary layer problem in which the Prandtl number replaces the Schmidt number. The analytical solution of Eq. (3.4) for the first-order reaction \((n = 1)\) with respect to the boundary conditions (3.5) can be written in the form of Kummer’s function:
\[
\phi(\eta) = \frac{e^{-m/A}}{M(A + B, 1 + 2B, -Sc/m^2 e^{-m\eta})},
\]
where \(A = Sc/(2m^2), \quad B = (4\beta m^2 Sc + Sc^2)^{1/2}/(2m^2)\) and \(M\) is the Kummer’s function (see Ref. 32). The exact analytical solution of the complete concentration equation (3.4) for the case when \(\beta = 0\) is expressed in terms of the incomplete gamma function as noted in Andersson et al. 21. In addition, if \(Sc = m^2\), the exact solution is given by \(\phi(\eta) = e(1 - e^{-m\eta})/(e-1)\). It is worth mentioning that the exact analytical solution of the concentration equation for the general case \(n > 1\) and \(\beta = 1/(n-1), \quad Sc = m^2/(n-1)\), is given by \(\phi(\eta) = e^{-m\eta/(n-1)}\). For practical purposes the parameters \(m, n, \alpha\) are positive and \(\beta\) can be a real number. Due to the nonlinearity in equation (3.4), we cannot obtain an exact solution for all values of the parameters \(m, n, \alpha\) and \(\beta\). Hence in section 4 we shall prove the existence and uniqueness results; and in section 5 we shall present the numerical solution (through graphs) and the discussion of the results.
4. Existence and uniqueness results.

A. Existence and uniqueness for $\beta > 0$. We consider the two-point boundary problem of finding a solution $\phi$ of

$$\phi'' + \alpha f(\eta)\phi' = \alpha\beta\phi^n, \quad 0 < \eta < R,$$
$$\phi(0) = 1, \quad \phi(R) = 0,$$  \quad (4.1)

where $\alpha$ and $\beta$ are known positive constants and $f(\eta)$ is a known continuous function defined on the interval $0 \leq \eta \leq R$.

Assuming the existence of a classical solution to (4.1), it is an elementary application of the maximum principle argument [33] to show that $0 < \phi \leq 1$ for $n$ odd and $\phi \leq 1$ for $n$ even. In what follows we shall assume that $0 \leq \phi \leq 1$ and demonstrate the existence of such a classical solution.

We begin with the set $S$ of continuous functions on the interval $0 \leq \eta \leq R$ with $\phi(0) = 1$ and $\phi(R) = 0$ and $0 \leq \phi \leq 1$. Clearly $S$ is a convex subset of the Banach space of continuous functions on $0 \leq \eta \leq R$ subject to the norm $\|\phi\| = \sup_{0 \leq \eta \leq R} |\phi(\eta)|$. We define the mapping $T : S \to S$ via $y = T\phi$ where $y$ is the solution of the boundary value problem

$$\begin{cases}
y'' + \alpha f(\eta)y' = \alpha\beta\phi^{n-1}y, & 0 < \eta < R, \\
y(0) = 1, y(R) = 0.
\end{cases}$$  \quad (4.2)

From the literature on ordinary differential equations [34] we see that (4.2) has a unique classical solution $y = y(\eta)$. From the maximum principle [33] we see that $0 \leq y \leq 1$, which justifies our assertion that $T : S \to S$.

Considering the integrating factor $\exp\{\alpha \int_0^\eta f(\tau)d\tau\}$, we obtain the representation

$$y'(\eta) = y'(0) \exp\left\{-\alpha \int_0^\eta f(\tau)d\tau\right\} + \alpha \beta \int_0^\eta \exp\left\{-\alpha \int_0^\eta f(\xi)d\xi\right\} (\phi(\eta))^{n-1} y(\tau)d\tau$$

and

$$y(\eta) = 1 + y'(0) \int_0^\eta \exp\left\{-\alpha \int_0^\eta f(\xi)d\xi\right\} d\tau$$
$$+ \alpha \beta \int_0^\eta \int_0^\eta \exp\left\{-\alpha \int_0^\eta f(\xi)d\xi\right\} (\phi(\xi))^{n-1} y(\xi)d\xi d\tau.$$  \quad (4.3)

It then follows from $y(R) = 0$ that

$$y'(0) = - \frac{1 + \alpha \beta R \int_0^R \exp\left\{-\alpha \int_0^\eta f(\xi)d\xi\right\} (\phi(\xi))^{n-1} y(\xi)d\xi d\tau}{\int_0^R \exp\left\{-\alpha \int_0^\eta f(\xi)d\xi\right\} d\tau}.$$  \quad (4.4)

Since $0 \leq \phi \leq 1$ and $0 \leq y \leq 1$, it follows from (4.5) that

$$-C_1 \leq y'(0) < 0,$$  \quad (4.6)

where

$$C_1 = \left(1 + \alpha \beta \frac{R^2}{2}\right) \left(\int_0^R \exp\left\{-\alpha \int_0^\eta f(\xi)d\xi\right\} d\tau\right)^{-1}.$$  \quad (4.7)
From (4.3) and (4.6), we see that

\[ |y'(\eta)| \leq C_2, \quad (4.8) \]

where

\[ C_2 = C_1 + \alpha \beta R. \quad (4.9) \]

As

\[ |y''(\eta)| \leq |\alpha f(\eta)| + |\alpha \beta| \phi^{n-1}(\eta) |y(\eta)|, \quad (4.10) \]

it follows from \( 0 \leq \phi \leq 1, 0 \leq y \leq 1 \) and (4.8) that

\[ |y''| \leq C_3, \quad (4.11) \]

where

\[ C_3 = \alpha \|f\| C_2 + \alpha \beta. \quad (4.12) \]

Clearly, \( T \) maps \( S \) into a convex compact subset of \( S \).

In order to apply the Schauder fixed point theorem, it remains to show that \( T \) is continuous. We consider two functions \( \phi_1, \phi_2 \in S \) and their corresponding images \( y_1 \) and \( y_2 \) which satisfy

\[
\begin{cases}
  y''_i + \alpha f y'_i = \alpha \beta \phi^{n-1}_i y_i, & 0 < \eta < R, \\
  y_i(0) = 1, y_i(R) = 0, & i = 1, 2.
\end{cases}
\]

(4.13)

Let \( z = y_1 - y_2 \). Then, \( z \) satisfies

\[
\begin{cases}
  z'' + \alpha f z' = \alpha \beta \phi^{n-1}_1 z + \alpha \beta (\phi^{n-1}_1 - \phi^{n-1}_2) y_2, & 0 < \eta < R, \\
  z(0) = 0, z(R) = 0.
\end{cases}
\]

(4.14)

First, we see that

\[
z(\eta)^2 = 2 \int_0^\eta z(\tau) z'(\tau) d\tau \\
\leq 2 \int_0^R |z(\tau)| |z'(\tau)| d\tau \\
\leq 2 \left( \int_0^R z^2 d\tau \right)^{1/2} \left( \int_0^R (z'(\tau))^2 d\tau \right)^{1/2}
\]

(4.15)

and

\[
\int_0^R (z(\eta))^2 d\eta \leq 2R \left( \int_0^R z^2 d\tau \right)^{1/2} \left( \int_0^R (z'(\tau))^2 d\tau \right)^{1/2},
\]

(4.16)

whence it follows that

\[
\left( \int_0^R z^2 d\eta \right)^{1/2} \leq 2R \left( \int_0^R (z')^2 d\tau \right)^{1/2}
\]

(4.17)

and

\[
\|z\| \leq 2\sqrt{R} \left( \int_0^R (z')^2 d\tau \right)^{1/2}.
\]

(4.18)
Next, we multiply the differential equation in (4.14) by \( z \exp \left\{ \alpha \int_0^z f(\tau) d\tau \right\} \), integrate from 0 to \( R \), and integrate the term \( (z' \exp \left\{ \alpha \int_0^z f(\tau) d\tau \right\})' \) by parts to obtain
\[
\alpha \beta \int_0^R \exp \left\{ \alpha \int_0^\eta f(\tau) d\tau \right\} (\phi_1(\eta))^{n-1}(z(\eta))^2 d\eta + \int_0^R \exp \left\{ \alpha \int_0^\eta f(\tau) d\tau \right\} (z'(\eta))^2 d\eta = -\alpha \beta \int_0^R \exp \left\{ \alpha \int_0^\eta f(\tau) d\tau \right\} (\phi_1^{n-1} - \phi_2^{n-1}) y_2 \eta d\eta.
\] (4.19)

As \( 0 \leq \phi_1 \leq 1 \) and \( 0 \leq y_2 \leq 1 \), we see from (4.17) that
\[
\int_0^R (z'(\eta))^2 d\eta \leq \alpha \beta \exp \left\{ 2\alpha \int_0^R |f(\tau)| d\tau \right\} \left( \int_0^R (\phi_1^{n-1} - \phi_2^{n-1})^2 d\eta \right)^\frac{1}{2} \left( \int_0^R z^2 d\eta \right)^\frac{1}{2}
\]
\[
\leq C_4 \| \phi_1 - \phi_2 \| \left( \int_0^R (z'(\eta))^2 d\eta \right)^\frac{1}{2},
\] (4.20)
where
\[
C_4 = 2(n - 1) R \alpha \beta \exp \left\{ 2\alpha \int_0^R |f(\tau)| d\tau \right\}.
\] (4.21)

From (4.18) and (4.20) it follows that
\[
\|y_1 - y_2\| \leq 2 \sqrt{R} C_4 \| \phi_1 - \phi_2 \|,
\] (4.22)
which demonstrates the continuity of the map \( T \). From the Schauder fixed point theorem, it follows that there exists a fixed point \( \phi = T\phi \) where \( 0 \leq \phi \leq 1 \). We summarize this result with the following statement.

**Theorem 1.** For any positive parameters \( \alpha \) and \( \beta \) and any continuous function \( f = f(\eta) \) on \( 0 \leq \eta \leq R \) there exists a classical solution \( \phi = \phi(\eta) \) of the problem
\[
\begin{align*}
\phi'' + \alpha f(\eta) \phi' &= \alpha \beta \phi^n, & 0 < \eta < R, \\
\phi(0) &= 1, \phi(R) &= 0,
\end{align*}
\] (4.23)
which satisfies \( 0 < \phi(\eta) < 1 \) for \( 0 < \eta < R \) and the bound \( 0 \leq \phi(\eta) \leq 1 \) for \( 0 \leq \eta \leq R \).

**Proof.** See the analysis preceding the statement of the theorem.

For uniqueness, we have the following result.

**Theorem 2.** There exists only one positive solution \( \phi \) to problem (4.23).

**Proof.** As existence has been shown above, let \( \phi_1, i = 1, 2 \) denote two positive solutions to (4.23). For \( z = \phi_1 - \phi_2 \), we have \( z(0) = z(R) = 0 \) and
\[
z'' + \alpha f z' = \alpha \beta (\phi_1^n - \phi_2^n)
= \alpha \beta g(\phi_1, \phi_2) z, & 0 < \eta < R,
\] (4.24)
where
\[
g(\phi_1, \phi_2) = \phi_1^{n - 1} + \phi_1^{n - 2} \phi_2 + \cdots + \phi_1 \phi_2^{n - 2} + \phi_2^{n - 1} > 0 \text{ if } \phi_1, \phi_2 > 0.
\] (4.25)

By the maximum principle, \( z \equiv 0 \), which implies \( \phi_1 \equiv \phi_2 \).
B. Existence and uniqueness for $\beta < 0$

In this case we may rewrite (4.1) as

$$\begin{cases} y'' + \alpha fy' = -\alpha |\beta|y^n, & 0 < \eta < R, \\ y(0) = 1, y(R) = 0. \end{cases} \quad (4.26)$$

Utilizing the integrating factor $\exp\left\{\alpha \int_0^\eta f(\tau)d\tau\right\}$ and some elementary calculations, we obtain the representation

$$y(\eta) = 1 - E(\eta) + \alpha |\beta|L(R, y) \cdot E(\eta) - \alpha |\beta|L(\eta, y), \quad 0 \leq \eta \leq R, \quad (4.27)$$

where

$$E(\eta) = \int_0^\eta \exp\left\{-\alpha \int_0^\tau f(\xi)d\xi\right\} d\tau / \int_0^\eta \exp\left\{-\alpha \int_0^\tau f(\xi)d\xi\right\} d\tau \quad (4.28)$$

and

$$L(\eta, \phi) = \int_0^\eta \int_{\tau}^\eta \exp\left\{-\alpha \int_\mu^\tau f(\xi)d\xi\right\} (\phi(\mu))^{n} d\mu d\tau. \quad (4.29)$$

From the representation

$$y(\eta) = (1 - E(\eta))(1 - \alpha |\beta|L(R, y) + \alpha |\beta|(L(R, y) - L(\eta, y)), \quad (4.30)$$

which follows from (4.27) via adding and subtracting $L(R, y)$, we see that

$$|y(\eta)| \leq 1 + \alpha |\beta|R^2\|y\|^n, \quad 0 \leq \eta \leq R. \quad (4.31)$$

Hence

$$\|y\| \leq 1 + \alpha |\beta|R^2\|y\|^n. \quad (4.32)$$

Given any positive constant $C > 1$ such that $\|y\| < C$, it is clear that if

$$0 < |\beta| < \frac{C - 1}{\alpha R^2 C^n}, \quad (4.33)$$

then (4.32) implies that

$$\|y\| < C. \quad (4.34)$$

The point of this exercise is that for

$$S = \{\phi \in C([0, R])|\|\phi\| < C, C > 1\}, \quad (4.35)$$

the map $y = T\phi$ defined by

$$(T\phi)(\eta) = 1 - E(\eta) + \alpha |\beta|L(R, \phi) \cdot E(\eta) - \alpha |\beta|L(\eta, \phi) \quad (4.36)$$

is well defined and for $0 < |\beta| < (C - 1)/\alpha R^2 C^n$, the function $T$ maps $S$ into $S$. Estimates for $y', (T\phi)'$ and $y'' = (T\phi)''$ can be obtained from (4.26). Thus, $T$ maps a convex subset $S$ of the Banach space $C([0, R])$ with the supnorm $\|\phi\| = \sup_{0 \leq \eta \leq R} |\phi(\eta)|$ into a convex compact subset of $S$. The continuity of the map $T$ follows from the estimate

$$|(T\phi_1)(\eta) - (T\phi_2)(\eta)| \leq \alpha |\beta|E(\eta)|L(R, \phi_1) - L(R, \phi_2)| + \alpha |\beta| |L(\eta, \phi_1) - L(\eta, \phi_2)| \leq \alpha |\beta|R^2 nC^n|\phi_1 - \phi_2|, \quad 0 \leq \eta \leq R. \quad (4.37)$$

An application of the Schauder fixed point theorem yields the following result.
THEOREM 3. For each constant $C > 1$ and for each $\beta < 0$ such that $0 \leq |\beta| < (C - 1)/(\alpha R^2 C^n)$, there exists a classical solution $\phi(\eta), 0 \leq \eta \leq R$ of

$$\begin{cases} y'' + \alpha f(\eta) y' = -\alpha |\beta| y^n, & 0 < \eta < R, \\ y(0) = 1, y(R) = 0, \end{cases} \quad (4.38)$$

where $\alpha$ is a positive constant and $f$ is a known function defined on $0 \leq \eta \leq R$. Moreover, for each $\beta < 0$ so that $0 \leq |\beta| < \min\{(\alpha R^2 n C^n)^{-1}, (C - 1)/(\alpha R^2 C^n)\} = (\alpha R^2 n C^n)^{-1}$, the solution $\phi$ is unique.

Proof. See the analysis preceding the statement of the theorem. For $0 \leq |\beta| < (\alpha R^2 n C^n)^{-1}$, it follows from (4.37) that $T$ is a contraction which implies uniqueness of the fixed point.

Note. From Theorem 3, it is evident that there is no unique solution for all values of $\beta < 0$. That is, the parameters $\alpha$, $\beta$, $m$ and $n$ need to satisfy an inequality $|\beta| > (\alpha R^2 n C^n)^{-1}$. This fact was verified while computing the numerical solutions.

5. Numerical solution and discussion of the results. The boundary value problem

$$\phi'' + \alpha f(\eta) \phi' = \alpha \beta \phi^n, \quad \phi(\eta = 0) = 1, \quad \phi(\eta \to \infty) = 0 \quad (5.1)$$

is solved numerically for several sets of values of the parameters $\alpha$, $\beta$, $m$ and $n$. Some of the qualitatively interesting results are presented in Figures 1 and 2.

In Figures 1 and 2, we plotted the nondimensional concentration profiles $\phi(\eta)$ for several sets of values of the parameters $\alpha$ (the Schmidt number), $\beta$ (the reaction rate parameter), $n$ (the reaction order parameter) and $m = \sqrt{1 + k_1}$ (the porosity-parameter). Here, an increase in $m$ physically means an increase in porosity.
From Figure 1 it is evident that the fluid concentration decreases with an increase in the reaction order parameter $n$ when the reaction rate parameter $\beta$ is negative (see curves I and II). This is the opposite of the phenomenon when $\beta$ is positive (see curves IV and V) — this is in conformity with the physical fact that the generative chemical reaction takes place when $\beta < 0$ and destructive chemical reaction takes place when $\beta > 0$. However, the effect of the Schmidt number $\alpha$ is to decrease $\phi$ considerably (see curves III and IV). Physically it means that the thickness of the concentration boundary layer decreases with Schmidt number. From Figures 1 and 2, it is evident that all the above said conclusions are qualitatively true for $m = 0.2$ and $m = 0.5$. However, the thickness of the concentration boundary layer increases with an increase in $m$. That is, an increase in porosity is to increase the fluid concentration in the boundary layer.

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$\beta$</td>
<td>-0.2</td>
<td>-0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>$n$</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>5</td>
</tr>
</tbody>
</table>

Fig. 2. $\phi$ versus $\eta$ for $m = 0.5$; curves as in Figure 1
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