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Abstract. Hill’s equation is a real linear second-order ordinary differential equation with a periodic coefficient \( f(t) \):

\[
y''(t) + [\lambda + \varepsilon f(t)] y(t) = 0.
\] (0.1)

It has unbounded solutions for certain intervals of the real parameter \( \lambda \), called instability intervals. Here these intervals, and the growth rate of the unbounded solutions, are determined for \( \varepsilon \) small, and also for \( \lambda \) large. This is done by constructing a fundamental pair of solutions which are power series in \( \varepsilon/\lambda^{1/2} \), with coefficients that are bounded functions of \( \lambda \).

1. Introduction. Hill’s equation [1] is a real homogeneous linear second-order ordinary differential equation with a periodic coefficient \( f(t) \):

\[
y''(t) + [\lambda + \varepsilon f(t)] y(t) = 0.
\] (0.1)

It has unbounded solutions for certain intervals of the real parameter \( \lambda \), called instability intervals. Here these intervals, and the growth rate of the unbounded solutions, are determined for \( \varepsilon \) small, and also for \( \lambda \) large. This is done by constructing a fundamental pair of solutions which are power series in \( \varepsilon/\lambda^{1/2} \), with coefficients that are bounded functions of \( \lambda \).

When \( f(t) = \cos 2t \), (0.1) is the Mathieu equation. For it, Hale [2] showed that \( L_m = O(\varepsilon^m) \), and Levy and Keller [3] found that

\[
L_m = \frac{8}{[(m-1)!!]^2} \left( \frac{\varepsilon}{8} \right)^m [1 + O(\varepsilon)], \quad f(t) = \cos 2t.
\] (1.2)
Later Harrell [4] showed that for \( m \) large, \( L_m \) is given by (1.2) up to a constant factor with \( O(\varepsilon) \) replaced by \( O\left(\frac{\varepsilon^2}{m^2}\right) \). Avron and Simon [5] showed that the factor is one.

For Hill’s equation in general, we shall show that
\[
L_m = 2|\varepsilon f_m| + O\left(\frac{\varepsilon^2}{m^2}\right). \tag{1.3}
\]

Thus \( L_m \) does not decrease like \( \varepsilon^m \), as it does for the Mathieu equation. Previously Erdelyi [6] obtained (1.3) for \( m \) large, with \( O\left(\frac{\varepsilon^2}{m^2}\right) \) replaced by \( O\left(\frac{1}{m^2}\right) \). We shall also show that within and near the \( m \)-th instability interval, the Floquet exponent \( \alpha \) is given by
\[
\alpha = m - \frac{i}{2m}\left[|\varepsilon f_m|^2 - (\lambda - m^2 + \varepsilon f_0)^2 + O\left(\frac{\varepsilon^3}{m}\right)\right]^{1/2}. \tag{1.4}
\]

The growth rate of the solution is \(|\text{Im } \alpha|\), so when the square root in (1.4) is real, the solution grows exponentially with \( t \). The endpoints of the \( m \)-th instability interval are the values of \( \lambda \) at which the square root vanishes. Thus, if \( f_m \neq 0 \), the \( m \)-th instability interval is given by
\[
m^2 - \varepsilon f_0 - |\varepsilon f_m| + O\left(\frac{\varepsilon^2}{m}\right) < \lambda < m^2 - \varepsilon f_0 + |\varepsilon f_m| + O\left(\frac{\varepsilon^2}{m}\right). \tag{1.5}
\]

In section 2 we construct a fundamental pair of solutions of (0.1) in powers of \( \varepsilon/\lambda^{1/2} \) and show that the coefficients are bounded functions of \( \lambda \). Using these solutions, we define the discriminant \( \Delta(\varepsilon, \lambda) \) and show that it is given by a power series in \( \varepsilon/\lambda^{1/2} \). In section 3 we use the series for \( \Delta \) to get the Floquet exponent \( \alpha \) and to find the endpoints of the instability intervals.

2. Fundamental solutions and discriminant. Two linearly independent solutions of (0.1), \( y_1(t) \) and \( y_2(t) \), are determined by the initial conditions
\[
y_1(0) = 1, \quad y_1'(0) = 0; \quad y_2(0) = 0, \quad y_2'(0) = 1. \tag{2.1}
\]

They satisfy the integral equations
\[
y_1(t) = \cos \lambda^{1/2} t - \frac{\varepsilon}{\lambda^{1/2}} \int_0^t y_1(s)f(s) \sin \left[\lambda^{1/2} (t - s)\right] \, ds, \tag{2.2}
\]
\[
y_2(t) = \lambda^{-1/2} \sin \lambda^{1/2} t - \frac{\varepsilon}{\lambda^{1/2}} \int_0^t y_2(s)f(s) \sin \left[\lambda^{1/2} (t - s)\right] \, ds. \tag{2.3}
\]

When \( f(s) \) is bounded and piecewise continuous, both of these equations can be solved by Picard iteration. This yields the following convergent series in powers of \( \varepsilon/\lambda^{1/2} \) for \( y_1 \) and \( y_2 \):
\[
y_k(t) = \sum_{j=0}^{\infty} \left(\frac{\varepsilon}{\lambda^{1/2}}\right)^j y_{kj}(t, \lambda), \quad k = 1, 2. \tag{2.4}
\]
The coefficients \( y_{k,j}(t, \lambda) \) in (2.4) are defined recursively:

\[
y_{10}(t, \lambda) = \cos \lambda^{1/2} t, \quad y_{20}(t, \lambda) = \lambda^{-1/2} \sin \lambda^{1/2} t, \quad (2.5)
\]

\[
y_{k,j+1}(t, \lambda) = - \int_0^t y_{k,j}(s, \lambda) f(s) \sin \left[ \lambda^{1/2} (t - s) \right] ds, \quad k = 1, 2; \quad j = 0, 1, \ldots \quad (2.6)
\]

For \( t \) real and \( \lambda \geq 0 \), so that \( \lambda^{1/2} \) is real, both \( y_{10} \) and \( y_{20} \) are bounded functions of \( \lambda \). It follows from (2.6) that if \( y_{k,j}(t, \lambda) \) is a bounded function of \( \lambda \), then so is \( y_{k,j+1} \). Therefore all the \( y_{k,j} \) are bounded functions of \( \lambda \). Thus we have

**THEOREM 2.1.** Hill’s equation (1.1) with \( f(t) \) bounded and piecewise continuous has two solutions \( y_1(t, \varepsilon, \lambda) \) and \( y_2(t, \varepsilon, \lambda) \) satisfying the initial conditions (2.1). They are given by the convergent series (2.4) in powers of \( \varepsilon/\lambda^{1/2} \). For \( \lambda \geq 0 \) the coefficients in (2.4) are bounded functions of \( \lambda \).

The discriminant of Hill’s equation, \( \Delta(\varepsilon, \lambda) \), is defined by

\[
\Delta(\varepsilon, \lambda) = y_1(\pi, \varepsilon, \lambda) + y'_2(\pi, \varepsilon, \lambda). \quad (2.7)
\]

By using (2.4) for \( y_1 \) and \( y_2 \) in (2.7), we obtain for \( \Delta(\varepsilon, \lambda) \) the following convergent series in powers of \( \varepsilon/\lambda^{1/2} \):

\[
\Delta(\varepsilon, \lambda) = \sum_{j=0}^{\infty} \left( \frac{\varepsilon}{\lambda^{1/2}} \right)^j [y_{1,j}(\pi, \lambda) + y'_{2,j}(\pi, \lambda)]
\]

\[
= 2 \cos \lambda^{1/2} \pi + \sum_{j=1}^{\infty} \left( \frac{\varepsilon}{\lambda^{1/2}} \right)^j [y_{1,j}(\pi, \lambda) + y'_{2,j}(\pi, \lambda)]. \quad (2.8)
\]

To show that \( y'_{2,j}(\pi, \lambda) \) is a bounded function of \( \lambda \) for \( \lambda \geq 0 \), we observe from (2.5) that \( y'_{20}(t, \lambda) = \cos \lambda^{1/2} t \), which is bounded for \( \lambda \geq 0 \). We differentiate (2.6) to get

\[
y'_{2,j+1}(t, \lambda) = \int_0^t y_{2,j}(s, \lambda) f(s) \frac{d}{ds} \sin \left[ \lambda^{1/2} (t - s) \right] ds. \quad (2.9)
\]

Next we integrate by parts, assuming that \( f(t) \) has a piecewise continuous derivative. Then (2.9) becomes

\[
y'_{2,j+1}(t, \lambda) = y_{2,j}(s, \lambda) f(s) \sin \left[ \lambda^{1/2} (t - s) \right] \bigg|_0^t - \int_0^t [y_{2,j}(s, \lambda) f(s)]' \sin \left[ \lambda^{1/2} (t - s) \right] ds. \quad (2.10)
\]

The first term on the right vanishes at \( s = 0 \) because \( y_{2,j}(0, \lambda) = 0 \), and it vanishes at \( s = t \) because the sin vanishes. Thus \( y'_{2,j+1}(t, \lambda) \) is given by the integral in (2.10). We have shown that \( y_{2,j} \) in the integrand is bounded for \( \lambda \geq 0 \), and so is \( y'_{2,0} \). If \( y'_{2,j}(t, \lambda) \) is also bounded, then it follows that \( y'_{2,j+1}(t, \lambda) \) is bounded for \( \lambda \geq 0 \), so all \( y'_{2,j}(t, \lambda) \) are bounded for \( \lambda \geq 0 \).

Upon using this result and the boundedness of \( y_{1,j}(t, \lambda) \), we have the following theorem:
Theorem 2.2. Let \( f(t) \) in (1.1) be bounded with a piecewise continuous derivative. Then the convergent series (2.8) for \( \Delta(\varepsilon, \lambda) \) in powers of \( \varepsilon/\lambda^{1/2} \) has coefficients that are bounded functions of \( \lambda \) for \( \lambda \geq 0 \).

It is often convenient to normalize \( f(t) \) in (0.1) by requiring that its integral over one period vanish. This can be accomplished by replacing \( \varepsilon/\lambda \) in (3.2) grows exponentially in

\[
\tilde{f}(t) = f(t) - f_0, \quad \tilde{\lambda} = \lambda + \varepsilon f_0. \tag{2.11}
\]

The preceding analysis applies with these replacements, so Theorems 1 and 2 hold with these changes. Therefore we can use the results of Magnus and Winkler [1, p. 27, Corollary 26] to write the first three terms in the expansion (2.8). Their \( \lambda \) is our \( \tilde{\lambda} \) and their

\[
g_n = \varepsilon f_n = \varepsilon f_n \quad \text{for} \quad n \geq 1,
\]

so we obtain

\[
\Delta(\varepsilon, \lambda) = 2 \cos \pi \tilde{\lambda}^{1/2} + \left( \frac{\varepsilon^2}{\tilde{\lambda}} \right)^2 \frac{\pi \tilde{\lambda}^{1/2}}{2} \sin \pi \tilde{\lambda}^{1/2} \sum_{n=1}^{\infty} \frac{|f_n|^2}{\lambda - n^2} + O \left( \left( \frac{\varepsilon}{\tilde{\lambda}^{1/2}} \right)^3 \right). \tag{2.12}
\]

Their error term \( O(\varepsilon^3) \), and Theorem 2 above, show that the error term in (2.12) is

\[
O \left( \left( \frac{\varepsilon}{\tilde{\lambda}^{1/2}} \right)^3 \right).
\]

3. Floquet exponent. The Floquet exponent \( \alpha(\varepsilon, \lambda) \) is a solution of the equation

\[
\cos \pi \alpha(\varepsilon, \lambda) = \Delta(\varepsilon, \lambda)/2 = \cos \pi \tilde{\lambda}^{1/2} + \frac{\pi \varepsilon^2}{4 \lambda^{1/2}} \sin \pi \tilde{\lambda}^{1/2} \sum_{n=1}^{\infty} \frac{|f_n|^2}{\lambda - n^2} + O \left( \left( \frac{\varepsilon}{\tilde{\lambda}^{1/2}} \right)^3 \right). \tag{3.1}
\]

The second form of (3.1) follows from (2.12). When \( \Delta \neq \pm 2 \), \( \alpha \) is not an integer. Then

\[
y^\pm(t) = e^{\pm i \alpha t} p^\pm(t), \quad \Delta \neq \pm 2. \tag{3.2}
\]

Both \( p^+ \) and \( p^- \) are periodic with period \( \pi \).

If \( |\Delta| < 2 \), then (3.1) implies that \( \alpha \) is real, so both \( y^+ \) and \( y^- \) are bounded functions of \( t \). However, if \( |\Delta| > 2 \), then (3.1) shows that \( \alpha \) is imaginary, so one of the two solutions in (3.2) grows exponentially in \( t \) with growth rate \( |\text{Im} \alpha| \). From (3.1) we see that for \( \varepsilon/\lambda^{1/2} \) small, \( |\Delta| \geq 2 \) only if \( \tilde{\lambda}^{1/2} \) is close to an integer \( m \). Therefore to determine the growth rate we write \( \tilde{\lambda} \) in the form

\[
\tilde{\lambda} = m^2 + \varepsilon (\mu + f_0). \tag{3.3}
\]

Here \( \mu \) is a new parameter which shows how close \( \lambda \) is to \( m^2 \), and therefore how close \( \tilde{\lambda} \) is to \( m^2 + \varepsilon f_0 \). Now from (3.3),

\[
\tilde{\lambda}^{1/2} = m + \varepsilon (\mu + f_0)/(2m) + O \left( \frac{\varepsilon^2}{m^3} \right). \tag{3.4}
\]

We use (3.4) in (2.12) to get

\[
\Delta(\varepsilon, \lambda) = 2 \cos \pi m \left[ 1 - \frac{1}{2} \left( \frac{\pi \varepsilon}{2m} \right)^2 \left( (\mu + f_0)^2 - |f_m|^2 \right) + O \left( \frac{\varepsilon^3}{m^3} \right) \right]. \tag{3.5}
\]
To solve (3.1) for $\alpha$, we set $\alpha = m + \alpha_1$. Then $\cos \pi \alpha = \cos \pi m \cos \pi \alpha_1$. By using this and (3.5) in (3.1), we get

$$\cos \pi m \cos \pi \alpha_1 = \cos \pi m \left[ 1 - \frac{1}{2} \left( \frac{\pi \varepsilon}{2m} \right)^2 \left\{ (\mu + f_0)^2 - |f_m|^2 \right\} + O \left( \varepsilon^3 / m^3 \right) \right]. \quad (3.6)$$

Upon writing $\cos \pi \alpha_1 = 1 - (\pi \alpha_1)^2 / 2 + O(\alpha_1^4)$ in (3.6), and solving for $\alpha_1$, we obtain

$$\alpha_1 = \frac{i}{2m} \left[ |\varepsilon f_m|^2 - (\varepsilon \mu + \varepsilon f_0)^2 + O \left( \varepsilon^3 / m \right) \right]^{1/2}. \quad (3.7)$$

Since $\alpha = m + \alpha_1$ and $\lambda = m^2 + \varepsilon \mu$, we can rewrite (3.7) in the form (1.4).

The result (3.7) shows that for $\lambda$ near $m^2$, the growth rate $|\text{Im} \alpha| = |\text{Im} \alpha_1|$ is positive when $\lambda$ is in the interval given by (1.5), and it is zero outside that interval.
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