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Abstract. We study the stabilization of solutions of a coupled system of Korteweg-de Vries (KdV) equations in a bounded interval under the effect of a localized damping term. We use multiplier techniques combined with the so-called “compactness-uniqueness argument”. The problem is then reduced to proving a unique continuation property (UCP) for weak solutions. The exponential decay of solutions was previously obtained in Bisognin, Bisognin, and Menzala (2003) when the damping was effective simultaneously in neighborhoods of both extremes of the bounded interval. In this work we address the general case using a different approach to obtain the UCP and stabilize the system.

1. Introduction. This paper is devoted to studying the nonlinear coupled system of dispersive equations of the type

\[ U_t + U_x + DU_{xxx} + \lambda H(U)U_x + \mathcal{L}(x, B)U = 0, \quad \text{in} \ (0, L) \times (0, \infty). \]  

(1.1)
Here $U = \begin{pmatrix} u \\ v \end{pmatrix}$, where $u$ and $v$ depend on $x \in (0, L)$ and time $t$,

$$D = \begin{bmatrix} 1 & a_3 \\ a_3 & 1 \end{bmatrix},$$

with $0 < a_3 < 1$, $H(U) = \begin{bmatrix} u + a_2 v & a_2 u + a_1 v \\ a_2 u + a_1 v & a_1 u + v \end{bmatrix}$, $a_1, a_2 \in \mathbb{R}$, $\lambda > 0$. $B$ is a linear bounded and positive operator, and $L(x, B)$ is a linear bounded and positive operator which will be effective only on an open subset $\omega$ of the interval $(0, L)$. We will complement (1.1) with the boundary conditions

$$U(0, t) = U(L, t) = U_x(L, t) = 0, \quad \text{for any } t > 0, \quad \text{(1.2)}$$

and initial conditions

$$U(x, 0) = U_0(x) = \begin{pmatrix} u_0(x) \\ v_0(x) \end{pmatrix}, \quad 0 < x < L. \quad \text{(1.3)}$$

When $L \equiv 0$, system (1.1) was derived by Gear and Grimshaw in [7] as a model to describe strong interactions of two long internal gravity waves in a stratified fluid, where the two waves are assumed to correspond to different modes of the linearized equations of motion. It has the structure of a pair of KdV equations with both linear and nonlinear coupling terms. This somewhat complicated system has been the object of intensive research in recent years (see, for instance, [2], [9] and [18]).

Our main result (see Theorem 1.1) says that the localized damping mechanism $L(x, B)$ is enough in order to guarantee the exponential decay of the total energy as $t \to \infty$ as long as the initial data in (1.3) lives inside a ball of radius $R$ (no matter how large is $R > 0$). We will concentrate our attention on two important examples:

(I) Consider problem (1.1)-(1.3) with $B = I = \text{identity}$ and $L(x, I)U = a(x)U$, where

$$\{ \begin{array}{l} a \in L^\infty(0, L) \quad \text{and} \quad a(x) \geq a_0 > 0 \quad \text{a.e. in } \omega, \\
\text{where } \omega \text{ is a nonempty open subset of } (0, L). \end{array} \quad \text{(1.4)}$$

Therefore, the damping term is acting effectively in $\omega$. Let us consider the total energy associated to (1.1) in this case:

$$E(t) = \frac{1}{2} \int_0^L (u^2 + v^2) dx. \quad \text{(1.5)}$$

Using the boundary conditions, formally we can verify that

$$\frac{dE}{dt} = - \int_0^L a(x)(u^2 + v^2)dx - \frac{1}{2}[u_x^2(0, t) + v_x^2(0, t) + 2a_3u_x(0, t)v_x(0, t)]$$

$$\leq - \int_0^L a(x)(u^2 + v^2)dx - \frac{1}{2}(1 - a_3)[u_x^2(0, t) + v_x^2(0, t)] \leq 0, \quad \text{(1.6)}$$

for any $t > 0$, because $0 < a_3 < 1$. Let us rewrite (1.6) as

$$\frac{dE}{dt} \leq -a_0 \|U\|^2_{L^2(\omega)} - C|U_x(0, t)|^2 \quad \text{(1.7)}$$

with $C = \frac{1}{2}(1 - a_3) > 0$. Thus, (1.7) indicates that $E(t)$ decreases along trajectories.
Consider $B = (-\Delta)^{-1}$ and $\mathcal{L}(x, B)U = 1\omega(-\Delta)^{-1}U = \left( \begin{array}{l} (-\Delta)^{-1}u_{\omega} \\ (-\Delta)^{-1}v_{\omega} \end{array} \right)$, where $1\omega$ denotes the characteristic function of the set $\omega$ and $(-\Delta)^{-1}$ is the inverse of the operator $-\frac{d^2}{dx^2}$ in $\omega$ with Dirichlet boundary conditions (on the boundary of $\omega$).

Using the above identity and taking the inner product (in $X$) of (1.1) with $U = \left( \begin{array}{l} u \\ v \end{array} \right)$ we find

$$ \frac{dE}{dt} \leq -E(\gamma; t)^2 - C|U_x(0, t)|^2, \quad (1.9) $$

where $E(t) = \frac{1}{2}||U(\cdot, t)||_2^2 - C|U_x(0, t)|^2$ is the total energy associated to the model. Again, (1.9) indicates that $E(t)$ decreases along trajectories.

Due to (1.7) or (1.9) we observe that even when $a \equiv 0$ or $\omega = \emptyset$, the energy is dissipated through the extreme $x = 0$. However, the dissipation due to the boundary terms $u_x(0, t)$ and $v_x(0, t)$ is not strong enough to guarantee the decay of solutions of (1.1) for all values of $L$. In fact, in [17] [18] it was proved that the decay of the solutions of the linearized system fail for some critical values of the length $L$ of the interval $(0, L)$.

Our main result reads as follows:

**Theorem 1.1.** Given any $R > 0$, there exist $C = C(R) > 0$ and $\mu = \mu(R) > 0$ such that

$$ E(t) \leq C||U_0||_2^2 \exp(-\mu t) $$

holds for all $t > 0$ and any mild solution of (1.1) with $||U_0||_X \leq R$.

The arguments we shall describe in order to prove the (local) exponential decay of (1.1) are essentially the following:

i) We combine multiplier techniques developed in [22] for the analysis of controllability properties of the scalar KdV equation and the so-called “compactness-uniqueness argument” (see, for instance, [29]) in order to solve the following problem:

ii) To find $T > 0$ and a positive constant $C$ such that

$$ E(0) \leq C\left\{ \int_0^T ||U(\cdot, t)||_Y^2 dt + \int_0^T |U_x(0, t)|^2 dt \right\} \quad (1.10) $$

holds for every finite energy solution of (1.1). Here $Y(\omega)$ may be a functional space somehow bigger than the usual $L^2(\omega) \times L^2(\omega)$.

The problem of obtaining (1.10) is reduced to showing that the unique solution of (1.1) such that $\mathcal{L}(x, B) = 0$ a.e. and $U_x(0, t) = 0$ for any time $t$ has to be the trivial one. This problem may be viewed as a unique continuation property (UCP) for the solution
If the steps \textit{i}) and \textit{ii}) are solved, then using (1.10) together with the decreasing information of \( E(t) \) it follows that there exists \( 0 < \gamma < 1 \) and \( T > 0 \) such that \( E(T) \leq \gamma E(0) \), which, combined with the semigroup property, allows us to derive the (local) exponential decay of \( E(t) \). We observe that for the examples mentioned above we will choose \( Y(\omega) = [L^2(\omega)]^2 \) and \( [H^{-1}(\omega)]^2 \) for the cases \textit{i}) and \textit{ii}), respectively.

The problem we address here has been intensively investigated in the context of wave equations but there are fewer results for the KdV type equation under the boundary condition as in (1.1). However, there are quite complete results in what concerns boundary controllability. Rosier in [22] proved that the underlying scalar linear equation without damping is exactly controllable by means of a single boundary control except when \( L \) lies in a countable set of critical lengths of the form

\[
E = \left\{ 2\pi \sqrt{k^2 + kl + l^2}, \text{ where } k \text{ and } l \text{ are positive natural numbers} \right\}.
\] (1.11)

This was done using multiplier techniques and Lions’ HUM method (see [11]). The critical lengths in (1.11) are such that there are eigenfunctions of the linear scalar problem for which the observability inequality (1.10) leading to controllability fails when \( a \equiv 0 \). By a linearization argument, a local controllability result for the semilinear scalar equation was also proved in [22]. Later on, Zhang in [28] proved that using three controls, acting on all the boundary conditions, controllability holds for all values of \( L \). More recently, Crépeau and Coron [5] and Cerpa [3] proved that, for some critical values of the length \( L \), the nonlinear scalar model is controllable (see also [4]).

When the damping function \( a = a(x) \) is active simultaneously in a neighborhood of both extremes of the interval \((0, L)\) the problem was addressed in [16] for the scalar KdV equation

\[
u_t + u_x + u_{xxx} + uu_x + a(x)u = 0, \quad \text{in } (0, L) \times (0, \infty)
\] (1.12)

under boundary conditions as in (1.2). Following closely the multiplier techniques developed in [22] for the analysis of controllability properties, it was proved that the energy decays exponentially in bounded sets of initial data. However, when using multipliers, the nonlinearity produces extra terms which in [16] were handled by compactness-uniqueness. Thus, the problem is reduced to showing that the unique solution \( u \) such that, \( a(x)u = 0 \) everywhere and \( u_x(0, t) = 0 \) for all time \( t \), has to be the trivial one. This problem may be viewed as a unique continuation one since \( au = 0 \) implies that \( u = 0 \) in \( \{a > 0\} \times (0, T) \).

If \( \omega \) contains a neighborhood of both extremes \( x = 0, L \), the result may be obtained in two steps, as in [16]: First, extending the solution by zero outside the interval \((0, L)\), we get a compactly supported (in space) solution of the Cauchy problem for the system of KdV equations on the whole line. Then, we apply the classical smoothing properties in [8] showing that the solution is smooth. This allows applying the unique continuation property results in [27] on smooth solutions to conclude that \( u = 0 \).

The general case, that is, the case in which the function \( a = a(x) \) is active in any open subset of \((0, L)\) was first solved in [19] for the scalar KdV equation (1.12) and boundary conditions as in (1.2). Combining the multiplier techniques developed in [22] and the so-called “compactness-uniqueness arguments” (see, for instance, [29]) it was shown that the solutions vanishing on any subinterval of \((0, L)\) are necessarily smooth,
which yielded enough regularity on $u$ to apply the unique continuation results obtained in [23] by Carleman inequalities. As a consequence, it was deduced that, for any $R > 0$, there exist positive constants $C = C(R)$ and $\alpha = \alpha(R)$ such that
\[
||u||^2_{L^2(0,L)} \leq C(R) ||u_0||^2_{L^2(0,L)} e^{-\alpha(R)t}, \quad t \geq 0
\] (1.13)
provided $||u_0||^2_{L^2(0,L)} \leq R$. More recently, Rosier and Zhang [20] considered the generalized KdV model
\[
 u_t + u_x + u_{xxx} + u^p u_x + a(x)u = 0, \quad (0,L) \times (0,\infty)
\] (1.14)
with boundary conditions as in [12] and $p = 2, 3$. They established existence, uniqueness, and persistence properties of solutions corresponding to the given initial data $u_0$, together with continuous dependence of the solution upon the initial data $u_0$. Following the methods described above (multiplier techniques, compactness arguments and unique continuation property) the decay of solutions in the energy space was also obtained. At that point we observe that to obtain the decay of solutions the authors used a new unique continuation property whose proof is mainly based on a Carleman-type estimate for the Korteweg-de Vries equation established by Rosier in [21]. The critical case $p = 4$ was solved in [10] by considering data $u_0$ such that $||u_0||_{L^2(0,L)}$ is small.

In what concerns system (1.11), the problem of stabilization was first solved in [1] in the case $B = I$ and $\mathcal{L}(x,I)U = a(x)U$ when the damping function $a = a(x)$ is localized in a neighborhood of both extremes of the interval $(0,L)$. Performing as in [10], the authors combine the results of the smoothing property and unique continuation in [26] and [6], respectively, and derive the uniform exponential decay of the energy $E(t)$ provided $E(0) \leq R$, whenever we fix $R > 0$.

The problem of stabilization for the scalar version of (1.11) in the case $B = \left(-\frac{d^2}{dx^2}\right)^{-1}$ and $\mathcal{L}(x,B)U = \left(-\frac{d^2}{dx^2}\right)^{-1}u|_\omega$, where $\omega$ is a nonempty open subset of $(0,L)$, was considered in [14]. The corresponding techniques introduced by Pazoto in [19] were properly adapted in this case which could be thought of as a localized weak dissipation (in the $H^{-1}$-norm) of the scalar KdV.

In this article, inspired by the works [1], [17] and [19], we address the general case and show that the energy of the solutions of (1.11)-(1.29) decays exponentially as $t \to \infty$ when $\omega$ is any nonempty open subset of $(0,L)$. Arguing as in [19], the problem is reduced to showing that whenever $u \equiv v \equiv 0$ in $\omega \times (0,T)$ and $u_x(0,t) = v_x(0,t) = 0$ for all time $t$ this yields enough regularity on $u$ and $v$ to apply the unique continuation results obtained in [10] and conclude that $u \equiv v \equiv 0$ in $(0,L) \times (0,T)$. We underscore that, due to the techniques we employ in this work, the unique continuation property is crucial to obtain the results of stabilization when the dissipation is localized in a subset of the domain where the equation holds. In this sense, the difficulty in studying system (1.1)- (1.3) is introduced by the nonlinearity and the lack of smoothing effects to deal with it, since the unique continuation results may not be applied directly. For our purpose it will be enough to show the existence of a weak solution. Therefore, the intermediate step on the gain of regularity plays the central role in the proofs. Moreover, the result may be considered as a new contribution in the subject of proving unique continuation.
properties of weak solutions of partial differential equations, this time in the context of KdV equations.

Our result is of local nature in the sense that the exponential decay rate is uniform only in bounded sets of initial data, as in [16]. However, the results obtained in this paper do not provide any estimate on how the decay rate depends on the radius \( R \) of the ball. This has been done for nonlinear models, as far as we know, in very few cases and always using some structural conditions on the nonlinearity. We refer to [29] for the case of the semilinear wave equation with localized damping in which the uniform exponential decay is proved and to [15] for the analysis of the von Kármán system of thermoelastic plates where an explicit estimate on how the decay rate tends to zero as \( R \to \infty \) is provided.

This paper is organized as follows. In Section 2, we present the main results of this work. Section 3 is devoted to proving our main result, i.e., the UCP of weak solutions of (1.1). In the Appendix, for the sake of completeness, we present the main steps to obtain the result of exponential decay of solutions.

2. Preliminary results. We consider problem (1.1)-(1.3) with \( D, H(U) \) and \( \lambda > 0 \) as in the introduction. In order to indicate briefly the existence and uniqueness of a global mild solution let us consider the space \( X = L^2(\Omega) \times L^2(\Omega) \) and a linear bounded and positive operator with domain \( D(B) \subseteq L^2(\Omega) \), \( B : D(B) \to Z \subseteq L^2(\Omega) \) and \( \mathcal{L}(x,B) : D(\mathcal{L}) \subseteq X \) be a linear bounded operator \( \mathcal{L} : D(\mathcal{L}) = D(B) \times D(B) \to A(x)[Z \times Z] \subseteq X \), where \( A(x) : (0,L) \to \mathbb{R} \), \( A(x) \in L^\infty(0,L) \), \( A(x) \geq 0 \) and there exists \( A_0 > 0 \) such that \( A(x) \geq A_0 > 0 \) a.e. in \( \omega \), where \( \omega \) is a nonempty subset of \((0,L)\).

**Theorem 2.1.** Let \( U_0 \in X \). Then, problem (1.1)-(1.3) has a unique global mild solution \( U \) such that

\[
\|U\|_{L^\infty(0,T;X) \cap L^2(0,T;[H^1_0(0,L)]^2))} \leq C \tag{2.1}
\]

for any \( T > 0 \), where \( C \) is a positive constant which depends on \( T \) and \( \|U_0\|_X \).

*Outline of the proof.* We can proceed as in [1]. First we use semigroup theory to prove that the linear part of (1.1) is well-posed, i.e.,

\[
V_t + V_x + D V_{xx} + \mathcal{L}(x,B)V = 0, \quad (0,L) \times (0,\infty)
\]

with boundary and initial conditions of types (1.2) and (1.3). Then, local existence and uniqueness of (1.1)-(1.3) can be obtained using a fixed point argument. Global existence, uniqueness and (1.4) are obtained using the multiplier technique and the Sobolev embedding theorem.

The next theorem is crucial in order to obtain the main result of this paper.

**Theorem 2.2.** Let \( U \) be the global mild solution of (1.1)-(1.3) obtained in Theorem 2.1. Suppose that

\[
U_x(0,t) = 0 \text{ for any } t \in (0,T)
\]

and

\[
U(x,t) = 0 \text{ for any } (x,t) \in \omega \times (0,T), \text{ a.e. in } x.
\]
Then, $U \in L^2(0, T; [H^3(0, L)]^2) \cap H^1(0, T; X)$.

**Remark 2.3.** The above theorem gives us a gain of regularity of $U$ which is enough in order to use classical results to obtain the validity of the UCP in order to conclude that $U \equiv 0$.

Before proving Theorem 2.2, let us describe our strategy of proof in more detail. We use a similar approach to the one used in [19] where the scalar KdV equation was considered. First, we differentiate equation (1.1) with respect to the variable $t$ and analyze the regularity of $V = \left( \begin{array}{c} z \\ w \end{array} \right) = \left( \begin{array}{c} u_t \\ v_t \end{array} \right)$, which solves

$$V_t + V_x + DV_{xxx} + \lambda H(V)U_x + \lambda H(U)V_x + \mathcal{L}(x, B)V = 0, \quad \text{in } (0, L) \times (0, T)$$

(2.2)

with boundary conditions

$$V(0, t) = V(L, t) = V_x(L, t) = 0, \quad t \in (0, T)$$

(2.3)

and initial conditions

$$V(x, 0) = V_0(x) = \left( \begin{array}{c} z_0(x) \\ w_0(x) \end{array} \right) = \left( \begin{array}{c} u_t(x, 0) \\ v_t(x, 0) \end{array} \right), \quad 0 < x < L$$

(2.4)

where $U = \left( \begin{array}{c} u \\ v \end{array} \right) \in L^2(0, L; [H^3_0(0, L)]^2) \cap L^\infty(0, T; X)$ is the weak solution of (1.1) and $V_0 \in [H^{-3}(0, L)]^2$. Since $U = 0$ in $\omega \times (0, T)$, then $V = 0$ in $\omega \times (0, T)$ as well, $\omega$ being the subinterval where the damping $\mathcal{L}$ is effective. Thus, performing as in [19] (combining multiplier techniques and the so-called compactness-uniqueness argument) we show that the fact that $U = 0$ in $\omega \times (0, T)$ implies the extra regularity property $V \in L^2(0, T; [H^3_0(0, L)]^2) \cap L^\infty(0, T; X)$ which yields enough regularity on $U$ to apply the UCP obtained in [6].

Note that the regularity result we prove on $(z, w)$ exhibits a definite gain of regularity since, in principle, the initial data of $V$ belongs to $[H^{-3}(0, L)]^2$. The gain of regularity comes from the fact that $V = 0$ on $\omega \times (0, T)$.

In the sequel, we prove some technical results constituting the basic ingredients for obtaining the regularity result in Theorem 2.2.

**Lemma 2.4.** Let $U$ be the solution of problem (1.1)-(1.3) obtained in Theorem 2.1 Then, for any $V_0 \in X$, problem (2.2)-(2.4) has a unique global mild solution $V \in L^2(0, T; [H^1_0(0, L)]^2) \cap L^\infty(0, T; X)$ for any $T > 0$.

**Proof.** The proof will be done in several steps, combining semigroup theory, a fixed point argument and energy estimates. Firstly, we will derive some estimates for the solutions of the underlying linear system

$$\begin{cases}
V_t + V_x + DV_{xxx} + \mathcal{L}(x, B)V = 0, & \text{in } (0, L) \times (0, T) \\
V(0, t) = V(L, t) = V_x(L, t) = 0, & t \in (0, T) \\
V(x, 0) = V_0(x), & x \in (0, L).
\end{cases}$$

(2.5)

It is well known (see [1] and [6]) that, when $\mathcal{L} \equiv 0$, the operator

$$AV = -\frac{\partial V}{\partial x} - D \frac{\partial^3 V}{\partial x^3}$$
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with domain
\[ D(A) = \{ U \in [H^3(0, L) \cap H^1_0(0, L)]^2; U_x(L) = 0 \} \]
generates a semigroup of contractions in \( X \). Moreover, since \( \mathcal{L}(x, B) \) is a bounded operator, then
\[ \| - \mathcal{L}(x, B)U \|_X \leq C \| U \|_X, \] (2.6)
where \( C \) is a positive constant. Then, from \( (2.0) \) we conclude that \( A - \mathcal{L}(x, B) \) generates a semigroup of contractions \( \{ S(t) \}_{t \geq 0} \) in \( X \). Clearly, from \( (2.6) \), using the energy method, we obtain
\[ \frac{d}{dt} \int_0^L |V|^2 dx + \int_0^L V \cdot \mathcal{L}(x, B)V dx + |V_x(0, t)|^2 = 0. \]
In particular,
\[ \| S(t)V_0 \|_X \leq \| V_0 \|_X \] (2.7)
for any \( t > 0 \). On the other hand, taking the inner product in \( X \) of \( (2.5) \) with \( \left( \begin{array}{c} xz \\ xw \end{array} \right) \) and integrating over \( (0, L) \times (0, T) \), we get
\[ \| S(.)V_0 \|_{L^2(0,T; [H^1_0(0,L)]^2)} \leq C(T) \| V_0 \|_X, \] (2.8)
where \( C(T) \) is a positive constant given by
\[ C(T) = \sqrt{\frac{T + L}{3(1 - a_3)}}, \] (2.9)

Now, in order to apply the fixed point argument, we consider the set
\[ \mathcal{K}(T) = L^2(0, T; [H^1_0(0,L)]^2) \cap L^\infty(0, T; X) \] (2.10)
endowed with the norm
\[ \| V \|_{\mathcal{K}(T)} = \| V \|_{L^2(0,T; [H^1_0(0,L)]^2)} + \| V \|_{L^\infty(0,T; X)}. \] (2.11)

Then, using the variation of parameters formula, system \( (2.2)-(2.4) \) may be written in the following integral form:
\[ V(t) = S(t)V_0 + \int_0^t S(t-s)G(V(s))ds := P(V)(t), \] (2.12)

where \( V = \left( \begin{array}{c} z \\ w \end{array} \right), \ U = \left( \begin{array}{c} u \\ v \end{array} \right) \) and \( G \) is given by
\[ G(V) = -\lambda [H(V)U_x + H(U)V_x] = -\lambda \left( \begin{array}{c} (uz)_x + a_1(vw)_x + a_2(vz + uw)_x \\ (vw)_x + a_2(uz)_x + a_1(vz + uw)_x \end{array} \right). \] (2.13)

In order to prove the local existence and uniqueness for system \( (2.2)-(2.4) \), we proceed in two steps:

**Step 1:** \( P \) maps \( \mathcal{K}(T) \) into itself continuously.

From \( (2.7) \) and \( (2.8) \) we deduce that
\[ \| S(.)V_0 \|_{\mathcal{K}(T)} = \| S(.)V_0 \|_{L^\infty(0,T; X)} + \| S(.)V_0 \|_{L^2(0,T; [H^1_0(0,L)]^2)} \leq (1 + C(T)) \| V_0 \|_X, \]
where \( C(T) \) is given by (2.14). On the other hand, the function
\[
J(t) = \int_0^t S(t - s)G(V(s))ds
\]
solves the system
\[
\begin{cases}
J_t + J_x + DJ_{xxx} + L(x, B)J = G(V), & \text{in } (0, L) \times (0, T) \\
J(0, t) = J(L, t) = J_x(L, t) = 0, & t \in (0, T) \\
J(x, 0) = 0, & x \in (0, L).
\end{cases}
\]
But \( G \) maps \( K(T) \subset L^2(0, T; [H^1_0(0, L)]^2) \) into \( L^1(0, T; X) \) and \( G \) is clearly continuous. Thus, proceeding as in Rosier [Proposition 4.1, [22]] (see also [1]), we can prove that the mild solution \( J(t) \) of (2.14) belongs to \( K(T) \) and the map \( G \mapsto J(t) \) which maps \( L^1(0, T; X) \) into \( K(T) \) is continuous. Consequently, \( P \) maps \( K(T) \) into itself continuously.

**Step 2:** \( P \) is a contraction from a suitable ball \( B_R \) of \( K(T) \) into itself when \( T > 0 \) is small enough (both \( R \) and \( T \) depend on the size of the initial conditions \( z_0, w_0 \) in \( X \) and the potentials \( u, v \) in \( L^2(0, T; H^1_0(0, L)) \cap L^\infty(0, T; X) \)).

In fact, let \( V = \left( \begin{array}{c} z \\ w \end{array} \right) \) and \( W = \left( \begin{array}{c} z^1 \\ w^1 \end{array} \right) \) be elements of \( K(T) \). Then, from (2.7),
\[
\begin{align*}
\|P(V) - P(W)\|_{L^\infty(0,T;X)} & = \sup_{0 \leq t \leq T} \left( \int_0^t \|S(t - s)[G(V(s)) - G(W(s))]\|_X ds \right) \\
& \leq \sup_{0 \leq t \leq T} \int_0^t \|S(t - s)[G(V(s)) - G(W(s))]\|_X ds \\
& \leq \sup_{0 \leq t \leq T} \int_0^t \|G(V(s)) - G(W(s))\|_X ds \\
& \leq \int_0^T \|G(V(s)) - G(W(s))\|_X ds = \|G(V) - G(W)\|_{L^1(0,T;X)}.
\end{align*}
\]

Now, from (2.8),
\[
\begin{align*}
\|P(V) - P(W)\|_{L^2(0,T;[H^1_0(0,L)]^2)} & = \left( \int_0^T \|S(t - s)[G(V(s)) - G(W(s))]\|_{L^2(0,T;[H^1_0(0,L)]^2)} ds \right) \\
& \leq \int_0^T \|S(t - s)[G(V(s)) - G(W(s))]\|_{L^2(0,T;[H^1_0(0,L)]^2)} ds \\
& \leq \int_0^T \|C(t)[G(V(s)) - G(W(s))]\|_X ds \\
& \leq C(T) \int_0^T \|G(V(s)) - G(W(s))\|_X ds \\
& = C(T) \|G(V) - G(W)\|_{L^1(0,T;X)}.
\end{align*}
\]
Combining (2.16) and (2.17), we deduce that
\[
\|P(V) - P(W)\|_{K(T)} \leq \max\{1, C(T)\} \|G(V) - G(W)\|_{L^1(0,T;X)}.
\]
To estimate the right-hand side of (2.18) we proceed as follows. We define
\[
\alpha = \max\{1, \lambda, |a_1|, |a_2|\}.
\]
Then, applying triangular and Hölder inequalities we get

\[
\|G(V) - G(W)\|_{L^1(0,T;X)} = \int_0^T \|G(V(s)) - G(W(s))\|_X ds
\]

\[
= \lambda \int_0^T \|(uz)_x + a_1(vw)_x + a_2(vz + uw)_x - (uz^1)_x
- a_1(vw^1)_x - a_2(vz^1 + uw^1)_x\|_{L^2(0,L)} ds
\]

\[
+ \lambda \int_0^T \|(vw)_x + a_2(uz)_x + a_1(vz + uw)_x - (vw^1)_x
- a_2(uz^1)_x - a_1(vz^1 + uw^1)_x\|_{L^2(0,L)} ds
\]

\[
\leq 2\alpha \int_0^T (\|u\|_{L^\infty(0,L)} + |v|)_{L^\infty(0,L)} ds
\]

\[
\times (\|z_x - z^1_x\|_{L^1(0,L)} + \|w_x - w^1_x\|_{L^1(0,L)}) ds
\]

\[
+ 4\alpha \left( \int_0^T \|u_x\|_{L^2(0,L)} + \|v\|_{L^2(0,L)} ds \right)^{1/2}
\]

\[
\times \left( \int_0^T \|z_x - z^1_x\|_{L^2(0,L)}^2 + \|w_x - w^1_x\|_{L^2(0,L)}^2 ds \right)^{1/2}
\]

\[
\leq 4\alpha \left( \|U\|_{L^2(0,T;L^\infty(0,L)^2)} \right) \|V - W\|_{\mathcal{K}(T)}
\]

\[
+ \|V - W\|_{L^2(0,T;L^\infty(0,L)^2)} \|U\|_{\mathcal{K}(T)}.{\quad}(2.20)
\]

Now, we use the classical interpolation inequality (Gagliardo-Nirenberg): There exists \( \gamma > 0 \) such that

\[
\|h\|_{L^\infty(0,L)} \leq \gamma \|h\|_{H^1(0,L)}^{1/2} \|h_x\|_{H^1(0,L)}^{1/2}, \quad \forall \ h \in H^1_0(0,L), \quad \text{(2.21)}
\]
As a consequence, we have
\[ \|U\|^2_{L^2(0,T;L^\infty(0,L)^2)} = \int_0^T \left( \|u\|^2_{L^\infty(0,L)} + \|v\|^2_{L^\infty(0,L)} \right) ds \]
\[ \leq \gamma^2 \int_0^T \left( \|u\|^2_{L^2(0,L)} + \|v\|^2_{L^2(0,L)} \right) ds \]
\[ \leq \gamma^2 \left( \int_0^T \|u\|^2_{L^2(0,L)} ds \right)^{\frac{1}{2}} \left( \int_0^T \|v\|^2_{L^2(0,L)} ds \right)^{\frac{1}{2}} \]
\[ + \gamma^2 \left( \int_0^T \|u\|^2_{L^2(0,L)} ds \right)^{\frac{1}{2}} \left( \int_0^T \|v\|^2_{L^2(0,L)} ds \right)^{\frac{1}{2}} \]
\[ \leq \gamma^2 T^\frac{1}{2} \left\{ \|u\|_{L^\infty(0,T;L^2(0,L))} \|u\|_{L^2(0,T;H^1_0(0,L))} \right. \]
\[ + \left. \|v\|_{L^\infty(0,T;L^2(0,L))} \|v\|_{L^2(0,T;H^1_0(0,L))} \right\} \]
\[ \leq \gamma^2 T^\frac{1}{2} \|U\|_{L^\infty(0,T;X)} \|U\|_{L^2(0,T;H^1_0(0,L)^2)} \leq \gamma^2 T^\frac{1}{2} \|U\|_{k(T)}^2, \]
i.e.,
\[ \|U\|_{L^2(0,T;L^\infty(0,L)^2)} \leq \gamma T^\frac{1}{4} \|U\|_{k(T)}. \] (2.23)

Analogously, we obtain
\[ \|V - W\|_{L^2(0,T;L^\infty(0,L)^2)} \leq \gamma T^\frac{1}{4} \|V - W\|_{k(T)}. \] (2.24)

Now, returning to (2.20) and taking (2.23) and (2.24) into account, we deduce that
\[ \|G(V) - G(W)\|_{L^2(0,T;X)} \leq 8\alpha \gamma T^\frac{1}{4} \|U\|_{k(T)} \|V - W\|_{k(T)}. \] (2.25)

Finally, combining (2.23) and (2.18), the following holds:
\[ \|P(V) - P(W)\|_{k(T)} \leq 8 \max \{1, C(T)\} \alpha \gamma T^\frac{1}{4} \|U\|_{k(T)} \|V - W\|_{k(T)}. \] (2.26)

Inequality (2.20) allows us to conclude that $P$ is a contraction in the ball $B_R = \{V \in k(T) : \|V\|_{k(T)} \leq R\}$ whenever
\[ 8 \max \left\{ 1, \frac{1}{\sqrt{T + \frac{T + L}{3(1 - \alpha_3)}}} \right\} \alpha \gamma T^\frac{1}{4} \|U\|_{k(T)} < 1, \] (2.27)

which will be true as long as $T > 0$ is chosen sufficiently small.

In view of the computations above, the proof of Step 2 will be complete if we show that $P$ maps $B_R$ into itself for a suitable choice of $R$ and $T$ satisfying (2.27). Indeed, for all $V \in B_R$, estimator (2.26) gives us that
\[ \|P(V)\|_{k(T)} \leq \|P(0)\|_{k(T)} + \|P(V) - P(0)\|_{k(T)}. \]

Next, taking $W = 0$ in (2.26) and using (2.7) and (2.8) we obtain
\[ \|P(V)\|_{k(T)} \leq \|S(\cdot)V_0\|_{k(T)} + 8 \max \{1, C(T)\} \alpha T^\frac{1}{4} \gamma \|U\|_{k(T)} R \]
\[ \leq \|V_0\|_X + C(T) \|V_0\|_X + 8 \max \{1, C(T)\} \alpha T^\frac{1}{4} \gamma \|U\|_{k(T)} R \] (2.28)
\[ = (1 + C(T)) \|V_0\|_X + 8 \max \{1, C(T)\} \alpha T^\frac{1}{4} \gamma \|U\|_{k(T)} R. \]
Thus, choosing \( R = \left( 1 + \sqrt{1 + \frac{1+L}{1-a}} \right) \|V_0\|_X \) we deduce that

\[
\|P(V)\|_{\mathcal{K}(T)} 
\quad \leq \left\{ 1 + C(T) + 8 \max\{1, C(T)\} \alpha T^{\frac{4}{3}} \gamma \|U\|_{\mathcal{K}(T)} \left( 1 + \sqrt{1 + \frac{1+L}{1-a}} \right) \right\} \|V_0\|_X. \tag{2.29}
\]

In order to guarantee that the right-hand side of (2.29) is less than \( R \), we choose \( T > 0 \), sufficiently small, such that

\[
C(T) + 8 \max\{1, C(T)\} \alpha T^{\frac{4}{3}} \gamma \|U\|_{\mathcal{K}(T)} \left( 1 + \sqrt{1 + \frac{1+L}{1-a}} \right) < \left( \sqrt{1 + \frac{1+L}{1-a}} \right), \tag{2.30}
\]

where \( C(T) \) is given by (2.49). This is always possible. Taking \( T > 0 \) possibly smaller allows us to guarantee (2.27) as well. This concludes the proof of Step 2.

This shows that system (2.2)-(2.4) has a unique mild solution for \( 0 \leq t < T \), with \( T \) small. Thus, in order to conclude the proof of Lemma 2.4, it is sufficient to prove that this solution exists globally. To do that we need some a priori estimates, which will be obtained in several steps.

**Step 3:** This step is devoted to obtaining estimates for \( V = \left( \begin{array}{c} z \\ w \end{array} \right) \) in \( X \). More precisely, we will show that

\[
\int_0^L \|V(\cdot, T)\|^2 \, dx \leq \int_0^L \|V_0\|^2 \, dx + 2\alpha \int_0^T \|U\|^2_{L^p(0,L)} \|V\|^2_X \, dt + 4\alpha \int_0^T \|V_x\|^2_X \, dt
\]

for \( \alpha \) defined in (2.19).

We take the inner product in \( X \) of (2.2) with \( V = \left( \begin{array}{c} z \\ w \end{array} \right) \) and integrate by parts over \((0, L)\) to obtain

\[
\frac{1}{2} \frac{d}{dt} \int_0^L (z^2 + w^2) \, dx 
\quad + \frac{1}{9} \left[ z_x^2(0, t) + w_x^2(0, t) \right] + a_3 z_x(0, t) w_x(0, t) + (L(x, B)U, U)
\quad = \int_0^L uz z_x \, dx + \int_0^L vw w_x \, dx + a_1 \int_0^L v w z_x \, dx + a_2 \int_0^L u z w_x \, dx
\quad + a_2 \int_0^L v z z_x \, dx + a_2 \int_0^L u z w_x \, dx + a_1 \int_0^L v z w_x \, dx + a_1 \int_0^L u w w_x \, dx \tag{2.31}
\]
or

\[
\frac{1}{2} \int_0^L \left[ z^2(x, T) + w^2(x, T) \right] dx - \frac{1}{2} \int_0^L \left( z_0^2 + w_0^2 \right) dx \\
\leq \alpha \left[ \int_0^T \int_0^L |u_{zz}x| dxdt \right. \\
\left. + \int_0^T \int_0^L |v_{ww}x| dxdt + \int_0^T \int_0^L |wz| dxdt \right] \\
+ \frac{1}{2} \int_0^T \int_0^L |uw| dxdt + \frac{1}{2} \int_0^T \int_0^L |vw| dxdt \right] \\
+ \frac{1}{2} \int_0^T \int_0^L |vz| dxdt + \frac{1}{2} \int_0^T \int_0^L |uw| dxdt \right] \tag{2.32} \\
+ \frac{1}{2} \int_0^T \int_0^L |vz| dxdt + \frac{1}{2} \int_0^T \int_0^L |uw| dxdt \right] \tag{2.33}
\]

Now, applying the Young and H"older inequalities in the first term of (2.32) we get

\[
\int_0^T \int_0^L |u_{zz}x| dxdt \leq \int_0^T ||u||_{L^2(0,L)} ||z_{xx}||_{L^2(0,L)} dt \\
\leq \frac{1}{2} \int_0^T ||u||_{L^2(0,L)}^2 dt + \frac{1}{2} \int_0^T ||z_{xx}||_{L^2(0,L)}^2 dt \tag{2.34}
\]

Performing similar calculations to those leading to (2.33) we can estimate the terms (ii) up to (viii) in the right of (2.32) to obtain

\[
\int_0^L \left[ z^2(x, T) + w^2(x, T) \right] dx \leq \int_0^L \left( z_0^2 + w_0^2 \right) dx \\
+ 2\alpha \int_0^T \left( ||u||_{L^2(0,L)}^2 + ||v||_{L^2(0,L)}^2 \right) \left( ||z||_{L^2(0,L)}^2 + ||w||_{L^2(0,L)}^2 \right) dt \\
+ 4\alpha \int_0^T \left( ||z_{xx}||_{L^2(0,L)}^2 + ||w_x||_{L^2(0,L)}^2 \right) dt. \tag{2.35}
\]

**Step 4:** Now, we will estimate the last term in (2.35). We claim that the following holds:

\[
\int_0^T \int_0^L (z_x^2 + w_x^2) dx dt \leq C \delta \left[ \int_0^L (z_0^2 + w_0^2) dx \\
+ \int_0^T \left( 1 + ||u||_{L^2(0,L)}^2 + ||v||_{L^2(0,L)}^2 \right) \left( ||z||_{L^2(0,L)}^2 + ||w||_{L^2(0,L)}^2 \right) dt \right]
\]

for some constants $C > 0$ and $\delta > 0$ sufficiently small.

In order to prove the claim, we take the inner product in $X$ of (2.2) with (2.10) and integrate over $(0, L) \times (0, T)$. Then, performing integration by parts and using the
boundary conditions we obtain the following identity:

\[
\int_0^T \int_0^L (z_2^2 + w_2^2) dx dt + \frac{1}{3} \int_0^T x[z^2(x, T) + w^2(x, T)] dx + \frac{2}{3} \int_0^T (L(x, B)V, V) dt \geq 0
\]

\[
= -2a_3 \int_0^T \int_0^L z_x w_x dx dt + \frac{1}{3} \int_0^T \int_0^L (z^2 + w^2) dx dt \\
+ \frac{1}{3} \int_0^T \int_0^L x(z_0^2 + w_0^2) dx + \frac{2}{3} \int_0^T \int_0^L xuzz_x dx dt + \frac{2}{3} \int_0^T \int_0^L uz^2 dx dt \\
+ \frac{2}{3} \int_0^T \int_0^L vuw^2 dx dt + \frac{2}{3} a_1 \int_0^T \int_0^L vzwdx dt + \frac{4}{3} a_2 \int_0^T \int_0^L uzwdx dt \\
+ \frac{2}{3} a_2 \int_0^T \int_0^L xvwzdx dt + \frac{2}{3} a_1 \int_0^T \int_0^L xuzw dx dt \\
+ \frac{2}{3} \int_0^T \int_0^L xz^2 dx dt + \frac{1}{3} \int_0^T \int_0^L u^2 dx dt \\
+ \int_0^T \int_0^L u^2 dx dt
\]

\[
(2.36)
\]

Since \(2a_3 \int_0^T \int_0^L z_x w_x dx dt \geq -a_3 \int_0^T \int_0^L (z_0^2 + w_0^2) dx dt\) and the terms in the brace are nonnegative as indicated, from (2.36) it follows that

\[
\int_0^T \int_0^L (z_2^2 + w_2^2) dx dt \leq \beta \left[ \int_0^T \int_0^L (z^2 + w^2) dx dt + \int_0^T \int_0^L (z_0^2 + w_0^2) dx \\
+ \int_0^T \int_0^L uzz_x dx dt + \int_0^T \int_0^L vww_x dx dt + \int_0^T \int_0^L vwz_x dx dt \\
+ \int_0^T \int_0^L uzw_x dx dt + \int_0^T \int_0^L vzw_x dx dt + \int_0^T \int_0^L uww_x dx dt \\
+ \int_0^T \int_0^L vzw_x dx dt + \int_0^T \int_0^L uww_x dx dt + \int_0^T \int_0^L uz^2 dx dt \\
+ \int_0^T \int_0^L vww_x dx dt + \int_0^T \int_0^L uu^2 dx dt + \int_0^T \int_0^L v^2 dx dt \right].
\]

\[
(2.37)
\]
where
\[
\beta = \frac{1}{1 - a_3} \max \left\{ \frac{2}{3}, \frac{2 L}{3}, \frac{3}{4} a_1, \frac{4}{3} a_2, \frac{2}{3} L a_1, \frac{2}{3} L a_2 \right\}.
\]
(2.38)
Performing as in (2.33) we can estimate the term \( (i) \) as follows: For any \( \delta_1 > 0 \) we have
\[
\int_0^T \int_0^L |u z_2| dx dt \leq \left( \int_0^T \frac{1}{\delta_1} ||u z_2||_{L^2(0,L)}^2 dt \right)^{\frac{1}{2}} \left( \int_0^T \delta_1 ||z_2||_{L^2(0,L)}^2 dt \right)^{\frac{1}{2}}
\]
\[
\leq \frac{1}{2\delta_1} \int_0^T ||u||_{L^{\infty}(0,L)}^2 ||z||_{L^2(0,L)}^2 dt + \delta_1 \int_0^T ||z_2||_{L^2(0,L)}^2 dt.
\]
(2.39)
In a similar way we can estimate the terms \( (ii) \) up to \( (viii) \) in (2.37). Moreover, applying Poincaré’s inequality in \((ix)\), we deduce that for any \( \delta_2 > 0 \) we have
\[
\int_0^T \int_0^L |u z^2| dx dt \leq \int_0^T ||u z||_{L^2(0,L)} ||z||_{L^2(0,L)} dt
\]
\[
\leq \frac{1}{2\delta_2} \int_0^T ||u||_{L^{\infty}(0,L)} ||z||_{L^2(0,L)}^2 dt + \frac{\delta_2}{2} C_p \int_0^T ||z||_{L^2(0,L)}^2 dt,
\]
where \( C_p \) denotes Poincaré’s constant. Analogously, we estimate the terms \((x)\) up to \((xii)\) in the right-hand side of (2.37).

Finally, combining (2.37), (2.39) and (2.40) we obtain
\[
\int_0^T \int_0^L (z^2 + w^2) dx dt \leq C \left[ \int_0^L (z_0^2 + w_0^2) dx \right] + \int_0^T \left( 1 + ||u||_{L^{\infty}(0,L)} + ||v||_{L^{\infty}(0,L)} \right) \left( ||z||_{L^2(0,L)}^2 + ||w||_{L^2(0,L)}^2 \right) dt,
\]
(2.41)
for some constants \( C > 0 \) and \( \delta > 0 \) sufficiently small. This completes Step 4.

Now, we can conclude the proof of Lemma 2.4 i.e., the global well-posedness for system (2.2)-(2.3). Replacing (2.35) into (2.34) we have
\[
\int_0^L [z^2(x,T) + w^2(x,T)] dx \leq C \left[ \int_0^L (z_0^2 + w_0^2) dx \right] + \int_0^T \left( 1 + ||u||_{L^{\infty}(0,L)} + ||v||_{L^{\infty}(0,L)} \right) \left( ||z||_{L^2(0,L)}^2 + ||w||_{L^2(0,L)}^2 \right) dt
\]
for some positive constant \( C > 0 \). Then, applying Gronwall’s inequality together with Theorem 2.1 we deduce that
\[
||z(t), w(t)||_{L^\infty(0,T;X)} = \text{ess sup}_{0 \leq t \leq T} \|z(\cdot, t), w(\cdot, t)\|_X \leq C,
\]
(2.42)
where \( C = C(T, \beta, ||u_0||_{L^2(0,L)}, ||v_0||_{L^2(0,L)}, ||z_0||_{L^2(0,L)}, ||w_0||_{L^2(0,L)}) > 0 \).

On the other hand, combining (2.35), (2.42) and Theorem 2.1 we obtain
\[
||z(t), w(t)||_{L^2(0,T;[H^1_0(0,L)]^2)} \leq C,
\]
(2.43)
where \( C > 0 \) also depends on \( ||u_0||_{L^2(0,L)}, ||v_0||_{L^2(0,L)}, ||z_0||_{L^2(0,L)}, ||w_0||_{L^2(0,L)}, \beta \) and \( T \).

This concludes the proof of Lemma 2.4. \( \square \)
Lemma 2.5. Given $R$, there exists a positive constant $C = C(T, L, ||u_0||_{L^2(0,L)}$, $||v_0||_{L^2(0,L), \alpha}$) such that

$$||V_0||^2_X \leq C \left\{ \int_0^T |V_x(0,t)|^2 dt + \int_0^T ||V||^2_{Y(\omega)} dt + ||V_0||^2_{H^{-3}(0,L)} \right\}$$  \hspace{1cm} (2.44)

holds for every solution $V$ of (2.22)-(2.24) obtained in Lemma 2.4 whose initial data satisfies $||V_0||_X \leq R$.

Proof. To prove (2.44) we combine multiplier techniques and the so-called “compactness-uniqueness” argument. We first take the inner product in Lemma 7.3.8 C. M. ASSAROLO, G. P. MENZALA, A. F. PAZOTO

From (2.45) and the assumptions on $\mathcal{L}(x, B)$, we obtain the following identity:

$$T \int_0^L (z_x^2 + w_x^2) dx = \int_0^T \int_0^L (z^2 + w^2) dx dt + \int_0^T (T - t) (z_x^2(0,t) + w_x^2(0,t)) dt$$

$$+ 2a_3 \int_0^T (T - t) z_x(0,t) w_x(0,t) dt + 2 \int_0^T (T - t) \mathcal{L}(x, B) V, V dt$$

$$+ \int_0^T \int_0^L (T - t) u_x z_x^2 dx dt + \int_0^T \int_0^L (T - t) v_x w_x^2 dx dt$$

$$+ a_2 \int_0^T \int_0^L (T - t) v_x z_x^2 dx dt + a_1 \int_0^T \int_0^L (T - t) u_x w_x^2 dx dt$$

$$+ a_2 \int_0^T \int_0^L (T - t) u_x z_x^2 dx dt + a_1 \int_0^T \int_0^L (T - t) v_x z_x^2 dx dt.$$  \hspace{1cm} (2.45)

From (2.45) and the assumptions on $\mathcal{L}(x, B)$, we deduce that

$$\int_0^L (z_x^2 + w_x^2) dx \leq \frac{1}{T} \int_0^T \int_0^L (z^2 + w^2) dx dt + 2 \int_0^T ||V||^2_{L^2(\omega)} dt$$

$$+ (1 + a_3) \int_0^T (z_x^2(0,t) + w_x^2(0,t)) dt + 2a_1 \int_0^L (|u_x| + |v_x|) (z_x^2 + w_x^2) dx dt.$$  \hspace{1cm} (2.46)

In the sequel, we estimate the terms on the right-hand side of (2.46). Applying Hölder’s inequality, we get

$$\int_0^T \int_0^L |u_x| z_x^2 dx dt \leq \int_0^T ||u_x||_{L^2(0,L)} ||z||_{L^4(0,L)}^2 dt$$

$$\leq \left( \int_0^T ||u_x||_{L^2(0,L)}^2 dt \right)^{\frac{1}{2}} \left( \int_0^T ||z||_{L^4(0,L)}^4 dt \right)^{\frac{1}{2}}$$

$$\leq ||u||_{L^2(0,T; H^1_0(0,L))} ||z||_{L^4(0,T; L^4(0,L))}.$$  \hspace{1cm} (2.47)
Again, applying Hölder’s inequality we get
\[
\frac{1}{T} \int_0^T \int_0^L z^2 dx dt \leq \frac{\sqrt{T}}{T} \int_0^T |z|_{L^4(0, L)}^2 dt \\
\leq \frac{\sqrt{T}}{T} \left( \int_0^T 1^2 dt \right)^{\frac{1}{2}} \left( \int_0^T |z|_{L^4(0, L)}^4 dt \right)^{\frac{1}{2}}
\]
\[
= \sqrt{\frac{T}{T}} |z|_{L^4(0, T; L^4(0, L))}^2.
\]
Now, returning to (2.46) and using the above estimates together with Theorem 2.1 we obtain
\[
\int_0^T (z_0^2 + w_0^2) dt \leq c \left( \int_0^T |z|_{L^4(0, T; L^4(0, L))}^2 + |w|_{L^4(0, T; L^4(0, L))}^2 \right) + (1 + \alpha_3) \int_0^T (z_0^2 + w_0^2) dt + 2 \int_0^T ||V||_{L^2(\omega)}^2 dt,
\]
where \( c > 0 \) depends only on \( T, L, |v_0|_{L^2(0, L)}, |w_0|_{L^2(0, L)} \) and \( \alpha \). Thus, in order to prove (2.44) it is sufficient to show that for any \( T > 0 \) there exists a positive constant \( C = C(T) \) such that
\[
||z||_{L^4(0, T; L^4(0, L))}^2 + ||w||_{L^4(0, T; L^4(0, L))}^2 \leq C \left\{ \int_0^T (z_0^2 + w_0^2) dt + \int_0^T |V||_{L^2(\omega)}^2 dt + ||z_0||_{H^{-3}(0, L)}^2 + ||w_0||_{H^{-3}(0, L)}^2 \right\}
\]
for any solution of (2.51)–(2.53).

We argue by contradiction. Suppose that (2.44) does not hold. Then, there exists a sequence of functions \( V_n = \left( \frac{z_n}{w_n} \right) \in L^\infty(0, T; \mathcal{X}) \cap L^2(0, T; [H^1(0, L)]^2) \) solving
\[
\begin{align*}
V_{n,t} + V_{n,x} + DV_{n,xxx} &+ \lambda H(V_n)U_x + \lambda H(U)V_{n,x} + \mathcal{L}(x, B)V_n = 0, \quad \text{in} \ (0, L) \times (0, T) \\
V_n(0, t) &= V_n(L, t) = V_n(x, L, t) = 0, \quad t \in (0, T) \\
V_n(x, 0) &= V_{n,0}(x) = \begin{pmatrix} z_{n,0}(x) \\ w_{n,0}(x) \end{pmatrix} = \begin{pmatrix} z_{n,0}(x) \\ w_{n,0}(x) \end{pmatrix}, \quad 0 < x < L,
\end{align*}
\]
satisfying
\[
||V_{n,0}||_{\mathcal{X}}^2 = ||z_{n,0}||_{L^2(0, L)}^2 + ||w_{n,0}||_{L^2(0, L)}^2 \leq R^2, \quad \forall n \in \mathbb{N}
\]
and such that
\[
\frac{||V_n||_{L^4(0, T; L^4(0, L))}^2}{\int_0^T (z_{n,0}(0, t) + w_{n,0}(0, t))^2 dt + \int_0^T ||V_n||_{L^2(\omega)}^2 dt + ||V_{n,0}||_{H^{-3}(0, L)}^2}
\]
goese to infinity as \( n \to \infty \). Let
\[
\sigma_n = \left( ||z_n||_{L^4(0, T; L^4(0, L))}^2 + ||w_n||_{L^4(0, T; L^4(0, L))}^2 \right)^{\frac{1}{2}}
\]
and consider
\[
\Phi_n(x, t) = \begin{pmatrix} \phi_n(x, t) \\ \psi_n(x, t) \end{pmatrix} = \frac{1}{\sigma_n} \begin{pmatrix} z_n(x, t) \\ w_n(x, t) \end{pmatrix}, \quad n \in \mathbb{N}.
\]
For each \( n \in \mathbb{N} \) the function \( \Phi_n \) solves

\[
\left\{ \begin{array}{l}
\Phi_{n,t} + \Phi_{n,x} + D\Phi_{n,xx} + \lambda H(\Phi_n)U_x + \lambda H(U)\Phi_{n,x} + \mathcal{L}(x,B)\Phi_n = 0, \\
\Phi_n(0,t) = \Phi_n(L,t) = \Phi_{n,x}(L,t) = 0, \\
\Phi_n(x,0) = \Phi_{n,0}(x) = \left( \begin{array}{c}
\phi_n(x,0) \\
\psi_n(x,0)
\end{array} \right) = \left( \begin{array}{c}
\frac{w_n(x,0)}{w_n(x,0)} \\
\frac{w_n(x,0)}{\sigma_n}
\end{array} \right),
\end{array} \right.
\]

in \((0, L) \times (0, T)\), and satisfies

\[
\|\phi_n\|_{L^4(0,T;L^4(0,L))}^2 + \|\psi_n\|_{L^4(0,T;L^4(0,L))}^2 = 1
\]

(2.57)

and

\[
\int_0^T (\phi_{n,x}^2(0,t) + \psi_{n,x}^2(0,t))dt + \int_0^T \|\Phi_n\|_{Y(\omega)}^2 dt + \|\Phi_{n,0}\|_{[H^{-1}(0,L)]^2}^2 \to 0,
\]

(2.58)
as \( n \to \infty \). Moreover,

\begin{enumerate}
\item \( \{\Phi_{n,0}\}_{n \in \mathbb{N}} \) is bounded in \( X \); \hfill (2.59)
\item \( \{\sigma_n\}_{n \in \mathbb{N}} \) is bounded in \( \mathbb{R} \); \hfill (2.60)
\item \( \{\Phi_n\}_{n \in \mathbb{N}} \) is bounded in \( L^\infty(0,T;X) \cap L^2(0,T;[H^1_0(0,L)]^2) \); \hfill (2.61)
\item \( \{H(\Phi_n)U_x\}_{n \in \mathbb{N}} \) and \( \{H(U)\Phi_{n,x}\}_{n \in \mathbb{N}} \) are bounded in \( L^2(0,T;[L^1(0,L)]^2) \); \hfill (2.62)
\item \( \{\Phi_{n,t}\}_{n \in \mathbb{N}} \) is bounded in \( L^2(0,T;[H^{-2}(0,L)]^2) \); \hfill (2.63)
\item there exists \( s > 0 \) such that \( \{\Phi_n\}_{n \in \mathbb{N}} \) is bounded in \( L^4(0,T;[H^s(0,L)]^2) \), the embedding \( H^s(0,L) \hookrightarrow L^4(0,L) \) being compact. \hfill (2.64)
\end{enumerate}

Indeed,

\begin{enumerate}
\item Multiplying inequality \( (2.49) \) by \( \frac{1}{\sigma_n} \) and using \( (2.55) \) we have

\[
\int_0^L (\phi_n^2(x,0) + \psi_n^2(x,0))dx \leq c \left( \|\phi_n\|_{L^4(0,T;L^4(0,L))}^2 + \|\psi_n\|_{L^4(0,T;L^4(0,L))}^2 \right)
\]

equal to one by \( (2.57) \)

\[
+ (1 + a_3) \int_0^T (\phi_{n,x}^2(0,t) + \psi_{n,x}^2(0,t))dt + 2 \int_0^T \|\Phi_n\|_{Y(\omega)}^2 dt.
\]

which is bounded by \( (2.58) \)

Thus,

\[
\|\Phi_{n,0}\|_X^2 = \|\phi_n(\cdot,0)\|_{L^2(0,L)}^2 + \|\psi_n(\cdot,0)\|_{L^2(0,L)}^2 \leq C, \quad \forall n \in \mathbb{N},
\]

for some constant \( C > 0 \).

\item Letting \( t = 0 \) in \( (2.55) \), the boundedness for \( \{\sigma_n\}_{n \in \mathbb{N}} \) follows from \( (2.52) \) and \( (2.58) \).

\item Taking \( (2.59) \) and \( (2.60) \) into account, we can proceed as in Step 4 of Lemma 2.4 (see \( (2.42) \) and \( (2.43) \)).
Thus, we can extract a subsequence of the embedding $\Phi_n$ for some constant $C > 0$.

By classical compactness results [24], we can deduce that

$$
\left(\int_0^T \left( |u|_{H^1_x(0,L)} \Phi_n \right)_{L^2(0,L)} \right)^{\frac{1}{2}}
\leq \left( \int_0^T \left( |u|_{H^1_x(0,L)} \Phi_n \right)_{L^2(0,L)} + |u|_{L^2(0,L)} \Phi_n_{H^1_x(0,L)} \right)^{\frac{1}{2}}
\leq \left( \int_0^T \left( |u|_{H^1_x(0,L)} \Phi_n \right)_{L^2(0,L)} + |u|_{L^2(0,L)} \Phi_n_{H^1_x(0,L)} \right)^{\frac{1}{2}}
\leq \left( \int_0^T \left( |u|_{H^1_x(0,L)} \Phi_n \right)_{L^2(0,L)} + |u|_{L^2(0,L)} \Phi_n_{H^1_x(0,L)} \right)^{\frac{1}{2}}
\leq \left( \int_0^T \left( |u|_{L^2(0,L)} \Phi_n \right)_{L^2(0,L)} + |u|_{L^2(0,L)} \Phi_n_{H^1_x(0,L)} \right)^{\frac{1}{2}}.
$$

Combining Theorem 2.1 and (2.61) we deduce that

$$
\left(\int_0^T \left( |u|_{H^1_x(0,L)} \Phi_n \right)_{L^2(0,L)} \right)^{\frac{1}{2}} \leq C
$$

for some constant $C > 0$. Analogously, we bound the other terms in (2.62).

e) Taking the results above into account, it is sufficient to observe that

$$
\Phi_n, - \Phi_n, - \Phi_n, - \phi (\Phi_n - \Phi_n) - \lambda^2 (\Phi_n - \Phi_n) - L(x)(\Phi_n - \Phi_n).
$$

f) In fact, since $\{\Phi_n\}_{n \in \mathbb{N}}$ is bounded in $L^2(0,T; [H^1_x(0,L)]^2) \cap L^\infty(0,T; X)$, by interpolation we can deduce that $\{\Phi_n\}_{n \in \mathbb{N}}$ and $\{\psi_n\}_{n \in \mathbb{N}}$ are bounded in

$$
[H^1(0,L), L^2(0,L)]_\theta = L^1(0,T; [H^1(0,L), L^2(0,L)]_\theta),
$$

where $\frac{1}{4} = \frac{1}{2} + \frac{\theta}{2}$ and $0 < \theta < 1$. On the other hand, according to [12],

$$
[H^1(0,L), L^2(0,L)]_\theta = H^0(0,L) \quad \text{if } s = 1 - \theta \neq \frac{1}{2},
$$

and due to the Rellich-Kondrachov theorem we obtain that

$$
H^s(0,L) \hookrightarrow L^4(0,L) \quad \text{if } \frac{1}{4} > \frac{1}{2} - \frac{s}{1}.
$$

Thus, $s > \frac{1}{4}$, and, consequently, $\theta < \frac{2}{3}$. Choosing $q = 8$ and $\theta = \frac{2}{3}$, the claim holds with $s = \frac{1}{3}$.

$$
[H^1(0,L), L^2(0,L)]_\theta = H^\frac{1}{3}(0,L).
$$

Furthermore, the embedding $H^\frac{1}{3}(0,L) \hookrightarrow L^4(0,L)$ is compact.

The statement above allows us to conclude that $\{\phi_n\}_{n \in \mathbb{N}}$ and $\{\psi_n\}_{n \in \mathbb{N}}$ belong to the set

$$
W = \left\{ \psi \in L^4(0,T; H^\frac{1}{3}(0,L)) : \frac{d\psi}{dt} \in L^2(0,T; H^{-2}(0,L)) \right\}.
$$

Then, by classical compactness results [23], we can extract a subsequence of $\{\Phi_n\}_{n \in \mathbb{N}}$, still denoted by same index $n$, such that

$$
\Phi_n \rightharpoonup \Phi := \begin{pmatrix} \phi \\ \psi \end{pmatrix} \quad \text{strongly in } L^4(0,T; [L^4(0,L)]^2), \quad \text{as } n \to \infty.
$$
Consequently, by (2.57),
\[
||\phi||^2_{L^1(0,T;L^1(0,L))} + ||\psi||^2_{L^1(0,T;L^1(0,L))} = 1. \tag{2.65}
\]
Moreover, using lower semicontinuity, we obtain that
\[
0 = \liminf_{n \to \infty} \left\{ \int_0^T (\phi^2_{n,x}(0, t) + \psi^2_{n,x}(0, t)) dt + \int_0^T ||\Phi_n||^2_{Y(\omega)} dt \right. \\
+ ||\phi_{n,0}||^2_{H^{-3}(0,L)} + ||\psi_{n,0}||^2_{H^{-3}(0,L)} \right\} \tag{2.66}
\]
which, in particular, implies that
\[
\phi(x, 0) = \psi(x, 0) = 0.
\]
Thus, the limit \( \Phi \) which solves the system
\[
\begin{cases}
\Phi_t + P \Phi + D\Phi_{xxx} + \lambda H(U)U_x + \lambda H(U)\Phi_x + \mathcal{L}(x, B)\Phi = 0, & \text{in } (0, L) \times (0, T) \\
\Phi(0, t) = \Phi(L, t) = \Phi_x(L, t) = 0, & t \in (0, T) \\
\Phi(x, 0) = \Phi_0(x) = 0, & 0 < x < L
\end{cases}
\]
is identically zero, i.e., \( \phi \equiv \psi \equiv 0 \). This contradicts (2.65) and, necessarily, (2.50) has to be valid. This completes the proof of Lemma 2.5. \( \square \)

We are now in condition to prove Theorem 2.2.

**Proof.** Proof of Theorem 2.2:

Let \( \begin{pmatrix} u_0 & v_0 \end{pmatrix} \in X \). Differentiating system (1.1)-(1.3) with respect to \( t \), we obtain the system (2.2)-(2.4) with
\[
V(x, 0) = V_0(x) = \begin{pmatrix} z_0(x) \\ w_0(x) \end{pmatrix} = \begin{pmatrix} u_t(x, 0) \\ v_t(x, 0) \end{pmatrix} \in [H^{-3}(0,L)]^2.
\]
On the other hand, if \( U_x(0,t) = 0 \) and \( U = 0 \) in \( \omega \times (0,T) \), then \( V_x(0,t) = 0 \) and \( V \) vanishes in \( \omega \times (0,T) \) as well. Consequently, by assumption on the damping \( \mathcal{L}(x, B) \), we conclude that \( V \equiv 0 \) in \( \omega \times (0,T) \) and according to Lemma 2.5 we obtain that \( V_0 \in X \).

Now, combining Lemma 2.4 and system (1.1), we get
\[
U_t = \begin{pmatrix} u_t \\ v_t \end{pmatrix} = \begin{pmatrix} z \\ w \end{pmatrix} = V \in L^2(0,T;[H^1_0(0,L)]^2) \cap L^\infty(0,T;X) \tag{2.67}
\]
and
\[
DU_{xxx} = -U_x - \lambda H(U)U_x - \mathcal{L}(x, B)U, \quad \text{in } \Omega \times (0,\infty). \tag{2.68}
\]
Consequently, by (2.67), (2.68) and Theorem 2.1 it follows that
\[
U \in L^2(0,T;[H^3(0,L)]^2) \cap H^1(0,T;X).
\]
Now, using the UCP proved in [6] (Corollary 3.5) we have \( U \equiv 0 \). \( \square \)
3. Proof of the main result.

Proof. We will use methods as in [16]. We first take the inner product in \( X \) of (1.1) with \( \left( \frac{(T-t) u}{(T-t) v} \right) \) and integrating over \( (0, L) \times (0, T) \) to obtain the identity

\[
T \int_0^L (u_0^2 + v_0^2) dx = \int_0^T \int_0^L (u^2 + v^2) dx dt + \int_0^T (T-t)(u_x^2(0, t) + v_x^2(0, t)) dt \\
+ 2 a_3 \int_0^T (T-t) u_x(0, t) v_x(0, t) dt + 2 \int_0^T (L(x, B) U, U) dt.
\]

Consequently,

\[
\int_0^L (u_0^2 + v_0^2) dx \leq \frac{1}{T} \int_0^T \int_0^L (u^2 + v^2) dx dt + (1 + a_3) \int_0^T (u_x^2(0, t) + v_x^2(0, t)) dt \\
+ 2 \int_0^T ||U||_{Y(\omega)}^2 dt.
\]

Now, we claim that, for any \( T > 0 \) and \( R > 0 \), there exists a constant \( C = C(R, T) > 0 \) such that

\[
\int_0^T \int_0^L (u^2 + v^2) dx dt \leq C \left[ \int_0^T (u_x^2(0, t) + v_x^2(0, t)) dt + \int_0^T ||U||_{Y(\omega)}^2 dt \right]
\]

for any solution \( U \) of (1.1)-(1.3), whenever \( ||U_0||_{X}^2 \leq R^2 \).

We argue by contradiction. Suppose that (3.3) is not true. Then, there exists a sequence of functions \( \{U_n\}_{n \in \mathbb{N}} \subset L^\infty(0, T; X) \cap L^2(0, T; [H^1_0(0, L)]^2) \) that is a solution of

\[
\begin{cases}
U_{n,t} + U_{n,x} + DU_{n,xxx} + H(U_n)U_{n,x} + L(x, B)U_n = 0, & x \in (0, L), \ t > 0, \\
U_n(0, t) = U_n(L, t) = U_{n,x}(L, t) = 0, & t > 0, \\
U_n(x, 0) = U_{n,0}(x), & 0 < x < L.
\end{cases}
\]

Moreover,

\[
||U_{n,0}||_X^2 \leq R^2, \ \forall n \in \mathbb{N}
\]

and

\[
\lim_{n \to \infty} \frac{||u_n||^2_{L^2(0, T; L^2(0, L))} + ||v_n||^2_{L^2(0, T; L^2(0, L))}}{\int_0^T (u_{n,x}^2(0, t) + v_{n,x}^2(0, t)) dt + \int_0^T ||U||_{Y(\omega)}^2 dt} = \infty.
\]

Let

\[
\sigma_n = \left( ||u_n||^2_{L^2(0, T; L^2(0, L))} + ||v_n||^2_{L^2(0, T; L^2(0, L))} \right)^{\frac{1}{2}} = ||U_n||_X
\]

and consider

\[
Z_n(x, t) = \frac{1}{\sigma_n} U_n(x, t) = \frac{1}{\sigma_n} \begin{pmatrix} u_n(x, t) \\ v_n(x, t) \end{pmatrix}.
\]
For each $n \in \mathbb{N}$, $Z_n$ satisfies
\[
\begin{aligned}
&Z_{n,t} + Z_{n,x} + DZ_{n,xxx} + \sigma_n H(Z_n)Z_{n,x} + a(x)Z_n = 0, \quad x \in (0, L), \ t > 0 \\
&Z_n(0, t) = Z_n(L, t) = Z_{n,x}(L, t) = 0, \quad t > 0 \\
&Z_n(x, 0) = Z_{n,0} = \frac{U_{n,0}}{\sigma_n}, \quad 0 < x < L,
\end{aligned}
\] (3.9)
and
\[
\lim_{n \to \infty} \int_0^T (u_{n,x}^2(0, t) + v_{n,x}^2(0, t)) dt + \int_0^T ||Z_n||^2_{T(\omega)} dt = 0. \tag{3.11}
\]
Following the arguments used in the proof of Lemma 2.3, we can prove that
\[
Z_n \to Z \text{ strongly in } L^2(0, T; X), \quad \text{as } n \to \infty,
\] (3.12)
where the limit function $Z$ solves
\[
\begin{aligned}
&Z_t + Z_x + DZ_{xxx} + H(Z)Z_x + a(x)Z = 0, \quad x \in (0, L), \ t \in (0, T) \\
&Z(0, t) = Z(L, t) = Z_x(L, t) = 0, \quad t \in (0, T).
\end{aligned}
\] (3.13)
In addition,
\[
\begin{aligned}
&Z_x(0, t) = 0, \quad t \in (0, T) \\
&Z \equiv 0, \quad \text{in } \omega \times (0, T).
\end{aligned}
\] (3.14)
Consequently, from Theorem 2.2, we conclude that $Z \equiv 0$ in $(0, L) \times (0, T)$, which contradicts (3.10). Indeed, since $Z_n \to Z$ strongly in $L^2(0, T; X)$, from (3.10) we deduce that $||Z||^2_{L^2(0, T; X)} = 1$. Thus,
\[
\int_0^L (u_0^2 + v_0^2) dx \leq C \left[ \int_0^T (u_x^2(0, t) + v_x^2(0, t)) dt + \int_0^T ||U||^2_{T(\omega)} dt \right] \tag{3.15}
\]
for some $C = C(R, T)$. On the other hand, from (1.22) and (3.9) we have
\[
\int_0^T [u^2(x, T) + v^2(x, T)] dx dt \leq \int_0^L (u_0^2 + v_0^2) dx - 2 \int_0^T ||U||^2_{T(\omega)} dt + (1 - a_3) \int_0^T (u_x^2(0, t) + v_x^2(0, t)) dt. \tag{3.16}
\]
Inequalities (3.15) and (3.16) give the exponential decay of the energy $E(t)$. Indeed, let $\kappa = \frac{C(1 + a_3)}{1 - a_3}$, where $C$ is the constant that appears in (3.15). Then,
\[
(1 + \kappa) \left( ||u(\cdot, T)||^2_{L^2(0, L)} + ||v(\cdot, T)||^2_{L^2(0, L)} \right)
\leq \kappa \left( ||u_0||^2_{L^2(0, L)} + ||v_0||^2_{L^2(0, L)} \right) - 2(\kappa - C) \int_0^T ||U||^2_{T(\omega)} dt
- (1 - a_3) \int_0^T (u_x^2(0, t) + v_x^2(0, t)) dt \leq \kappa \left( ||u_0||^2_{L^2(0, L)} + ||v_0||^2_{L^2(0, L)} \right).
\]
Recalling that $0 < a_3 < 1$, we have
\[
E(T) \leq \gamma E(0),
\]
where $0 < \gamma < 1$. The semigroup property implies the conclusion of Theorem 1.1. □
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