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Abstract. We study an initial boundary value problem for a system of quasilinear equations which are effectively used for finding by the stabilization method numerical stationary solutions of the hydrodynamical model of charge transport in the silicon MESFET (metal semiconductor field effect transistor). This initial boundary value problem has the following peculiarities: the PDE system is not a Cauchy-Kovalevskaya-type system; the boundary is a nonsmooth curve and has angular points; nonlinearity of the problem is mainly connected with squares of gradients of the unknown functions. By using a special representation for the solution of a model problem we reduce the original problem to a system of integro-differential equations. This allows one to prove the local-in-time existence and uniqueness of a weakened solution. Using a constructed energy integral and the Schauder fixed-point theorem, we prove the global-in-time solvability of the initial boundary value problem and justify the stabilization method under additional assumptions on the problem’s data.

1. Introduction. As is known, mathematical models of charge transport in semiconductors are deduced from the Boltzman transport equation by using various truncation procedures (see [1]–[8]). A system of moment equations obtained from the Boltzman transport equation with the help of the maximum entropy principle [8], [1]–[13] as a
truncation procedure was recently suggested in [9], [10]. Different mathematical and numerical aspects concerning this new hydrodynamical model were studied in [14]–[19] in detail.

Following [9], [10], [19], [20], we write down the quasilinear nonstationary system of the above-mentioned moment equations in the 2D case and in a dimensionless form (the process of reduction to a dimensionless form was detailed in [19], [20]):

\[
\begin{align*}
R_t + \text{div}(R\mathbf{u}) &= 0, \\
(R\mathbf{u})_t + \nabla \left( \frac{2}{3} RE \right) &= R\{Q + c_{11}\mathbf{u} + c_{12}\mathbf{q}\}, \\
(RE)_t + \text{div}(R\mathbf{q}) &= R\{(\mathbf{u}, Q) + c\sigma\}, \\
(R\mathbf{q})_t + \nabla \left( \frac{10}{9} RE^2 \right) &= R\left\{ \frac{5}{3}E\mathbf{Q} + c_{21}\mathbf{u} + c_{22}\mathbf{q} \right\}.
\end{align*}
\]

(1.1)

Here \( R \) is the electron density, \( E \) the electron energy, \( \mathbf{u} = (u^{(x)}, u^{(y)}) \) the electron velocity (in the Cartesian coordinates \((x, y)\)), \( \mathbf{q} = (q^{(x)}, q^{(y)}) \) the energy flux, \( Q = \nabla \varphi = (\varphi_x, \varphi_y) \), \( \sigma = \frac{2}{3}E - 1 \); \( \varphi = \varphi(t,x,y) \) is the electric potential satisfying the Poisson equation

\[
\Delta \varphi = \varphi_{xx} + \varphi_{yy} = \beta(R - \rho); \tag{1.2}
\]

the coefficients \( c, c_{11}, c_{12}, c_{21}, c_{22} \) in (1.1) are smooth functions of the energy \( E \) (their explicit form is technically complicated, but for the parabolic band it can be found in [19], [20]); \( \rho = \rho(x, y) \) is the doping density, and \( \beta > 0 \) is a constant (see [19], [20]).

The mathematical model (1.1), (1.2) was used in [17], [18], [21], [22] for finding approximate stationary solutions describing the electron motion in the silicon MESFET. The detailed description of such a semiconductor transistor with electron conductivity is given in [19], [22]. Its schematic sketch is given in Figure 1 (see [22]).

![Schematic sketch of the bidimensional MESFET](image-url)
Following [17], [19], for system (1.1), (1.2) we set the following boundary conditions (see Figure 1):

\[
R = \begin{cases}
1 & \text{for } y = \frac{1}{3}, \ 0 \leq x \leq \frac{1}{6} \text{ and } \frac{5}{6} \leq x \leq 1, \\
\tilde{N}_g & \text{for } y = \frac{1}{3}, \ \frac{1}{3} \leq x \leq \frac{2}{3},
\end{cases}
\]

\[E = \frac{3}{2} \text{ on } \Gamma_0,\]

\[
\varphi = \begin{cases}
0 & \text{for } y = \frac{1}{3}, \ 0 \leq x \leq \frac{1}{6}, \\
\tilde{G} & \text{for } y = \frac{1}{3}, \ \frac{1}{3} \leq x \leq \frac{2}{3}, \\
\tilde{B} & \text{for } y = \frac{1}{3}, \ \frac{5}{6} \leq x \leq 1,
\end{cases}
\]

\[(l, \nabla R) = (l, \nabla E) = (l, \nabla \varphi) = 0 \text{ on } \Gamma_l\]

(1.3)

and initial data at \(t = 0, \ (x, y) \in \Omega\).

Here \(\Omega = \{(x, y) : \ 0 < x < 1, \ 0 < y < \frac{1}{3}\}\), \(\Gamma_0 = \{(x, y) : y = \frac{1}{3}, \ 0 \leq x \leq \frac{1}{6}, \ \frac{1}{3} \leq x \leq \frac{2}{3}, \ \frac{5}{6} \leq x \leq 1\}\) is a part of the boundary \(\partial \Omega\) (see Figure 1), \(\Gamma_l = \partial \Omega \setminus \Gamma_0, \ l\) is the unit outward-pointing normal for the boundary \(\partial \Omega, \ \tilde{N}_g, \ \tilde{G}, \ \tilde{B}\) are constants (see [17], [22]).

Note that the constant \(\tilde{B} > 0\) is called bias voltage. From Figure 1, we also see that the doping density \(\rho(x, y)\) is a piecewise constant function:

\[
\rho(x, y) = \begin{cases}
1, & (x, y) \in \Omega_+, \\
\frac{\delta}{3} (0 < \delta \leq 1), & (x, y) \in \Omega \setminus \Omega_+,
\end{cases}
\]

(1.4)

where the subset \(\Omega_+\) is defined as follows (see Figure 1):

\[
\Omega_+ = \left(0, \frac{1}{6}\right) \times \left(\frac{1}{4}, \frac{1}{3}\right) \cup \left(\frac{5}{6}, 1\right) \times \left(\frac{1}{4}, \frac{1}{3}\right).
\]

Remark 1.1. In concrete numerical calculations one usually utilizes a smooth approximation of the function \(\rho(x, y)\) instead of (1.4).

Remark 1.2. In [17], [18] a finite-difference algorithm together with the stabilization method was used for finding approximate stationary solutions of problem (1.1)–(1.3).

In [21], [22] another idea was used for constructing a numerical algorithm for finding approximate stationary solutions of the MESFET problem (1.1)–(1.3). For clarifying
this idea we consider system (1.1), (1.2) in the stationary case:

\[
\begin{align*}
\text{div}(Ru) &= 0, \quad (1.5a) \\
\text{div}(Rq) &= R\{(u, Q) + c\sigma\}, \quad (1.5b) \\
\nabla \left( \frac{2}{3}RE \right) &= R\{Q + c_{11}u + c_{12}q\}, \quad (1.5c) \\
\nabla \left( \frac{4}{9}RE^2 \right) &= \frac{2}{5}R\left\{ \frac{5}{3}EQ + c_{21}u + c_{22}q \right\}, \quad (1.5d) \\
\Delta \varphi &= \text{div}Q = \beta(R - \rho). \quad (1.5e)
\end{align*}
\]

We rewrite equations (1.5a) and (1.5b) as

\[
\begin{align*}
\text{div}u &= -(u, \nabla \chi), \quad \chi = \ln R, \quad (1.5a') \\
\text{div}q &= -(q, \nabla \chi) + (u, Q) + c\sigma. \quad (1.5b')
\end{align*}
\]

After simple calculations it follows from (1.5c), (1.5d) that

\[
\begin{align*}
\nabla \sigma &= au + bq, \quad (1.6) \\
\nabla \chi &= mu + nq + \frac{1}{1+\sigma}Q. \quad (1.7)
\end{align*}
\]

Here

\[
\begin{align*}
a &= a(E) = \frac{2}{5}\frac{c_{21}}{1+\sigma} - c_{11}, \\
b &= b(E) = \frac{2}{5}\frac{c_{22}}{1+\sigma} - c_{12}, \\
m &= m(E) = \frac{c_{11} - a}{1+\sigma}, \\
n &= n(E) = \frac{c_{12} - b}{1+\sigma}.
\end{align*}
\]

Considering (1.6), (1.7) as the system for finding components of the vectors \(u\), \(q\), we easily find that

\[
\begin{align*}
u &= F(E)\{Q - (1+\sigma)\nabla \chi - F_0(E)\nabla \sigma\}, \quad (1.8) \\
q &= G(E)\{-Q + (1+\sigma)\nabla \chi + G_0(E)\nabla \sigma\}, \quad (1.9)
\end{align*}
\]

where

\[
\begin{align*}
F(E) &= -\frac{c_{22} - \frac{2}{3}Ec_{12}}{\det}, \quad G(E) = -\frac{c_{21} - \frac{5}{3}Ec_{11}}{\det}, \\
F_0(E) &= 1 - \frac{\frac{2}{3}E c_{12}}{c_{22} - \frac{2}{3}E c_{12}}, \quad G_0(E) = 1 - \frac{\frac{2}{3}E c_{11}}{c_{21} - \frac{2}{3}E c_{11}}, \\
\det &= c_{11}c_{22} - c_{21}c_{12}.
\end{align*}
\]
Applying \text{div} to (1.6), (1.7) and using equations (1.5a'), (1.5b'), (1.8), (1.9), we finally obtain

\begin{align*}
\Delta \sigma &= \mathcal{F}^\sigma(\nabla \sigma, \nabla \chi, Q, \sigma) = a_1|\nabla \sigma|^2 + a_2(\nabla \sigma, \nabla \chi) \\
&+ a_3(\nabla \sigma, Q) + a_4(\nabla \chi, Q) + a_5|Q|^2 + b c \sigma, \\
\Delta \chi &= \mathcal{F}^\chi(\nabla \sigma, \nabla \chi, Q, \sigma, \chi, \rho) = -|\nabla \chi|^2 + b_1|\nabla \sigma|^2 \\
&+ b_2(\nabla \sigma, \nabla \chi) + b_3(\nabla \sigma, Q) + b_4(\nabla \chi, Q) + b_5|Q|^2 \\
&+ \frac{\beta}{1 + \sigma}(e^\chi - \rho) + n c \sigma.
\end{align*}

(1.10)

Here $|\nabla \sigma|^2 = \sigma_x^2 + \sigma_y^2$, etc.;

\begin{align*}
a_1 &= -a' F(E) F_0(E) + b' G(E) G_0(E), \\
a_2 &= -1 + (1 + \sigma)\{b' G(E) - a' F(E)\}, \\
a_3 &= a' F(E) - b' G(E) - b F(E) F_0(E), \\
a_4 &= -b(1 + \sigma) F(E), \quad a_5 = b F(E), \\
b_1 &= -m' F(E) F_0(E) + n' G(E) G_0(E), \\
b_2 &= (1 + \sigma)\{n' G(E) - m' F(E)\}, \\
b_3 &= -\frac{1}{(1 + \sigma)^2} + m' F(E) - n' G(E) - n F(E) F_0(E), \\
b_4 &= \frac{1}{1 + \sigma} + b F(E) F_0(E), \quad b_5 = n F(E), \\
a' &= \frac{d a}{d \sigma} = 3 \frac{d a}{d E}, \text{etc.}
\end{align*}

We rewrite equation (1.5e) as
\begin{equation}
\Delta \varphi = \mathcal{F}^\varphi(\chi, \rho) = \beta(e^\chi - \rho).
\end{equation}

(1.12)

Thus, in the stationary case the original problem (1.1)–(1.3) can be reduced to the boundary value problem for system (1.10)–(1.12). The boundary conditions for this system follow from (1.3):

\begin{align*}
\chi &= \begin{cases} 
0 \text{ for } y = \frac{1}{3}, & 0 \leq x \leq \frac{1}{6} \text{ and } \frac{5}{6} \leq x \leq 1, \\
\ln N_\delta & \text{ for } y = \frac{1}{3}, \frac{1}{3} \leq x \leq \frac{2}{3};
\end{cases}\\n\sigma &= 0 \text{ on } \Gamma_0; \\
\varphi &= \begin{cases} 
0 \text{ for } y = \frac{1}{3}, & 0 \leq x \leq \frac{1}{6}, \\
\tilde{G} & \text{ for } y = \frac{1}{3}, \frac{1}{3} \leq x \leq \frac{2}{3}; \\
\tilde{B} & \text{ for } y = \frac{1}{3}, \frac{5}{6} \leq x \leq 1;
\end{cases}\\n(l, \nabla \chi) = (l, \nabla \sigma) = (l, \nabla \varphi) = 0 \text{ on } \Gamma_1.
\end{align*}

(1.13)
After defining the functions \( \sigma, \chi, \varphi \), the vectors \( u, q \) are found from (1.8), (1.9).

In [21], [22] for finding approximate solutions of problem (1.10)–(1.13) the following so-called regularized mathematical model based on the stabilization method was proposed:

\[
\begin{align*}
(\varphi - \Delta \varphi)_t &= \Delta \varphi - F^\varphi(\chi, \rho), \\
\varphi &= \varphi(t, x, y), \quad t > 0, \quad (x, y) \in \Omega, \\
(\sigma - \Delta \sigma)_t &= \Delta \sigma - F^\sigma(\nabla \sigma, \nabla \chi, Q, \sigma), \\
\sigma &= \sigma(t, x, y), \quad t > 0, \quad (x, y) \in \Omega, \\
(\chi - \Delta \chi)_t &= \Delta \chi - F^\chi(\nabla \sigma, \nabla \chi, Q, \sigma, \chi, \rho), \\
\chi &= \chi(t, x, y), \quad t > 0, \quad (x, y) \in \Omega.
\end{align*}
\]

(1.14) (1.15) (1.16) (1.17)

We should supplement system (1.14)–(1.16) with the boundary conditions (1.13) satisfied for all \( t > 0 \) and the initial data at \( t = 0 \):

\[
\begin{align*}
\varphi|_{t=0} &= \varphi_0(x, y), \\
\sigma|_{t=0} &= \sigma_0(x, y), \\
\chi|_{t=0} &= \chi_0(x, y), \\
(x, y) &\in \Omega.
\end{align*}
\]

Remark 1.3. The study of stationary solutions of the boundary value problem (1.10)–(1.13) is of principal importance for justifying the adequacy of the formulated hydrodynamical model of charge transport in semiconductors. In particular, as follows from standard physical arguments, after the deenergization of the transistor that corresponds to the boundary conditions (1.3) with \( \tilde{N}_g = 1, \tilde{B} = \tilde{G} = 0 \), in a certain time the system should come to equilibrium (the so-called global thermodynamic equilibrium). Hence, the solution of problem (1.1)–(1.3) with prescribed boundary conditions and arbitrary initial data should tend to the desired stationary solution as time tends to infinity.

The results of numerical simulations [21], [22] demonstrate a fast convergence of the solution of problem (1.13)–(1.17) to the stationary solution. However, this fact requires a strict mathematical justification. The present paper is the first step in this direction.

In the present paper we study the local-in-time well-posedness of the initial boundary value problem (1.14)–(1.16), (1.13), (1.17) (Theorem 1). Also within some additional conditions we prove the existence of the weakened solution with \( t \geq 0 \) (Theorem 2). In this case all solutions tend to the stationary solution of the problem as \( t \to \infty \) (Theorem 3). So, in this case we get the strict substantiation of the stabilization method.

2. Preliminaries. Functional spaces. Main results. Let us define the functions \( Z(x) \) and \( M(x) \) belonging to \( C^\infty[0,1] \) as follows (\( C^\infty[0,1] \) is a class of infinitely
differentiable functions on the segment \([0,1]):

\[
Z(x) = \begin{cases} 
0 & \text{if } 0 \leq x \leq \frac{1}{6}, \\
a \text{ monotone decreasing function from } 0 \text{ to } \tilde{G} \text{ for } \frac{1}{6} \leq x \leq \frac{1}{3}, \\
\tilde{G} & \text{if } \frac{1}{3} \leq x \leq \frac{2}{3}, \\
a \text{ monotone increasing function from } \tilde{G} \text{ to } \tilde{B} \text{ for } \frac{2}{3} \leq x \leq \frac{5}{6}, \\
\tilde{B} & \text{if } \frac{5}{6} \leq x \leq 1; 
\end{cases}
\]

\[
M(x) = \begin{cases} 
0 & \text{if } 0 \leq x \leq \frac{1}{6}, \\
a \text{ monotone decreasing function from } 0 \text{ to } \ln \tilde{N}_g \text{ for } \frac{1}{6} \leq x \leq \frac{1}{3}, \\
\ln \tilde{N}_g & \text{for } \frac{1}{3} \leq x \leq \frac{2}{3}, \\
a \text{ monotone increasing function from } \ln \tilde{N}_g \text{ to } 0 \text{ for } \frac{2}{3} \leq x \leq \frac{5}{6}, \\
0 & \text{if } \frac{5}{6} \leq x \leq 1. 
\end{cases}
\]

Figure 2 illustrates the behavior of the functions \(Z(x)\) and \(M(x)\).

Making the change of unknowns

\[
\begin{align*}
\varphi(t, x, y) &= \varphi_1(t, x, y) + Z(x), \\
\sigma(t, x, y) &= \sigma_1(t, x, y), \\
\chi(t, x, y) &= \chi_1(t, x, y) + M(x),
\end{align*}
\]
we reduce the initial boundary value problem (1.14)–(1.16), (1.13), (1.17) to

\[
\frac{\partial}{\partial t}(\varphi_1 - \Delta \varphi_1) + \varphi_1 - \Delta \varphi_1 = \varphi_1 - \beta(e^{\chi_1 + M(x)} - \rho) + Z''(x) = -\mathcal{F}(\varphi_1, \chi_1),
\]

\[
\frac{\partial}{\partial t}(\sigma_1 - \Delta \sigma_1) + \sigma_1 - \Delta \sigma_1 = \sigma_1 - a_1|\nabla \sigma_1|^2 - a_2(\nabla \sigma_1, \nabla \chi_1 + \nabla M) - a_3(\nabla \sigma_1, \nabla \varphi_1 + \nabla Z) - a_4(\nabla \chi_1 + \nabla M, \nabla \varphi_1 + \nabla Z) - a_5|\nabla \varphi_1 + \nabla Z|^2
\]

\[
-b c \sigma_1 = -\mathcal{F}(\sigma_1, \chi_1, \varphi_1),
\]

\[
\frac{\partial}{\partial t}(\chi_1 - \Delta \chi_1) + \chi_1 - \Delta \chi_1 = \chi_1 + |\nabla \chi_1 + \nabla M|^2 - b_1|\nabla \sigma_1|^2
\]

\[
-b_2(\nabla \sigma_1, \nabla \chi_1 + \nabla M) - b_3(\nabla \sigma_1, \nabla \varphi_1 + \nabla Z) - b_4(\nabla \chi_1 + \nabla M, \nabla \varphi_1 + \nabla Z)
\]

\[
-b_5|\nabla \varphi_1 + \nabla Z|^2 - \frac{\beta}{1 + \sigma}(e^{\chi_1 + M(x)} - \rho)
\]

\[
-n c \sigma_1 + M''(x) = -\mathcal{F}(\chi_1)(\chi_1, \sigma_1, \varphi_1),
\]

\[(x, y) \in \Omega, t > 0,\]

\[(x, y) \in \Omega, t > 0,\]
where the functions \( \varphi_1(t, x, y), \sigma_1(t, x, y), \chi_1(t, x, y) \) satisfy the homogeneous boundary conditions (on \( \partial \Omega \))

\[
\begin{align*}
\varphi_1 = \sigma_1 = \chi_1 = 0 & \text{ on } \Gamma_0, \\
(l, \nabla \varphi_1) = (l, \nabla \sigma_1) = (l, \nabla \chi_1) = 0 & \text{ on } \Gamma_l = \partial \Omega \setminus \Gamma_0,
\end{align*}
\]

and the initial data (1.17) become

\[
\begin{align*}
\varphi_1|_{t=0} = \varphi_0(x, y) - Z(x) = \varphi_0(x, y), \\
\sigma_1|_{t=0} = \sigma_0(x, y), \\
\chi_1|_{t=0} = \chi_0(x, y) - M(x) = \chi_0(x, y).
\end{align*}
\]

Note that the coefficients \( b, c, n, a_i, b_i \) (\( i = 1, 5 \)) stay unchanged because they depend only on \( \sigma_1(t, x, y) \). Below we will drop the index 1 by the unknown functions \( \varphi_1, \sigma_1, \chi_1 \) as well as tildes in the initial data (2.5).

Introducing the notation

\[
\begin{align*}
\Theta_\varphi &= \varphi - \Delta \varphi, \\
\Theta_\sigma &= \sigma - \Delta \sigma, \\
\Theta_\chi &= \chi - \Delta \chi,
\end{align*}
\]

we can compactly write problem (2.2)–(2.5) as follows:

\[
\begin{align*}
\frac{\partial}{\partial t} \Theta_\varphi + \Theta_\varphi &= -F(\varphi, \chi), \\
\frac{\partial}{\partial t} \Theta_\sigma + \Theta_\sigma &= -F(\sigma, \chi, \varphi), \\
\frac{\partial}{\partial t} \Theta_\chi + \Theta_\chi &= -F(\chi, \sigma, \varphi), \\
(x, y) &\in \Omega, t > 0; \\
\varphi &= \sigma = \chi = 0 \text{ on } \Gamma_0; \\
(l, \nabla \varphi) &= (l, \nabla \sigma) = (l, \nabla \chi) = 0 \text{ on } \Gamma_l; \\
\varphi|_{t=0} &= \varphi_0(x, y), \\
\sigma|_{t=0} &= \sigma_0(x, y), \\
\chi|_{t=0} &= \chi_0(x, y).
\end{align*}
\]

Let us recall the definitions of some well-known functional spaces:

\( L_\infty(\Omega) \) is the Banach space of Lebesgue measurable functions \( u(x, y) \) such that

\[
||u||_{L_\infty(\Omega)} = \text{ess sup}_{(x, y) \in \Omega} |u(x, y)| < \infty;
\]

\( H^1(\Omega) \) is the well-known Sobolev space that is the Hilbert space of functions \( u(x, y) \in L_2(\Omega) \) having first-order distributional derivatives and endowed with the norm

\[
||u||_{H^1(\Omega)} = \sqrt{\sum_{0 \leq |\alpha| \leq 1} \int_{\Omega} \left| \frac{\partial^\alpha}{\partial x^\alpha x^\beta} u \right|^2 dx dy};
\]
\( \hat{H}^1(\Omega) \) is the closed subspace of \( H^1(\Omega) \) containing the functions whose trace is zero on the boundary \( \Gamma = \partial \Omega \);

\( H^{-1}(R^2) \) is the space of distributions on \( R^2 \) with the norm

\[
||u||_{H^{-1}(R^2)} = ||(1 + |\xi|^2)^{-1/2} \hat{u}||_{L^2(R^2)}
\]

(2.12)
making it a Hilbert space \( (\hat{u}(\xi_1, \xi_2) \text{ is the Fourier transform of a function } u(x, y)) \).

As is known [23], [24], the dual space to \( H^{-1}(\Omega) \) coincides with \( H^{-1}_\Pi(\Omega) \), which is the subspace of distributions from \( H^{-1}(R^2) \) with supports in \( \overline{\Omega} \), i.e., \( [H^1(\Omega)]^* = H^{-1}_\Pi(\Omega) \).

Nonsmoothness of the boundary \( \Omega \) is not important in our case because any function from \( H^1(\Omega) \) can be continued as a compactly supported function into a domain with a smooth boundary [25]. The space \( H^{-1}_\Pi(\Omega) \) is identified as the closure of the space \( \hat{D}(\Omega) \) in the topology of \( H^{-1}(R^2) \), where \( \hat{D}(\Omega) \) is the space of compactly supported functions on \( \Omega \) continued by zero outside \( \Omega \) (see [23]). The spaces \( H^{-1}(\Omega) = [H^1(\Omega)]^* \) and \( H^{-1}_\Pi(\Omega) \) are connected as follows: \( H^{-1}(\Omega) \) is isomorphic to \( H^{-1}_\Pi(\Omega) / H^{-1}_\Pi(\Omega) \), where \( H^{-1}_\Pi(\Omega) \) is the subspace of distributions from \( H^{-1}_\Pi(\Omega) \) with supports on \( \Gamma = \partial \Omega \), i.e., \( H^{-1}_\Pi(\Omega) \perp H^1_0(\Omega) \) or \( \forall \varphi \in H^1_0(\Omega) \langle f, \varphi \rangle = 0 \), where “\( \langle \cdot , \cdot \rangle \)” denotes the duality brackets. Thus, there is an essential difference between the spaces \( H^{-1}(\Omega) \) and \( H^{-1}_\Pi(\Omega) \).

The space \( H^{1/2}(\Gamma_0) \) is the Hilbert space of traces of functions \( u \in H^1(\Omega) \):

\[
||u||_{H^{1/2}(\Gamma_0)} = \inf \{ ||u||_{H^1(\Omega)} : u|_{\Gamma_0} = v \},
\]

and \( H^{-1/2}(\Gamma_1) \) is the dual space to \( H^{1/2}(\Gamma_1) \) with respect to the scalar product in \( L_2(\Gamma_1) \).

Now consider spaces of continuous functions [26], [27]. A function \( u(x, y) = u(P) \) is called uniformly Hölder continuous of index \( \alpha \) in the domain \( \Omega \) if

\[
[u]_{\alpha; \Omega} = \sup_{P_1, P_2 \in \Omega, P_1 \neq P_2} \frac{|u(P_1) - u(P_2)|}{|P_1 - P_2|^\alpha}, \quad (0 < \alpha \leq 1)
\]
is bounded, where

\[
P_1 = (x_1, y_1), \quad P_2 = (x_2, y_2), \quad |P_1 - P_2|^\alpha = \left\{ (x_1 - x_2)^2 + (y_1 - y_2)^2 \right\}^{\frac{\alpha}{2}}.
\]

It is called locally Hölder continuous of index \( \alpha \) in \( \Omega \) if \( u \) is uniformly continuous of index \( \alpha \) on all compact subsets of the domain \( \Omega \).

A subspace of the Banach space \( C^k(\overline{\Omega}) \) containing functions whose \( k \)th derivatives \( (k \geq 0 \text{ is integer}) \) are uniformly Hölder continuous of index \( \alpha \) in the domain \( \Omega \) is called the Hölder subspace \( C^{k, \alpha}(\overline{\Omega}) \). The Hölder subspace is a Banach space. The norms in the spaces \( C^k(\overline{\Omega}) \) and \( C^{k, \alpha}(\overline{\Omega}) \) are defined as follows:

\[
||u||_{C^k(\overline{\Omega})} = \sum_{|\beta| = 0}^{k} \sup_{\Omega} |D^\beta u(x, y)|, \quad \beta = (\beta_1, \beta_2),
\]

\[
D_\beta = \frac{\partial^{|\beta|}}{\partial x^{\beta_1} \partial y^{\beta_2}}, \quad |\beta| = \beta_1 + \beta_2, \quad \beta_1, \beta_2 \geq 0 \quad \text{are integer},
\]

\[
||u||_{C^{k, \alpha}(\overline{\Omega})} = ||u||_{C^k(\overline{\Omega})} + \sum_{|\beta|=k} |D^\beta u(x, y)|_{\alpha; \Omega}.
\]
The linear space $C^{k,\alpha}(\Omega)$ is the set of functions belonging to $C^{k,\alpha}(\Omega')$ for any compact subset $\Omega' \subset \Omega$.

Let $D$ be a certain Banach space. By $AC([0, T]; D)$ and $C^1([0, T]; D)$ we denote the Banach space of absolutely continuous functions with respect to $t$ with values in $D$ and the Banach space of continuously differentiable functions with respect to $t$ with values in $D$ respectively ($t$-derivatives are understood in a classical sense). The space $L_\infty([0, T]; D)$ is defined analogously.

Let us now return to the statement of problem (2.2)–(2.5) (or (2.6)–(2.9)) and define the following closed subspaces in the space $H^1(\Omega)$:

$$P = \{ u \in H^1(\Omega) | u|_{\Gamma_0} = 0 \},$$

$$N = \{ u \in H^1(\Omega) | u = 0 \text{ on } \Gamma_0, \ (1, \nabla u) = 0 \text{ on } \Gamma_1 \},$$

$$[(1, \nabla u)|_{\Gamma_1} \in H^{-1/2}(\Gamma_1).$$

Following [25], we now give the notions of a strong generalized solution and a weakened solution.

**Definition 1.** A vector function $U = (\varphi, \sigma, \chi)^T$ from $[C^1([0, T], N \cap L_\infty(\Omega))]^3$ satisfying the conditions

$$\langle U' - \Delta U' + U - \Delta U + F, W \rangle = 0 \quad \forall W = (W_1, W_2, W_3)^T \in [N \cap L_\infty(\Omega)]^3, \ \forall t \in [0, T],$$

$$U(0) = (\varphi_0, \sigma_0, \chi_0)^T \in [N \cap L_\infty(\Omega)]^3$$

is called the strong generalized solution of problem (2.2)–(2.5), where

$$F = \left( \begin{array}{c} F(\varphi)(\varphi, \chi) \\ F(\sigma)(\sigma, \chi, \varphi) \\ F(\chi)(\chi, \sigma, \varphi) \end{array} \right),$$

$[C^1([0, T], [N \cap L_\infty(\Omega)])]^3$ and $[N \cap L_\infty(\Omega)]^3$ are Cartesian products of corresponding spaces, and the linear form in (2.13) ("duality brackets") reads

$$\langle U' - \Delta U' + U - \Delta U + F, W \rangle = \langle \varphi' - \Delta \varphi' + \varphi - \Delta \varphi + F(\varphi)(\varphi, \chi), W_1 \rangle + \langle \sigma' - \Delta \sigma' + \sigma - \Delta \sigma + F(\sigma)(\sigma, \chi, \varphi), W_2 \rangle + \langle \chi' - \Delta \chi' + \chi - \Delta \chi + F(\chi)(\chi, \sigma, \varphi), W_3 \rangle$$

(in the right-hand side the duality brackets are already used for scalar functions).

**Remark 2.1.** In our case expression (2.13) allows us to use a formula of integration by parts, if $W \in [P \cap L_\infty(\Omega)]^3$. In monograph [26] a generalized solution is found from $H^1(\Omega)$ for the second-order equation, when boundary conditions includes first-order derivatives. The case of the high-order equation is studied in the classical monograph [29]. Also in this monograph is studied a question, in what meaning can we understand the boundary conditions (2.3), (2.4).

**Remark 2.2.** As is known [26], for planar strictly Lipshitz domains $\Omega$ (as in our case) the spaces

$$H^1(\Omega) = H^1(\Omega) \cap L_m(\Omega)$$
and $H^1(\Omega)$ coincide ($L_p(\Omega)$ is the Lebesgue space and $\bar{m} \geq 1$ is an arbitrary number). Therefore, the condition $U \in [C^1([0, T], N \cap L_\infty(\Omega))]^3$ is close to a natural condition $U \in [C^1([0, T], N)]^3$.

We define $\tilde{C}^1(\Omega) = \{u \in C^1(\Omega) \mid u = 0$ on $\Gamma_0, \frac{\partial u}{\partial n} = 0$ on $\Gamma_1\}$, which is a closed subspace in $C^1(\Omega)$.

**Definition 2.** A strong generalized solution $U = (\varphi, \sigma, \chi)^T$ of problem (2.2)–(2.5) from $[C^1([0, T], \tilde{C}^1(\Omega))]^3$ is called the weakened solution of this problem.

We are now in a position to state the following local-in-time existence theorem in the class of weakened solutions.

**Theorem 1.** For any initial data $U(0) \in \tilde{C}^1(\Omega)^3$ there is a maximal time $T_0 > 0$ such that for all $t < T_0$ there exists a unique weakened solution of problem (2.2)–(2.5). Moreover, either $T_0 = +\infty$ or $T_0 < +\infty$ and in the last case,

$$\limsup_{t \uparrow T_0} \sup_{(x,y) \in \Omega} ||\nabla_{x,y} U|| = +\infty.$$

This result can be strengthened under additional assumptions on the problem’s data.

**Theorem 2.** Let the quantities $||\tilde{\delta}||_{L_\infty(\Omega)} = ||\rho - 1||_{L_\infty(\Omega)}, ||U(0)||_{\tilde{C}^1(\Omega)^3}, \tilde{G}, \tilde{B}$ and $\ln \bar{N}_g$ be small enough and $U(0) \in [H^2(\Omega)]^3$. Then the weakened solution of problem (2.2)–(2.5) exists for all $t \geq 0$.

**Theorem 3.** Let all the assumptions of Theorem 2 be satisfied. Then all the weakened solutions of problem (2.2)–(2.5) converge to the stationary solution $U^*(x,y)$ of this problem as time tends to infinity, i.e.,

$$||U(t, x, y) - U^*(x, y)||_{\tilde{C}^1(\Omega)^3} \to 0 \text{ as } t \to \infty.$$

**Remark 2.3.** The degree of smallness of the quantities $||\tilde{\delta}||_{L_\infty(\Omega)}, ||U(0)||_{\tilde{C}^1(\Omega)^3}, \tilde{G}, \tilde{B}$ and $\ln \bar{N}_g$ will be found during the proof of Theorems 2 and 3. The main requirement for these quantities is the validity of inequality (4.30) below.

3. **The proof of Theorem 1.** Let us first modify a little bit the statement of problem (2.2)–(2.5) keeping the previous notation and assuming that the function $\rho(x,y)$ is not piecewise constant but belongs to $C^1(\Omega)$.

Consider the following matrix differential operator $A$:

$$A = \begin{pmatrix} -\Delta + I & 0 & 0 \\ 0 & -\Delta + I & 0 \\ 0 & 0 & -\Delta + I \end{pmatrix} : N^3 \to [H^{-1}_I(R^2)]^3,$$

where $I$ is the identity operator. Then

$$\langle AU_1 - AU_2, U_1 - U_2 \rangle = \sum_{i=1}^{3} ||\nabla u_i^{(1)} - \nabla u_i^{(2)}||_{L_2(\Omega)}^2 + ||U_1 - U_2||_{L_2(\Omega)}^2 \geq ||U_1 - U_2||_{H^1(\Omega)}^2,$$
and $U_k = (u_1^{(k)}, u_2^{(k)}, u_3^{(k)})$, $k = 1, 2$. It follows from inequality (3.2) that
\[
||A^{-1} Z_1 - A^{-1} Z_2||_{N^3} \leq ||Z_1 - Z_2||_{H_{c1}(R^2)}^3,
\]
(3.3)

Hence, $A$ has an inverse operator that is Lipshitz continuous and the Lipschitz constant is equal to unity.

Taking into account the definition of the strong generalized solution (see Definition 1), problem (2.6)–(2.9) can be rewritten in the compact form
\[
AU' + AU = -F,
\]
(3.4)
\[
U(0) = (\varphi_0, \sigma_0, \chi_0)^T \in [N \cap L_{\infty}(\Omega)]^3.
\]
(3.6)

We seek a solution of problem (3.5)–(3.6) in the class $C^1([0, T]; C^1(\Omega))$.

We prove that the operator $A^{-1}$ is an “integral” operator. For this purpose we use some results obtained for the following scalar problem [29]:
\[
\Delta \varphi = f(x, y), \ (x, y) \in \Omega;
\]
(3.7)
\[
\varphi|_{\Gamma_0} = 0; \quad (3.8)
\]
\[
(1, \nabla \varphi) = 0 \text{ on } \Gamma_1. \quad (3.9)
\]

**Theorem** (29). Let the function $f(x, y) \in C^\alpha(\Omega)$ be bounded on $\Omega$, i.e.,
\[
\sup_{\Omega} |f(x, y)| \leq M < \infty.
\]

Then the boundary value problem (3.7)–(3.9) has the unique solution $\varphi(x, y) \in C^{2, \alpha}(\Omega) \cap C^{1, \alpha}(\overline{\Omega})$, which can be represented in the form
\[
\varphi(x, y) = \frac{1}{2\pi} \int_{\Omega} f(\xi, \eta) \ln |z - \xi| d\eta + \Re \int_{\frac{2a+iy}{m}}^{\frac{2a+iy}{m}} r(\zeta) d\zeta
\]
(3.10)
\[
- \frac{1}{4\pi} \int_{\Omega} f(\xi, \eta) \ln(\xi^2 + (2a - \eta)^2) d\xi d\eta, \ z = x + iy, \ \zeta = \xi + i\eta,
\]
where the elliptic Jacobi function $sn(\omega, m)$ is the inverse function to an elliptic integral of the first kind [29], $r(\zeta)$ is the Cauchy integral defined in [29], and $k, m, a$ are certain parameters. Solution (3.10) satisfies the a priori estimate
\[
||\varphi||_{C^{1, \alpha}(\overline{\Omega})} \leq C \sup_{\Omega} |f(x, y)|, \ 0 < \alpha < 1 \quad (3.11)
\]
and the constant $C > 0$ is finally determined by the constant $\alpha$. 
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Remark 3.1. In the theorem above it is assumed that the domain $\Omega$ is a rectangle: $\Omega\{(x,y)|0 < x < 6a, 0 < y < 2a\}$. In our case $a = \frac{1}{6}$.

Consider now the following model problem for problem (2.2)–(2.5). We seek for a solution of the scalar equation
\[-\Delta u + u = f(x,y), \quad (x,y) \in \Omega\] (3.12)
satisfying the mixed boundary conditions
\[
\begin{align*}
  u|_{\Gamma_0} &= 0, \quad (3.13) \\
  (1, \nabla u) &= 0 \text{ on } \Gamma_1. \quad (3.14)
\end{align*}
\]
Let $f \in L_2(\Omega)$. A function $u \in N$ will be called the generalized solution of problem (3.12)–(3.14) if the following integral identity holds for any function $v \in N$:
\[
\int_{\Omega} (\nabla u, \nabla v)dx dy + \int_{\Omega} uv dx dy = \int_{\Omega} f v dx dy. \quad (3.15)
\]
There are no other conditions to be satisfied by $u$.

Using the well-known Friedrichs inequality \cite{26, 31}
\[
||u||_{L_2(\Omega)} \leq C||\nabla u||_{L_2(\Omega)} \quad (3.16)
\]
with a constant $C > 0$ and standard arguments connected with the introduction of an equivalent norm and the Riesz representation theorem \cite{26, 32}, we conclude that finding a generalized solution of problem (3.12)–(3.14) is equivalent to solving the following second-kind Fredholm equation:
\[
u + Lu = Lf, \quad u \in N, \quad (3.17)
\]
where $L$ is a completely continuous operator.

On the other hand, we assume that $f \in C(\overline{\Omega})$ (if the assumptions of the theorem are fulfilled, then the right-hand parts of system (2.2) (or (2.6)) indeed belong to this class).

Since the subspace $H^1(\Omega)$ is embedded into $L^q(\Omega)$ for $q \in (2, \infty)$ (see \cite{28}), the function $u(x,y)$ defined in (3.10) belongs to $C^{1,\alpha}(\Omega), \quad q = \frac{2}{1-\alpha}, \quad 0 < \alpha < 1$ (see \cite{27}), and estimate (3.11) takes place. Thus, in this case, equation (3.12) is equivalent to the integral Fredholm equation in the space $C^{1,\alpha}(\Omega)$ (see \cite{27} also):
\[
u - \tilde{\Delta}^{(-1)}u = -\tilde{\Delta}^{(-1)}f, \quad (3.18)
\]
and the operator $\tilde{\Delta}^{(-1)}$ is defined by formula (3.10).

Let us now improve the Friedrichs inequality (3.16) in our case.

**Lemma.** For $u \in H^1(\Omega)$ with $u|_{\Gamma_0} = 0$ the following inequality holds:
\[
||u||_{L_2(\Omega)} \leq \frac{\sqrt{13}}{6\sqrt{2}}||\nabla u||_{L_2(\Omega)}. \quad (3.19)
\]

**Proof.** Let $u \in C^1(\overline{\Omega})$ and $u|_{\Gamma_0} = 0$. Then
\[
u(x,y) = \int_{\frac{1}{2}, y}^{(x,y)} \frac{\partial u}{\partial x} dx + \int_{\frac{1}{2}, y}^{(x,y)} \frac{\partial u}{\partial y} dy. \quad (3.20)
\]
Using the Young inequality, one gets
\[
\int_{\Omega} |u(x,y)|^2 \, dx \, dy \leq \max\{ \frac{1}{8} (1 + \varepsilon), \frac{1}{18} (1 + \frac{1}{\varepsilon}) \} \int_{\Omega} ||\nabla u||^2 \, dx \, dy.
\]
For \(\varepsilon = \frac{4}{9}\) the coefficient in the right-hand part of the last inequality has the minimal value \(\frac{13}{72}\). Then
\[
||u||_{L^2(\Omega)} \leq \sqrt{\frac{13}{6\sqrt{2}}} ||\nabla u||_{L^2(\Omega)}.
\]
Since the subspace \(C^1(\Omega)\) with the additional condition \(u|_{\Gamma_0} = 0\) is dense in the subspace \(\{ u \in H^1(\Omega) | u|_{\Gamma_0} = 0 \}\), we deduce the desired estimate (3.19). \(\Box\)

Remark 3.2. In the present work we do not want to find the minimal eigenvalue of the operator \(\Delta\) for the domain of definition described above with a highest possible accuracy. This is a separate problem.

Then, the solution of the Fredholm equation (3.18) in the space \(C^{1,\alpha}(\Omega)\) is represented by the regularly convergent Neumann series
\[
u = - \sum_{k=1}^{n} \Delta^{-1} f,
\]
and the a priori estimate
\[
||u||_{C^{1,\alpha}(\Omega)} \leq \widetilde{C} \sup_{\Omega} |f(x,y)|, \quad \widetilde{C} > 0
\]
holds.

Thus, the operator \(A^{-1}\) is indeed “integral” in the sense that its diagonal elements are decomposed into convergent power series of the integral operator staying in the right-hand part of representation (3.21). Returning to (3.5), we can say that the generalized Green matrix has been found. It is the kernel of the integral representation of the operator \(A^{-1}\).

Continuing the proof of the theorem, we rewrite problem (3.5), (3.6) as
\[
U(t, x, y) = e^{-t} U(0) - \int_0^t e^{-(t-\xi)} A^{-1}(F) d\xi \equiv H(U).
\]
To prove the local-in-time existence of solutions of equation (3.23) in the space \([L_\infty([0,T]; \widetilde{C}^1(\Omega))]^3\) we use the fixed-point argument [28]. For this purpose we consider a convex bounded subset in this space:
\[
B_R = \{ U \in [L_\infty([0,T]; \widetilde{C}^1(\Omega))]^3 \mid ||U||_T = \text{ess sup}_{t \in (0,T)} \sup_{(x,y) \in \Omega} \left( \sum_{i=1}^{3} ||\nabla u_i||^2 \right)^{1/2} \leq R \}.
\]
Introduce the notation
\[
|U| = \sup_{(x,y) \in \Omega} \left( \sum_{i=1}^{3} ||\nabla u_i||^2 \right)^{1/2}.
\]
We prove that the operator $H(U)$ defined in (3.23) acts from $B_R$ to $B_R$ and is a contraction mapping on the above set. Indeed, using the formula $\sigma = \frac{2}{3} E - 1$, the a priori estimate (3.11), and representation (3.20), we get the estimate

$$||H(U)||_T \leq |U(0)| + T\mu(R)||U||_T + T \cdot |K|,$$  

(3.24)

which guarantees that our vector function falls into the set $B_R$ for a suitable choice of initial data $U(0)$ and a sufficiently short time $T$. Here $K(x, y)$ is the vector of right-hand parts:

$$K = A^{-1} \begin{pmatrix} \beta (\rho - \varepsilon^{M(x)}) + Z''(x) \\ 0 \\ M''(x) \end{pmatrix}.$$  

In (3.24), $\mu(R)$ is a positive function.

It follows from (3.23) and the well-known Hadamard lemma \[33\] that

$$||H(U_1) - H(U_2)||_T \leq T \cdot \mu_1(R)||\tilde{U}_1 - \tilde{U}_2||_T, \quad \tilde{U}_1, \tilde{U}_2 \in B_R.$$  

(3.25)

Hence, for $T \cdot \mu(R) < 1$ the operator $H(U)$ is a contraction mapping on $B_R$ \[33\]. Thus, equation (3.23) has a unique solution for sufficiently short times $t$.

Using a standard algorithm of continuation of solutions along the time axis (continuation principle), we obtain the existence of such a maximal time $T_0 > 0$ that the solution from $[L^\infty([0, T]; \tilde{C}_1^1(\Omega))]^3$ is unique for any $T \in (0, T_0)$ and either $T_0 = +\infty$ or $T_0 < +\infty$, and in the last case,

$$\limsup_{t \uparrow T_0} |U| = +\infty.$$

The properties of smoothing of the operator $H(U)$ allow one to conclude that the vector function

$$U(t, x, y) \in [C^1([0, T]; \tilde{C}^1(\Omega))]^3, \quad T < T_0 \quad \text{because}$$

$$H(U) : \quad [L^\infty([0, T]; \tilde{C}^1(\Omega))]^3 \rightarrow [AC([0, T]; \tilde{C}^1(\Omega))]^3,$$

$$H(U) : \quad [AC([0, T]; \tilde{C}^1(\Omega))]^3 \rightarrow [C^1([0, T]; \tilde{C}^1(\Omega))]^3.$$  

Clearly, the resulting vector function $U$ is a weakened solution of problem (2.2)–(2.5).

We complete the proof of the theorem by noting that the function defined in (3.10) still belongs to the space $C^{1, \alpha}(\Omega)$ (see \[27\]) also in the case when $f(x, y) \in L_\infty(\Omega)$ but not only if $f \in C^m(\Omega)$ and $\sup_{(x, y) \in \Omega} |f(x, y)| \leq M$ (as in Theorem \[29\]) or $f \in C(\Omega)$ (as was assumed up to this point). However, we have to replace inequality (3.11) by

$$||\varphi||_{C^{1, \alpha}(\Omega)} \leq C ||f||_{L_\infty(\Omega)}.$$  

4. The proof of Theorems 2 and 3. In this section, using the local-in-time existence of a weakened solution of problem (2.2)–(2.5) shown in Sect. 3, we prove that this solution exists for all $t \geq 0$ if the problem’s data satisfy the following assumptions: the doping density $\rho(x, y)$ is close to unity in the $L_\infty(\Omega)$ norm, the initial data $U(0)$ are small in the norm $[\tilde{C}_1^1(\Omega)]^3$, the absolute values of the constants $\tilde{G}, \tilde{B}$ and $\ln \tilde{N}_\theta$ are small enough, and $U(0) \in [H^2(\Omega)]^3$. Moreover, under these conditions we prove Theorem 3; i.e., we rigorously justify the stabilization method \[35\] for problem (2.2)–(2.5).
As in Sect. 3, we first assume that the function \( \rho(x, y) \) is not piecewise constant but belongs to \( C^1(\Omega) \). Together with problem (2.2)–(2.5) (or (2.6)–(2.9)) we also consider the following problem obtained from (1.14)–(1.17) by the change of variables (2.1):

\[
\frac{\partial}{\partial t}(\varphi - \Delta \varphi) = \Delta \varphi - \beta e^{M(x)}(e^\chi - 1) + \beta(\rho - e^{M(x)}) + Z''(x), \tag{4.1}
\]

\[
\frac{\partial}{\partial t}(\sigma - \Delta \sigma) = \Delta \sigma - a_1|\nabla \sigma|^2 - a_2(\nabla \sigma, \nabla \chi) - a_2\sigma_x M' - a_3(\nabla \sigma, \nabla \varphi) - a_3\sigma_x Z' - a_4(\nabla \chi, \nabla \varphi) - a_4\chi_x Z' - a_4\varphi_x M' - a_4 Z'M' - a_5|\nabla \varphi|^2 - 2a_5\varphi x Z' - a_5(Z')^2 - bcs, \tag{4.2}
\]

\[
\frac{\partial}{\partial t}(\chi - \Delta \chi) = \Delta \chi + |\nabla \chi|^2 + 2\chi_x M' + (M')^2 - b_1|\nabla \sigma|^2 - b_2(\nabla \sigma, \nabla \chi) - b_2\sigma_x M' - b_3(\nabla \sigma, \nabla \varphi) - b_3\sigma_x Z' - b_4(\nabla \chi, \nabla \varphi) - b_4\chi_x Z' - b_4\varphi_x M' - b_4 M' Z' - b_5|\nabla \varphi|^2 - 2b_5\varphi_x Z' - b_5(Z')^2 - \frac{\beta}{1 + \sigma}e^{M(x)}(e^\chi - 1) - \frac{\beta}{1 + \sigma}(e^{M(x)} - \rho) - ncs + M'';
\]

\[
\varphi = \sigma = \chi = 0 \text{ on } \Gamma_0; \tag{4.3}
\]

\[
(1, \nabla \varphi) = (1, \nabla \sigma) = (1, \nabla \chi) = 0 \text{ on } \Gamma_1; \tag{4.4}
\]

The main idea of the proof of Theorem 2 is the derivation of a special differential inequality for the energy integral for system (2.2) [33].

We multiply the first equation of system (4.1) by \( 2\varphi \), the second one by \( 2\sigma \), and the third one by \( 2\chi \). Likewise, we multiply the first equation of (2.6) by \( 2\theta_x \), the second one by \( 2\theta_y \), and the third one by \( 2\theta_x \) respectively. After simple algebra we obtain

\[
\frac{\partial}{\partial t}(\varphi^2 + |\nabla \varphi|^2) - 2\text{div}(\varphi \nabla \varphi_t) - 2\text{div}(\varphi \nabla \varphi) + 2|\nabla \varphi|^2 = 2\varphi \beta e^{M(x)}(e^\chi - 1) + 2\varphi \beta(\rho - e^{M(x)}) + 2\varphi Z''; \tag{4.5}
\]

\[
\frac{\partial}{\partial t}(\sigma^2 + |\nabla \sigma|^2) - 2\text{div}(\sigma \nabla \sigma_t) - 2\text{div}(\sigma \nabla \sigma) + 2|\nabla \sigma|^2 + 2bcs = 2\sigma \{-a_1|\nabla \sigma|^2 - a_2(\nabla \sigma, \nabla \chi) - a_2\sigma_x Z' - a_3(\nabla \sigma, \nabla \varphi) - a_3\sigma_x M' - a_4(\nabla \chi, \nabla \varphi) - a_4\chi_x Z' - a_4\varphi_x M' - a_4 M' Z' - a_5|\nabla \varphi|^2 - 2a_5\varphi_x Z' - a_5(Z')^2\}; \tag{4.6}
\]

\[
\frac{\partial}{\partial t}(\chi^2 + |\nabla \chi|^2) - 2\text{div}(\chi \nabla \chi_t) - 2\text{div}(\chi \nabla \chi) + 2|\nabla \chi|^2 + 2nc\chi \sigma + \frac{2\beta}{1 + \sigma}e^{M(x)}(e^\chi - 1)\chi = 2\chi \{-|\nabla \chi|^2 + 2\chi_x M' + (M')^2 - b_1|\nabla \sigma|^2 - b_2(\nabla \sigma, \nabla \chi) - b_2\sigma_x M' - b_3(\nabla \sigma, \nabla \varphi) - b_3\sigma_x Z' - b_4(\nabla \chi, \nabla \varphi)\}. \tag{4.7}
\]
respectively and sum the results. Then we get the following differential identity:

\[-b_4 \chi_e Z' - b_4 \varphi_x M' - b_4 M' Z' - b_5 |\nabla \varphi|^2 - 2b_5 \varphi_x Z' - b_5 (Z')^2 - \frac{\beta}{1 + \sigma} (e^{M(x)} - \rho) + M'\]

\[\frac{\partial}{\partial t} (\theta_\varphi)^2 + 2(\theta_\sigma)^2 - 2\theta_\varphi \varphi = 2\theta_\varphi \beta e^{M(x)} (1 - e^\chi) + 2\theta_\varphi \beta (\rho - e^{M(x)}) \tag{4.8}\]

\[
\begin{align*}
\frac{\partial}{\partial t} (\theta_\sigma)^2 + 2(\theta_\sigma)^2 - 2\theta_\sigma \sigma + 2b e \theta_\sigma \sigma &= -2\theta_\sigma (a_1 |\nabla \sigma|^2) \\
+ a_2 (\nabla \sigma, \nabla \chi) + a_3 (\nabla \sigma, \nabla \varphi) + a_3 \sigma_x M' + a_4 (\nabla \chi, \nabla \varphi) + a_4 \chi Z' + a_4 \varphi_x M' + a_4 M' Z' - a_5 |\nabla \varphi|^2 + 2a_5 \varphi_x Z' + a_5 (Z')^2; \\
\frac{\partial}{\partial t} (\theta_\chi)^2 + 2(\theta_\chi)^2 - 2\theta_\chi \chi + 2nc \theta_\chi \sigma + \frac{2\beta \theta_\chi}{1 + \sigma} e^{M(x)} (e^\chi - 1) \tag{4.10}
\end{align*}
\]

Taking into account the boundary conditions (4.2), (4.3), we integrate (4.5)–(4.10) over the rectangle \(\Omega\). We multiply the obtained equalities by the constants \(\alpha_1, \alpha_2, \ldots, \alpha_6\) respectively and sum the results. Then we get the following differential identity:

\[
\frac{d}{dt} \Phi(t) + \Phi_1(t) = \Phi_2(t) + \Phi_3(t), \tag{4.11}
\]

where

\[
\Phi(t) = \int_{\Omega} \left\{ \alpha_1 (\varphi^2 + |\nabla \varphi|^2) + \alpha_2 (\sigma^2 + |\nabla \sigma|^2) + \alpha_3 (\chi^2 + |\nabla \chi|^2) \right\} dxdy;
\]

\[
\Phi_1(t) = 2 \int_{\Omega} \left\{ \alpha_1 |\nabla \varphi|^2 + \alpha_2 |\nabla \sigma|^2 + \alpha_3 \nabla \chi^2 + \alpha_3 n c \chi \sigma \right\} dxdy;
\]

\[
\Phi_2(t) = 2 \int_{\Omega} \left\{ \alpha_1 \beta \varphi e^{M(x)} (e^\chi - 1) + \alpha_4 (\theta_\varphi)^2 - 2\alpha_4 \theta_\varphi \varphi + \alpha_5 (\theta_\sigma)^2 - 2\alpha_5 \theta_\sigma \sigma + \alpha_5 b e \theta_\sigma \sigma \\
+ \alpha_6 (\theta_\chi)^2 - 2\alpha_6 \theta_\chi \chi + \alpha_6 n c \theta_\chi \sigma \right\} dxdy;
\]

\[
\Phi_3(t) = 2 \int_{\Omega} \left\{ \alpha_1 \beta \varphi e^{M(x)} (1 - e^\chi) + \alpha_1 \varphi (\beta (\rho - e^{M(x)}) + Z'') \right\} dxdy.
\]
and in (4.14) we use the following notation:

\[
\begin{align*}
K^{(1)}(\sigma, x) &= -\alpha_2(a_2 M' + a_3 Z'), \\
P^{(1)}(\sigma, x) &= -\alpha_2(a_4 M' + 2a_5 Z'), \\
L^{(1)}(\sigma, x) &= \alpha_3(2M' - b_4 Z'), \\
G^{(1)}(\sigma, x) &= -\alpha_3(b_2 M' + 2b_3 Z'), \\
F^{(1)}(\sigma, x) &= -\alpha_3(b_4 M' + 2b_5 Z'), \\
E^{(1)}(\sigma, x) &= -\alpha_2(a_4 M' Z' + a_5(Z')^2), \\
H^{(1)}(\sigma, x) &= -\alpha_3(b_4 M' Z' + b_5(Z')^2 + \frac{\beta}{1+\sigma}(e^{M(x)} - \rho) - M'' - (M')^2), \\
K^{(2)}(\sigma, x) &= -\alpha_5 M'(a_2 + a_3), \\
P^{(2)}(\sigma, x) &= -\alpha_5(a_4 M' + 2a_5 Z'), \\
L^{(2)}(\sigma, x) &= \alpha_6(2M' - b_4 Z'), \\
G^{(2)}(\sigma, x) &= -\alpha_6(b_2 M' + b_3 Z'), \\
F^{(2)}(\sigma, x) &= -\alpha_6(b_4 M' + 2b_5 Z'), \\
H^{(2)}(\sigma, x) &= \alpha_4(\beta e^{M(x)}(1 - e^\chi) + \beta(\rho - e^{M(x)}) + Z''), \\
H^{(3)}(\sigma, x) &= -\alpha_5(a_4 M' Z' + a_5(Z')^2), \\
H^{(4)}(\sigma, x) &= -\alpha_6(-M')^2 + b_4 M' Z' + b_5(Z')^2 + \frac{\beta}{1+\sigma}(e^{M(x)} - \rho) + M''), \\
\Phi_3(t) &= -2 \int_{\Omega} \left[ (\alpha_2 \sigma + \alpha_5 \theta_{\sigma}) (a_1 |\nabla \sigma|^2 + a_2 (\nabla \sigma, \nabla \chi) + a_3 (\nabla \sigma, \nabla \phi) + a_4 (\nabla \chi, \nabla \phi) + a_5 |\nabla \varphi|^2) + (\alpha_3 \chi + \alpha_6 \theta_{\chi} (-|\nabla \chi|^2 + b_1 |\nabla \sigma|^2 + b_2 (\nabla \sigma, \nabla \chi) + b_3 (\nabla \sigma, \nabla \phi) + b_4 (\nabla \chi, \nabla \phi) + b_5 |\nabla \varphi|^2) \right] dxdy.
\end{align*}
\]

It follows from Theorem 1 that if the initial data \( U(0) \) belong to \( \overline{C^2(\Omega)} \), then we can choose such a \( T_* > 0 \) that for \( 0 \leq t \leq T_* \) there exists a weakened solution of problem (2.2)–(2.5) and, therefore, we can define the constant

\[
M_* = \max_{t \in [0,T_*]} \max_{x \in \overline{\Omega}} ||\sigma(t)||_{C^2(\Omega)}, \max_{t \in [0,T_*]} ||\chi(t)||_{C^2(\Omega)}.
\]

We first consider the limit case of inequality (4.11) when \( \rho(x, y) \equiv 1, M(x) = Z(x) \equiv 0. \) Then the integrals \( \Phi(t) \) and \( \Phi_3(t) \) stay the same, but the integrals \( \Phi_1(t) \) and \( \Phi_2(t) \)
become simpler:
\[
\Phi_1(t) = 2 \int_{\Omega} \left\{ \alpha_1 |\nabla \varphi|^2 + \alpha_2 |\nabla \sigma|^2 + \alpha_2 \beta \varphi^2 + \alpha_3 |\nabla \chi|^2 \right\} dx dy + \alpha_3 n \alpha \chi + \alpha_3 \beta \chi \frac{e^\chi - 1}{1 + \sigma} \left( e^\chi - 1 \right) dx dy. 
\]

Using the Friedrichs inequality (3.19), the Young inequality
\[
ab_{b} \leq \frac{1}{4\varepsilon} a^2 + \varepsilon b^2; \quad a, b \in R, \quad \varepsilon > 0,
\]
and the evident inequality
\[
|e^\chi - 1| \leq |\chi| e^{|\chi|}
\]
as in [36], we obtain the estimate
\[
\Phi_1(t) - \Phi_2(t) \geq \int_{\Omega} \left\{ \alpha_1 |\nabla \varphi|^2 + \alpha_2 |\nabla \sigma|^2 + \alpha_3 |\nabla \chi|^2 \right\} dx dy + 2(Y, AZ) \geq M_1 \Phi(t),
\]
where the vector \( Y \) and the matrix \( A \) are the following:
\[
Y = (\varphi, \sigma, \chi, \theta, \phi, \theta, \phi)^T, \quad A = \begin{pmatrix}
\alpha_1 (1 - \beta \varepsilon) & 0 & 0 & 0 & 0 & 0 \\
0 & \alpha_2 (1 + bc) & \frac{1}{2} \alpha_3 n c & 0 & -\frac{1}{2} \alpha_4 (1 - bc) & \frac{1}{2} \alpha_6 n c \\
0 & \frac{1}{2} \alpha_3 n c & A & 0 & 0 & -\frac{1}{2} \alpha_6 \\
-\frac{1}{2} \alpha_4 & 0 & 0 & \alpha_4 (1 - \beta \varepsilon) & 0 & 0 \\
0 & -\frac{1}{2} \alpha_5 (1 - bc) & 0 & 0 & \alpha_5 & 0 \\
0 & \frac{1}{2} \alpha_6 n c & -\frac{1}{2} \alpha_6 & 0 & 0 & \alpha_6 (1 - \frac{\beta \varepsilon}{1 - M_*})
\end{pmatrix},
\]
\[
A = \alpha_3 (\alpha_1 + \alpha_4 + \frac{\alpha_6}{1 - M_*}) e^{2 M_* - \frac{1}{2} \varepsilon} \beta, \quad \text{and} \quad M_1 \text{ and } \varepsilon \text{ are positive constants.}
\]

Choosing the constants \( \alpha_1, \ldots, \alpha_6 \) as \( \alpha_1 = \alpha_4 = \alpha_6 = \varepsilon^2, \alpha_3 = 1, \alpha_5 = \varepsilon, \alpha_2 = \frac{1}{\varepsilon} (\varepsilon \text{ is small enough}), \) we can guarantee the fulfillment of inequality (4.20) (in this case the matrix \( A > 0 \) because for small \( \sigma \) we have \( b(\sigma)c(\sigma) > 0 \) [20]). The constant \( M_1 \) actually depends on \( M_* \) and \( \varepsilon \).

For estimating the integral \( \Phi_3(t) \) we use the Gagliardo-Nirenberg inequality [37]
\[
||\nabla u||^2_{L_4(\Omega)} \leq C(\Omega)||u||_{L_\infty(\Omega)}||u||_{H^1(\Omega)},
\]
the Sobolev inequality [38]
\[
||u||_{C(\overline{\Omega})} \leq M_b ||u||_{H_2(\Omega)},
\]
where \( M_b \) is the best embedding constant, and the Young inequality (4.19) mentioned above.
Then, for example, the following inequalities hold:

$$\left| \int_{\Omega} a_1 \sigma |\nabla \sigma|^2 \, dx \, dy \right| \leq M_{a_1} \max_{(x,y) \in \Omega} |\sigma(t, x, y)| \int_{\Omega} |\nabla \sigma|^2 \, dx \, dy$$

$$\leq M_{a_1} \tilde{M}_b \Phi(t)^2,$$

where the constant $M_{a_1}$ estimates the function $a_1(\sigma)$ for $0 \leq |\sigma| \leq M_*$, the constant $\tilde{M}_b$ is connected with the embedding constant $M_b$ and the integral $\Phi(t)$, i.e., it depends on $\varepsilon$;

$$\left| \int_{\Omega} a_2 \sigma(\nabla \sigma, \nabla \chi)^2 \, dx \, dy \right| \leq M_{a_2} \max_{(x,y) \in \Omega} |\sigma(t, x, y)|$$

$$\cdot \left( \int_{\Omega} |\nabla \sigma|^2 \, dx \, dy + \int_{\Omega} |\nabla \chi|^2 \, dx \, dy \right) \leq M_{a_2} \tilde{M}_c \Phi(t)^{2.5}.$$

At last,

$$\left| \int_{\Omega} a_1 \theta_2 |\nabla \sigma|^2 \, dx \, dy \right| \leq M_{a_1} \left( \int_{\Omega} |\theta_2|^2 \, dx \, dy \right)^{1/2} \left( \int_{\Omega} |\nabla \sigma|^4 \, dx \, dy \right)^{1/2}$$

$$\leq M_{a_1} \tilde{M}_d \Phi(t)^{2.5}.$$

(4.23)

Taking into account inequalities (4.21)–(4.23), we derive the desired estimate

$$|\Phi_2(t)| \leq M_2 \Phi(t)^{2.5},$$

(4.24)

where the constant $M_2$ depends on $M_*, \varepsilon, C(\Omega)$ and the embedding constant $M_b$ (we recall that the constants $C(\Omega)$ and $M_b$ appear in the Gagliardo-Nirenberg and Sobolev inequalities).

With the reference to (4.20) and (4.24), from inequality (4.11) we obtain the differential inequality

$$\frac{d}{dt} \Phi(t) + M_1 \Phi(t) \leq M_2 \Phi(t)^{2.5}.$$

(4.25)

Remark 4.1. In the present work we do not want to find an optimal value of $\varepsilon$ (for a fixed $M_*$), i.e., such a number that $M_1$ is maximal and vice versa the constant $M_2$ is minimal. This is a separate problem.

It is clear that if the function $\rho(x, y)$ is close to unity and the constants $\tilde{G}, \tilde{B}$ and $\ln \tilde{N}_g$ are small in the sense described in the beginning of this section, then, in view of (4.15), instead of inequality (4.25) we can get the relation

$$\frac{d}{dt} \Phi(t) + \tilde{M}_1 \Phi(t) \leq M_2 \Phi(t)^{2.5} + K \Phi(t)^{2.5},$$

(4.26)

where the positive constants $\tilde{M}_1$ and $K$ depend on the constants $\tilde{G}, \tilde{B}$, $\ln \tilde{N}_g$, $\varepsilon, M_*$ and the function $\rho(x, y)$.

Remark 4.2. While deriving estimate (4.26) we assumed that each component of the unknown function $U(t, x, y)$ ($\varphi(t, x, y)$, $\sigma(t, x, y)$ and $\chi(t, x, y)$) belongs to the space $C^1([0, T], H^2(\Omega))$. This can be guaranteed by a suitable choice of the initial data. Indeed, let $U(0) \in [C^{1, \alpha}(\Omega)]^3$ (relations (2.3), (2.4) are satisfied as well). Then, in view of (3.23) and Theorem 25 formulated in Sect. 3, $U(0) \in [C^{1, \alpha}(\Omega)]^3$ (as is noted in [25], this result is true under the more general assumption that $f \in L_\infty(\Omega)$). Moreover, $\alpha$ should satisfy
only the requirement $0 < \alpha < 1$. Assume that $U(0) \in [H^2(\Omega)]^3$. In this case, using (3.23), (3.10) and the well-known Calderon-Zygmund inequality $\sup$ (here we use it for estimating in $H^2(\Omega)$ the potential of area, i.e., the first term in (3.10)), we obtain that $U(t, x, y) \in [C^1([0, T], H^2(\Omega))]^3$.

Let us analyze the behavior of the solutions of the equation
\[
\frac{dy}{dt} = M_2 y^\frac{3}{2} - \tilde{M}_1 y + K y^\frac{1}{2}
\]
(4.27)
in the neighborhood of the constant solutions
\[
y(t) \equiv 0,
\]
\[
y(t) \equiv \Phi_\ast = \frac{1}{2M_2} (\tilde{M}_1 - \sqrt{\tilde{M}_1^2 - 4M_2K}),
\]
\[
y(t) \equiv \Phi^\ast = \frac{1}{2M_2} (\tilde{M}_1 + \sqrt{\tilde{M}_1^2 - 4M_2K}).
\]
(4.28)

It is clear that for $0 \leq y(t) < \Phi_\ast$ the remaining solutions of equation (4.27) (which can be found from the initial data in an explicit form) behave qualitatively as the time $t$ increases as is shown in Figure 3.

We note that if the initial data $y(0)$ lies between $\Phi_\ast$ and $\Phi^\ast$ ($\Phi_\ast < y(0) < \Phi^\ast$), then the corresponding solution $y(t)$ asymptotically decays to $\Phi_\ast$ as $t \to +\infty$, but if $0 \leq y(0) < \Phi_\ast$, then $y(t)$ asymptotically increases to $\Phi_\ast$ as $t \to +\infty$.

Then, in view of the Sobolev inequality, inequality (4.26) and the behavior of the solutions of equation (4.27) as $t \to +\infty$, we have the following relations:
\[
\|\sigma(T_s)\|_{C(\Pi)} \leq M_b \|\sigma(T_s)\|_{H^2(\Omega)} \leq M_b M_3 (\Phi(T_s))^\frac{1}{2}
\]
\[
\leq M_b M_3 (\Phi^\ast)^\frac{1}{2},
\]
(4.29)
where $M_3 > 0$ is a constant dependent on $M_\ast$ and $\varepsilon$. 
It is clear that if the inequality
\[ M_2 M_3 (\Phi_*) \leq M_* \] (4.30)
holds which, in view of (4.28), for a given \( M_* \) is a restriction on the constant \( K \), then we can always choose such initial data that
\[ ||\sigma(T_*)||_{C^1(\Omega)} \leq M_* \].
Hence, as new initial data we should take \( \varphi(T_*, x, y), \sigma(T_*, x, y), \chi(T_*, x, y) \). Continuing this process, we find a solution on the segment \([T_*, 2T_*]\).

That is, reasoning as above, we construct a solution for all \( 0 \leq t < +\infty \). Moreover, it obeys the estimate
\[ \Phi(t) \leq \Phi^*, \ 0 \leq t < +\infty. \] (4.31)

Thus, under the restrictions described in the beginning of this section and the additional assumption that the doping density \( \rho(x, y) \) belongs to \( C^1(\Omega) \) and \( U(0) \in [C^1(\alpha(\Omega))]^3 \) (relations (2.3), (2.4) hold for the initial data) Theorem 2 is proved. In the end of this section we will get an analogous result but for the weakened solution of problem (2.2)–(2.5) and in the case when the function \( \rho(x, y) \) is piecewise constant and
\[ U(0) \in [C^1(\Omega)]^3 \cap [H^2(\Omega)]^3. \] Now we pass to the proof of Theorem 3.

In view of inequality (4.31), the differential inequality (4.26) and the Arzelà-Ascoli theorem [34], the family of functionals \( \Phi(t) \) is compact in \( C[0, T] \). This family is formed by the set of functions \( \varphi(t, x, y), \sigma(t, x, y) \) and \( \chi(t, x, y) \), and each triplet of functions uniquely defined by the initial data \( \varphi|_{t=0}, \sigma|_{t=0}, \chi|_{t=0} \).

Hence, any sequence of functionals \( \{\Phi_{U_n}(t)\}_{n \in N} \) (\( N \) is the set of natural numbers) contains a subsequence \( \{\Phi_{U_{n_k}}(t)\}_{k \in N} \) converging to a continuous function \( \Phi(t) \).

For a fixed \( 0 \leq t^* \leq T \) we consider a bounded set \( [H^2(\Omega)]^3 \) of vector functions \( \{U_{n_k}(t^*, x, y)\}_{k \in N} \) under the condition \( \Phi_{U_{n_k}}(t^*) \leq \Phi^* \), \( k \in N \). Thanks to the compactness of the embedding of \( H^2(\Omega) \) to \( H^1(\Omega) \), there exists a subsequence \( U_{n_k} \) converging in \( [H^1(\Omega)]^3 \) to a certain vector function \( U^*(t^*, x, y) \). In view of the reflexivity of the space \( H^2(\Omega) \) and the boundedness of the set of functionals \( \{\Phi_{U_{n_k}}(t^*)\}_{k \in N} \), we have that \( U^*(t^*, x, y) \in [H^2(\Omega)]^3 \) and \( U_{n_k}(t^*, x, y) \rightarrow U^*(t^*, x, y) \) weakly in \([H^2(\Omega)]^3 \). Moreover, \( \Phi_{U^*}(t) \leq \Phi^* \) if \( 0 \leq t < +\infty \).

The last result can be essentially improved. Namely, we can prove strong convergence, i.e., the convergence in \([H^2(\Omega)]^3 \) of the subsequence \( U_{n_k}(t, x, y) \) to a limit function \( U^*(t, x, y) \) for \( 0 \leq t \leq T \). However, probably it should be necessary to specify the choice of this subsequence.

Consider the new functional
\[ \tilde{\Phi}_{U_1, U_2}(t) = \int_{\Omega} \{ \alpha_1 ((\varphi_1 - \varphi_2)^2 + |\nabla \varphi_1 - \nabla \varphi_2|^2) + \alpha_2 ((\sigma_1 - \sigma_2)^2 + |\nabla \sigma_1 - \nabla \sigma_2|^2) + \alpha_3 ((\chi_1 - \chi_2)^2 + |\nabla \chi_1 - \nabla \chi_2|^2) + \alpha_4 (\theta_{\varphi_1} - \theta_{\varphi_2})^2 + \alpha_5 (\theta_{\sigma_1} - \theta_{\sigma_2})^2 + \alpha_6 (\theta_{\chi_1} - \theta_{\chi_2})^2 \} dx dy. \] (4.32)

Reasoning by analogy with the derivation of inequality (4.26) and taking into account that the initial data are actually defined by the assignment of gradients of the functions \( \varphi_0(x, y), \sigma_0(x, y), \chi_0(x, y) \) (see the proof of Theorem 1) and, therefore, there is a
possibility to diminish them, we get the differential inequality
\[
\frac{d}{dt} \Phi_{U_1,U_2} + M_3 \Phi_{U_1,U_2} \leq 0,
\]
where \( M_3 > 0 \) and \( M_3 \) again depends on \( \varepsilon \) and \( M_* \). Integrating inequality (4.33), we obtain
\[
\Phi_{U_1,U_2}(t) \leq e^{-M_3 t} \Phi_{U_1,U_2}(0).
\]

Then, assuming additionally that \( U^*(0,x,y) \in [H^2(\Omega)]^3 \), we can choose a subsequence of initial data \( U_n(0,x,y) \) converging in \([H^2(\Omega)]^3\) to \( U^*(0,x,y) \). For this purpose it is enough to use, for example, a mollification process \( [38] \). For sufficiently smooth initial data \( U_n(0,x,y) \) we can construct a unique solution from \( C^1([0,T],H^2(\Omega))]^3 \). In view of estimate (4.34), the sequence of solutions \( U_n(t,x,y) \) converges to a certain vector function \( U^*(t,x,y) \) in \( C([0,T],H^2(\Omega))]^3 \).

Clearly, if we consider the whole life span \( 0 \leq t < +\infty \) of solutions, then estimate (4.34) implies that all the solutions of problem (2.2)–(2.5) converge to the unique vector function \( U^*(t,x,y) \).

If the initial data are chosen from \( C^{1,\alpha}(\Omega) \) (see Remark 4.2), then the limit function is the solution of problem (2.2)–(2.5) belonging to \([C^1([0,T],C^{1,\alpha}(\Omega))]^3 \). On the other hand, using the fact that the solution does not leave the closed ball of location of the initial data, the autonomy of system (2.2) and the Schauder fixed-point theorem \( [27] \), we can prove, as in the case of an autonomous ODE system, the existence of at least one stationary solution of problem (2.2)–(2.4) \( [33] \). In view of estimate (4.34), this solution is unique. Hence, if the initial data are located in a possibly small neighborhood of the origin in \( C^{1,\alpha}(\Omega) \), then all the solutions of problem (2.2)–(2.5) for these initial data converge as \( t \to \infty \) to the vector function \( U^*(x,y) \) which is the stationary solution of problem (2.2)–(2.4).

Figure 4 illustrates the behavior of solutions as \( t \) tends to +\( \infty \). For definiteness only one of the components of the vector \( U(t,x,y) \) is drawn for various initial data and a fixed
point \((x, y)\). Namely, this is the component \(\sigma(t, x, y)\) (for a fixed \((x, y)\)) and \(\sigma^*(x, y)\) is the corresponding component of the stationary solution \(U^*(x, y)\).

The fact that, in view of representation (3.4), the components \(\varphi, \sigma\) and \(\chi\) of the weakened solution of problem (2.2)–(2.5) belong to the space \(C^1([0, T], H^2(\Omega))\) also in the case when the doping density \(\rho(x, y)\) is a piecewise constant function (see (1.4)) completes the proof of Theorems 2 and 3. Therefore, the functionals \(\Phi(t), \Phi_i(t), i = 1, 2, 3\), already used in this section are defined on this solution. Hence, by analogy with the case \(\rho(x, y) \in C^1(\Omega)\) studied above we get Theorems 2 and 3.

**Remark 4.3.** Theorems 2 and 3 for the same assumptions on the function \(\rho(x, y)\) and the parameters \(\tilde{G}, \tilde{B}\) and \(\ln \tilde{N}_g\) imply the solvability in \(C^{1, \alpha}(\Omega)\) of the following elliptic problem:

\[
\begin{align*}
\varphi - \Delta \varphi &= F^\varphi(\chi, \rho), \\
\sigma - \Delta \sigma &= F^\sigma(\nabla \sigma, \nabla \chi, Q, \sigma), \\
\chi - \Delta \chi &= F^\chi(\nabla \sigma, \nabla \chi, Q, \sigma, \chi, \rho),
\end{align*}
\]

where the functions \(\chi, \sigma\) and \(\varphi\) satisfy the boundary conditions (1.13).
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