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Abstract. In this paper the existence of global weak solutions for a $2 \times 2$ system of
non-strictly hyperbolic non-linear conservation laws is established for data in $L^\infty$.

The result is proven by means of viscous approximation and application of the com-
penzated compactness method.

The presence of a degeneracy in the hyperbolicity of the system requires a careful
analysis of the entropy functions, whose regularity is necessary to obtain an existence
result. For this purpose we combine the classical techniques referring to a singular Euler-
Poisson-Darboux equation with the compensated compactness method.

1. Introduction and main result. We consider the following system:

\[
\begin{aligned}
&u_t + f(u, v)_x = 0, \\
v_t + g(u, v)_x = 0,
\end{aligned}
\]

\[(u, v)|_{t=0} = (u_0, v_0),
\]

where $u = u(x, t)$, $v = v(x, t)$ and $(x, t) \in \mathbb{R} \times \mathbb{R}^+$. Using the compact notation $U = (u, v)$ and $F = (f, g)$, we can write the system as

\[
\begin{aligned}
&U_t + F(U)_x = 0, \\
&U|_{t=0} = U_0 = (u_0, v_0).
\end{aligned}
\]
We assume $U_0 \in L^\infty$, $F \in C^1$, and we denote $DF(U) = \begin{pmatrix} f_u & f_v \\ g_u & g_v \end{pmatrix}$.

We require that hyperbolicity only fails in one point (umbilic point), that we can identify with the origin, and that the genuine non-linearity only fails on a curve $\gamma$, which will be part of the boundary of our domain.

To assume that the origin is an isolated umbilic point means that the eigenvalues coincide only in $(0,0)$. Such umbilic degeneracy allows a sort of interaction, or non-linear resonance, between distinct modes and leads to singularities (this phenomenon missing in the strictly hyperbolic case) (23).

The flux function that we consider has the following main feature:

$$\begin{align*}
f(u,v) &= \frac{3}{2}u^2 + \frac{1}{2}v^2 + \phi(u,v), \\
g(u,v) &= uv + \psi(u,v),
\end{align*}$$

where $\phi$ and $\psi$ are smooth functions such that $\phi(u,v) = O((|u| + |v|)^l)$ and $\psi(u,v) = O((|u| + |v|)^l)$, where $l > 0$ is a constant to be determined.

We recall that, for a regular function $f$, $f(x) = O(x^l)$ if and only if there exist two constants $c_1 > 0$ and $c_2 > 0$ such that $c_1 < \left|\frac{f(x)}{x^l}\right| < c_2$, in a neighbourhood of $x \to 0$.

Interest in degenerate hyperbolic equations dates back to the work of Euler who proposed the Euler-Poisson-Darboux equation. This kind of study has been applied to get a solution for a non-linear system of entropic gas dynamics (6, 7, 11, 18).

Moreover, non-linear hyperbolic systems with such a kind of degeneracy have found applications in many different areas as multiphase flow in porous media, elasticity, magnetohydrodynamics and oil reservoir simulations (10, 15, 23, 27, 30).

This type of umbilic singularity appears naturally in multidimensional systems of conservation laws, as was proven in (16).

The local existence problem for such systems is well developed because many techniques from linear equations can be used. However, because of the non-linearity, the solutions of the Cauchy problem develop singularities even with smooth initial data, this being a reflection of the physical phenomena of breaking of waves and the development of shock waves. There have been several efforts to understand the Riemann solutions for such a system (12, 24, 28). Moreover, two kinds of degeneracy have been classified, each governing a different behaviour of the solution near the umbilic point: parabolic degeneracy and hyperbolic degeneracy (15).

More literature arises for non-strictly hyperbolic systems with degeneracy along a line (see 19 and the references therein).

We gather inspiration from the ideas that can be found in the papers of Kan (13, 14), Chen-Kan (1, 2), and Rubino (22, 21), all based on the theory of compensated compactness developed by Tartar (31), Murat (20), Di Perna (7) and Serre (26) for strictly hyperbolic systems.

The main idea is to prove the existence of uniformly bounded solutions $U^\varepsilon$ for the viscous approximating system of (1.2) and then prove that $\{U^\varepsilon\}_{\varepsilon > 0}$ converges, for $\varepsilon \to 0$, to a solution $U$ of (1.2) by reducing the Young measure, associated to $\{U^\varepsilon\}_{\varepsilon > 0}$, to a delta function.
The main problem in our case, when compared to the case of Serre, is that the failure of strict hyperbolicity at the umbilic point causes the partial differential equation governing the entropy functions to have singular coefficients, but regular entropies are needed in order to apply the div-curl lemma and to obtain the commutation relation in the theory of compensated compactness.

We will construct a class of regular entropies as solutions to special Goursat problems in the following way: first using Riemann’s method to get an integral representation for entropy functions, and then imposing a special integral condition on the Goursat data in order to cancel the singular part of the Riemann function in such representation.

The first existence theorems of global solutions have been obtained by Kan ([13], [14]) for the case

\[
\begin{align*}
    f(u, v) &= \frac{3}{2}u^2 + \frac{1}{2}v^2, \\
    g(u, v) &= uv.
\end{align*}
\]  

(1.4)

Here one can explicitly compute the Riemann invariants and so give a complete study of the geometry of the system. In this case it is also possible to explicitly find a family of Riemann functions for the entropy equation and study its regularity properties.

Kan’s method was later extended to more general systems, and it is in this potentiality for extensions that its importance relies, since for the system (1.4) itself the compensated compactness method could be carried out in a simpler way ([5], [17]).

Chen and Kan ([1], [2]) generalized Kan’s previous result to the quadratic flux function

\[
\begin{align*}
    f(u, v) &= \frac{a}{2}u^2 + buv + \frac{1}{2}v^2, \\
    g(u, v) &= \frac{b}{2}u^2 + uv
\end{align*}
\]

with some technical hypothesis on the coefficients \(a, b\).

This choice is significant as, from the results in [23], it follows the existence of a non-singular linear coordinate transformation that transforms every system with quadratic flux in a system with this type of flux.

In this case the methods used by Kan still apply, with some more technical difficulties. Some of these difficulties can be overcome thanks to the second order homogeneity of the flux function, that allows one to carry on the study of the system introducing the variable \(\alpha = u/v\).

Frid and Santos ([9]) generalised Kan’s work to some particular cases of non-strictly hyperbolic conservation laws of the conjugate type, while Rubino ([21], [22]) generalized it to a system of the form

\[
\begin{align*}
    f(u, v) &= a(u) + b(v), \\
    g(u, v) &= uv
\end{align*}
\]

with \(b(v) = kv^{2n} + o(|v|^{2n})\) and \(a(u) = (n + \frac{1}{2})u^2 + o(|u|^2), n \in \mathbb{N}, k > 0\).

As we can see, in this last case, the main hypotheses are that the flux function is the same as that of Kan up to second order terms and that there are no higher order terms that include the product of both the state variables \(u\) and \(v\).

The main difficulty here, with respect to Kan’s paper, is that it is not possible to explicitly solve the Riemann function problem so that the author prefers to prove that, near the umbilic point, the Riemann function has the same regularity as the one derived...
by Kan so that, again, a suitable condition on the Goursat data gives a family of regular entropies.

Our goal is to generalize the previous results, first of all by also adding higher order terms to the flux function in the second equation, and mainly by including the case of flux functions where the two state variables are non-separated, at least in the terms of order greater than 2.

The paper contains two main results. The first one is the following Lemma 1.1 that is a fundamental technical result concerning the existence of regular entropies for the perturbed system. This regularity was taken for granted in the previous works, while here we present a detailed proof through the partial results of Section 4, Section 5 and Section 6.

**Lemma 1.1 (Existence of regular entropies).** Under hypothesis (1.3), with \( l > 7 \), there exists a choice of Goursat data for which the solutions of the entropy equation associated to system (1.1) are bounded near the origin up to the second order derivative. □

The second result we present is a result on the Cauchy problem (1.1), establishing the existence of a global weak solution:

**Theorem 1.2 (Global existence).** Consider system (1.1) with
\[
\begin{align*}
    f(u,v) &= \frac{3}{2}u^2 + \frac{1}{2}v^2 + \phi(u,v), \\
    g(u,v) &= uv + \psi(u,v),
\end{align*}
\]
where \( \phi \) and \( \psi \) satisfy the hypotheses of Lemma 1.1.

Assume (1.1) to be a symmetric system where strict hyperbolicity fails only in \((0,0)\). Also assume \( u_0, v_0, \partial_x u_0, \partial_x v_0 \in L^\infty \) and \((u_0,v_0) \in I^+ = \{(u,v) \mid v + \phi_v \geq 0\} \). Then the sequence \((u^\varepsilon, v^\varepsilon)\) of solutions of the viscous approximation of (1.1),
\[
\begin{align*}
    u_t + f(u,v)x &= \varepsilon u_{xx}, \\
    v_t + g(u,v)x &= \varepsilon v_{xx}, \\
    (u,v)|_{t=0} &= (u_0,v_0),
\end{align*}
\]
converges strongly in \( L^p_{loc}, p < +\infty \), to a weak solution \((u,v)\) of (1.1). □

For our purposes we actually need (1.1) to be hyperbolic, with strict hyperbolicity failing only in the origin; we assume symmetry to simplify notation.

The result \( l > 7 \) appears of course to be non-optimal, but is the best possible to obtain with this technique and in our general setting. The condition arises in Section 5 when proving the regularity of solutions of the entropy equation (see Theorem 5.5).

We would like to emphasize that the results in the previous sections, among which is the basic Lemma 5.2, hold true for the more weak hypothesis \( l > 3 \).

This work is organised as follows.

In Section 2, we start our analysis of the mathematical problem, studying the geometry of the rarefaction wave curves in order to construct a set of Riemann invariants for system (1.1) and to analyse their properties.

In Section 3, we recall some known results on parabolic systems that guarantee the existence of \( L^\infty \) uniformly bounded solutions for the viscous system.
In Section 4 we introduce the entropy equation and Serre’s method (see [26]) to construct a family of entropy solutions bounded up to the second derivatives in the state variables. This is non-trivial, as the equation governing the entropy functions has coefficients that are singular at the umbilic point.

In Section 5 we will give our main result: following [13], [14] and [21], and using the Riemann representation method of solutions, we will find a set of suitable conditions in order to get regular entropies.

Finally, in Section 6, we will establish the compensated compactness framework. We will set up the Young measure and the commutation relation, and then use the entropies constructed in Section 5 to reduce the Young measure to a point mass.

We add, for the reader’s convenience, an Appendix with some of the results in [13], as it is actually unpublished.

2. Riemann invariants and their properties. As already pointed out in the introduction, we assume $DF(U)$ to be symmetric. This will make it easier to write conditions to have an isolated umbilic point and to find a convex entropy for the system.

So we assume, now and for the sequel,

$$f_v = g_u.$$  \hspace{1cm} (2.1)

The eigenvalues of system (1.1) are

$$\lambda_{\pm} = \frac{(g_v + f_u) \pm \sqrt{G(u,v)}}{2},$$

while the eigenvectors are

$$r_{\pm} = \left( \begin{array}{c} 2f_v \\ (g_v - f_u) \pm \sqrt{G(u,v)} \end{array} \right),$$

where $G(u,v) = (g_v - f_u)^2 + 4(f_v)^2$.

System (1.1) is strictly hyperbolic as long as $\lambda_{\pm}$ are real valued and satisfy $\lambda_- < \lambda_+$, so, in order to have an isolated umbilic point in the origin, we need $G(u,v)$ to verify

$$G(u,v) = 0 \iff (u,v) = (0,0),$$

that gives us the condition

\begin{align*}
(g_v - f_u)(u,v) = 0 & \iff (u,v) = (0,0) \\
 f_v(u,v) = 0.
\end{align*}  \hspace{1cm} (2.2)

2.1. Construction of Riemann invariants. Let us recall that the Riemann invariants $(\omega_-, \omega_+)$ for (1.1) satisfy $\nabla \omega_\pm \times r_\mp = 0$ and that the integral curves $R_\pm$ of $r_\pm$ in the state space are called the first and the second rarefaction wave curve, respectively.

The Riemann invariants, by definition, are constant along $R_\pm$, and these curves satisfy the dynamical system

\begin{align*}
\dot{u} &= 2f_v(u,v), \\
\dot{v} &= (g_v - f_u)(u,v) \pm \sqrt{G(u,v)}.
\end{align*}  \hspace{1cm} (2.3)

In the general case, it is not always possible to find an exact solution for this equation, so we will need to study the geometry of the rarefaction waves curves, which is also
essential to obtain a \( L^\infty \) a priori estimate for the viscous approximate solutions by means of the invariant regions technique.

We consider the sets
\[ I^+ := \{ (u,v) \subseteq \mathbb{R}^2 \mid f_v(u,v) \geq 0 \} \quad \text{and} \quad I^- := \{ (u,v) \subseteq \mathbb{R}^2 \mid f_v(u,v) \leq 0 \} \]
separated by the curve \( v = \gamma(u) \), implicitly defined by the equation \( f_v(u,v) = 0 \), once we ask \( f_{vv} \neq 0 \). Let \( I = I^+ \cup I^- \).

**Remark 2.1.** We want \( \gamma \) to be monotone (where the constant case \( \gamma(u) = 0 \) is the unperturbed case). To this aim we have to add the hypothesis that \( \gamma' \) does not change sign. Since in the unperturbed case we have \( f_{uv} = 1 \), it seems natural to assume
\[ f_{uv} > 0, \]
so \( \gamma \) is non-decreasing if \( f_{uv} \leq 0 \) and non-increasing if \( f_{uv} \geq 0 \). The construction of the Riemann invariants is possible in both cases; we will restrict our study to the case
\[ f_{uv} \geq 0 \]
when it is easier to write some of the technical conditions on the second order derivatives of \( f \) and \( g \).

Now we state the qualitative properties of \( R_\pm \) in \( I^+ \), but it is completely similar to deal with \( R_\pm \) in the complementary domain \( I^- \).

**Lemma 2.2.** In our setting of hypotheses the following properties hold:

(i) the part of the \( \gamma \) curve that is in the fourth (second) quadrant is an \( R_+ \) \(( R_- \) \) curve;

(ii) the \( R_+ \) \(( R_- \) \) curves are in one to one correspondence with the points of the part of the \( \gamma \) curve that is in the second (fourth) quadrant;

(iii) every \( R_+ \) \(( R_- \) \) which does not coincide with the curve \( \gamma \) keeps getting further from the curve \( \gamma \) as \( u \) goes to \( +\infty \) \(( -\infty \) \).

Finally for (1.1) we can construct Riemann invariants \(( \omega_-, \omega_+ \) \) so that
\[ \omega_- \leq 0 \leq \omega_+. \]

**Proof.** By the uniqueness of solutions for system (2.3) and the previous construction we only have to prove (iii); we will prove the \( R_+ \) curves case.

In our set of hypotheses we have:
\[ \frac{dv}{du} - \gamma'(u) = \left( \frac{g_u - f_v}{2f_v} + \sqrt{G} \right) \geq 0 \]
so that the distance between the \( R_+ \) curves and \( \gamma \) increases on the right.

Now, since \( \omega_\pm \) is constant along every \( R_\pm \), if we prescribe \( \omega_\pm \) on \( \gamma \) as follows: for every \( (u,v) \) such that \( v = \gamma(u) \) we assign
\[ \omega_-(u,v) = \begin{cases} u & \text{if } u < 0, \\ 0 & \text{if } u \geq 0, \end{cases} \]
\[ \omega_+(u,v) = \begin{cases} 0 & \text{if } u \leq 0, \\ u & \text{if } u > 0. \end{cases} \]
Then for every \((u, v) \in I^+\) we have well defined Riemann invariants such that \(\omega_-(u, v) \leq 0 \leq \omega_+(u, v)\), as shown in Fig. \(\square\)

\[
\omega_-(u, v) \leq 0 \leq \omega_+(u, v),
\]

as shown in Fig. 1.

FIG. 1. Construction of Riemann invariants

Now it is possible to define the mapping

\[
T : I^+ \subseteq \mathbb{R}^2 \rightarrow J = T(I) \subseteq \mathbb{R}^2,
\]

\[
(u, v) \rightarrow (\omega_-(u, v), \omega_+(u, v)),
\]

which is a well defined change of coordinates from \(I^+ = \{(u, v) \subseteq \mathbb{R}^2 | f_v(u, v) \geq 0\}\) to \(J = \{ (\omega_-, \omega_+) \subseteq \mathbb{R}^2 | \omega_- \leq 0 \leq \omega_+\}\).

However, as the strict hyperbolicity fails at the umbilic point, this transformation is not regular at the origin.

From the geometry of the rarefaction wave curves we also have:

**Corollary 2.3.** The Riemann invariants constructed as above satisfy

\[
\frac{1}{f_v} \frac{\partial \omega_-}{\partial v} < 0,
\]

\[
\frac{1}{f_v} \frac{\partial \omega_+}{\partial v} > 0
\]

for all \((u, v) \in I^+\) such that \(f_v(u, v) \neq 0\).

Finally we remark on another property of the Riemann invariants that will be useful in Section 3 to construct invariant regions:

**Lemma 2.4.** For \((u, v) \neq (0, 0)\), if

\[
L_{\pm}(u, v) := -(f_v)^2 \partial_u z_{\pm} + f_{vv}(z_{\pm})^2 - f_v z_{\pm} \partial_v z_{\pm} + f_v f_{uv} z_{\pm} \geq 0,
\]

then the following holds:

\[
\begin{cases}
\nabla^2 \omega_+(r_-, r_-) \geq 0, \\
\nabla^2 \omega_-(r_+, r_+) \leq 0.
\end{cases}
\]

That is, \(\pm \omega_{\pm}\) are quasiconvex in the sense of [3].
Proof. First of all recall that \( \nabla \omega_\pm \times r_\pm = 0 \) and that
\[
  r_\pm = \left( \begin{array}{c} f_v \\ z_\pm \end{array} \right),
\]
where \( z_\pm := \frac{(g_v - f_u) \pm \sqrt{G}}{2} \), so we have
\[
f_v(\partial_u \omega_\pm) + z_\pm (\partial_v \omega_\pm) = 0. \tag{2.4}
\]

Differentiating (2.4) with respect to \( u \) we get
\[
f_{uv}(\partial_u \omega_\pm) + f_v(\partial_u^2 \omega_\pm) + (\partial_u z_\pm)(\partial_v \omega_\pm) + z_\pm (\partial_v^2 \omega_\pm) = 0,
\]
from which we have
\[
f_u(\partial_u^2 \omega_\pm) = -f_{uv}(\partial_u \omega_\pm) - (\partial_u z_\pm)(\partial_v \omega_\pm) - z_\pm (\partial_v^2 \omega_\pm),
\]
and, multiplying for \( (\partial_v \omega_\pm)^2 / f_v \),
\[
(\partial_u^2 \omega_\pm)(\partial_v \omega_\pm)^2 = -\frac{f_{uv}}{f_v}(\partial_u \omega_\pm)(\partial_v \omega_\pm)^2 - \frac{\partial_u z_\pm}{f_v} (\partial_v \omega_\pm)^3 - \frac{z_\pm}{f_v} (\partial_v \omega_\pm)^2 (\partial_u^2 \omega_\pm).
\]

By (2.4), we can write \( \partial_v \omega_\pm = -\frac{f_v}{z_\pm} (\partial_u \omega_\pm) \) and \( \partial_u \omega_\pm = -\frac{z_\pm}{f_v} (\partial_v \omega_\pm) \) so that we finally get
\[
(\partial_u^2 \omega_\pm)(\partial_v \omega_\pm)^2 - (\partial_u \omega_\pm)(\partial_v \omega_\pm)(\partial_u^2 \omega_\pm) = -\frac{\partial_u z_\pm}{f_v^2} (\partial_v \omega_\pm)^3 + \frac{f_{uv}}{f_v^2} z_\pm (\partial_v \omega_\pm)^3. \tag{2.5}
\]

In a similar way, differentiating with respect to \( v \) we get
\[
(\partial_v^2 \omega_\pm)(\partial_u \omega_\pm)^2 - (\partial_v \omega_\pm)(\partial_u \omega_\pm)(\partial_v^2 \omega_\pm) = -\frac{\partial_v z_\mp}{f_v^2} (\partial_u \omega_\pm)^3 + \frac{f_{uv}}{f_v^2} (z_\mp)^2 (\partial_u \omega_\pm)^3. \tag{2.6}
\]

Now, adding (2.5) and (2.6), we find
\[
\nabla^2 \omega_\pm(r_\mp, r_\pm) = \left( \frac{\partial_v \omega_\pm}{f_v} \right)^3 \left\{ - (f_v)^2 \partial_u z_\mp + f_{uv}(z_\mp)^2 - f_v z_\mp \partial_v z_\mp + f_v f_{uv} z_\mp \right\}.
\]

So, thanks to Corollary 2.3, we only need the hypothesis
\[
L_\pm(u, v) := -(f_v)^2 \partial_u z_\mp + f_{uv}(z_\mp)^2 - f_v z_\mp \partial_v z_\mp + f_v f_{uv} z_\mp \geq 0.
\]

\( \square \)

2.2. Genuine non-linearity. The following analysis of the genuine non-linearity properties for system (1.1) will be used when studying the reduction of Young measure in Section 6.

Let’s recall that a system of conservation laws is said to be genuinely non-linear in a domain \( A \) if
\[
\nabla \lambda_\pm(u, v) \times r_\pm(u, v) \neq 0
\]
for all \( (u, v) \in A \).

In the case of system (1.1) the genuine non-linearity fails for all \( (u, v) \) such that
\[
\begin{align*}
\left\{ \frac{(g_v + f_u)u}{2} \pm \frac{(g_v - f_u)(g_v - f_u)u + 4f_v f_{uv}}{2} \right\} f_v \\
+ \left\{ \frac{(g_v + f_u)v}{2} \pm \frac{(g_v - f_u)(g_v - f_u)v + 4f_v f_{uv}}{2} \right\} ((g_v - f_u) \pm \sqrt{G}) = 0.
\end{align*} \tag{2.7}
\]
First of all let’s observe that on \( v = \gamma(u) \) (2.7) becomes
\[
((g_v - f_u) + | g_v - f_u |)\left\{ \frac{(g_v + f_u) v}{2} + \frac{(g_v - f_u)(g_v - f_u)v}{2 | g_v - f_u |} \right\} = 0
\]
that is verified outside the origin for all \((u, v)\) if \((g_v - f_u)(u, v) < 0\), and
\[
((g_v - f_u) - | g_v - f_u |)\left\{ \frac{(g_v + f_u) v}{2} - \frac{(g_v - f_u)(g_v - f_u)v}{2 | g_v - f_u |} \right\} = 0
\]
that is verified outside the origin for all \((u, v)\) such that \((g_v - f_u)(u, v) > 0\).

As one of the main characteristics that we require system (1.1) to verify is that the genuine non-linearity fails only on the boundary of our domain \( I^+ \), we now look for conditions that assure
\[
\nabla \lambda_\pm (u, v) \times r_\pm (u, v) = 0 \iff v = \gamma(u).
\]

From (2.7) and using \( f_{uv} = g_{uv} \), it follows that:

**Proposition 2.5.** For system (1.1) the genuine non-linearity fails only on \( \gamma \) if we choose \( f \) and \( g \) such that
\[
6 f_v f_{uv} ((g_v - f_u) + \sqrt{G}) - 2 f_v f_{uu} ((g_v - f_u) - \sqrt{G})
+ 12 f_v^2 f_{uv} + g_{uv} ((g_v - f_u) - \sqrt{G})^2 = 0
(2.8)
\]
if and only if \( v = \gamma_+ := \left\{ \begin{array}{ll} f_v & = 0, \\ (g_v - f_u) & \leq 0 \end{array} \right. \) and
\[
-6 f_v f_{uv} ((g_v - f_u) - \sqrt{G}) + 2 f_v f_{uu} ((g_v - f_u) + \sqrt{G})
- 12 f_v^2 f_{uv} - g_{uv} ((g_v - f_u) - \sqrt{G})^2 = 0
(2.9)
\]
if and only if \( v = \gamma_- := \left\{ \begin{array}{ll} f_v & = 0, \\ (g_v - f_u) & \geq 0. \end{array} \right. \)\]

Notice that in the \((\omega_-, \omega_+)\)-plane \( \gamma_- \) corresponds to \( \omega_- = 0 \) and that \( \gamma_+ \) corresponds to \( \omega_+ = 0 \).

Finally, it can be proven that \( \partial_{\omega_-} \lambda_- \) and \( \partial_{\omega_+} \lambda_+ \) remain non-zero on the axes except possibly at the umbilic point \( u = v = 0 = \omega_- = \omega_+ \). This result will be useful in the reduction of the Young measure.

**Lemma 2.6.** If \((g_v - f_u)_u \neq 0\) on \( \gamma_+ \) and \( \gamma_- \) then the following holds:

(i) \( \frac{\partial \lambda_-}{\partial \omega_-} \neq 0 \) on \( \{ \omega_- < 0, \omega_+ = 0 \} \);

(ii) \( \frac{\partial \lambda_+}{\partial \omega_+} \neq 0 \) on \( \{ \omega_- = 0, \omega_+ > 0 \} \).

**Remark 2.7** (Perturbation of Kan’s quadratic model).

(i) Our goal is to prove the existence of global solutions for system (1.1) under the hypothesis (1.3):
\[
f(u, v) = \frac{3}{2} u^2 + \frac{1}{2} v^2 + \phi(u, v),

\]
\[
g(u, v) = uv + \psi(u, v),
\]
where $\phi(u, v) = O(\|u| + |v|)^l)$ and $\psi(u, v) = O(\|u| + |v|)^l)$. This means that we want to consider flux functions that are higher order perturbations of the quadratic flux function corresponding to the case studied by Kan. Moreover, we are interested in analysing the situation only in a small neighbourhood of the origin, as elsewhere the known results on strictly hyperbolic systems hold.

(ii) We would like to translate the hypotheses we have stated until now in terms of $\phi$ and $\psi$. We are looking for $\phi(u, v) = O((|u| + |v|)^l)$ and $\psi(u, v) = O((|u| + |v|)^l)$, such that

$$
\phi_v = \psi_u,
\phi_{uv} \geq 0,
1 + \phi_{vv} > 0,
$$

and we restrict our analysis to the domain

$$
I^+ = \{(u, v) \in \mathbb{R}^2 | v + \phi_v(u, v) \geq 0\}.
$$

(iii) We also notice that Lemma 2.4 holds under hypothesis (1.3) if we restrict our analysis in a neighbourhood of the origin. This means that, under our hypotheses, $\pm\omega_{+}$ are quasiconvex in the sense of (3). Moreover, we remark that under hypothesis (1.3) Lemma 2.6 holds, as $(g_v - f_u)_u = -2 + (\psi_v - \phi_u)_u$ is strictly negative in a neighbourhood of the origin.

As for the genuine non-linearity, we can easily prove that, under hypothesis (1.3), it fails only on the boundary $\gamma$ of $I^+$.

(iv) We can consider as an example the case

$$
\phi(u, v) = au^3v + bu^2v^2 + cuv^3,
\psi(u, v) = \frac{a}{4}u^4 + \frac{b}{3}bu^3v + \frac{3}{2}cu^2v^2
$$

with $a \geq 0$, $c \geq 0$ and $b^2 \leq \frac{3}{4}c$.

Here we have the symmetry by construction and every hypotheses holds in a small neighbourhood of the origin. The conditions on the parameters $a$, $b$ and $c$ are needed to construct the Riemann invariants as in Section 2.1. □

3. Viscous approximation. In this section we establish the existence of $L^\infty$ bounded solutions for the following viscous approximation to system (1.1):

$$
\begin{cases}
  u_t + f(u, v)_x = \varepsilon u_{xx}, \\
  v_t + g(u, v)_x = \varepsilon v_{xx}, \\
  (u, v)|_{t=0} = (u_0, v_0),
\end{cases}
$$

where $\varepsilon > 0$.

We also establish that, if the initial data are in the closed subset $I^+ \subset \mathbb{R}^2$, then every solution of (3.1) remains in it.

In order to show that (3.1) has a global solution in time, we first prove the existence of invariant regions for (3.1) in order to have a $L^\infty$ uniform bound for the solutions. A
fixed point argument will complete the proof. In the sequel we will refer to the classical results from [3] and [29].

**Theorem 3.1** (See Theorem 4.4, p. 379 [3]). Let \( \Sigma = \{(u, v) \mid s_-(u, v) \leq 0\} \cap \{(u, v) \mid s_+(u, v) \leq 0\} \), where \( s_\pm \) are smooth functions defined on a convex set.

Assume that for all \( t > 0 \) and all \( (\bar{\nu}, \bar{\nu}) \in \partial \Sigma \), the following holds:

1. \( \nabla s_\pm \) is a left eigenvector of \( DF(\bar{\nu}, \bar{\nu}) \);
2. \( s_\pm \) is quasiconvex at \( (\bar{\nu}, \bar{\nu}) \).

Then \( \Sigma \) is invariant for (3.1) for every \( \varepsilon > 0 \). □

We also recall that a smooth function \( S : \mathbb{R}^n \to \mathbb{R} \) is quasiconvex in the sense of [3] at \( \zeta \in \mathbb{R}^n \) if

\[
\nabla S \times \zeta = 0 \Rightarrow \nabla^2 S(\zeta, \zeta) \geq 0.
\]

In our case we pick \( s_- = -c - \omega_- \) and \( s_+ = \omega_+ - c \), where \( c > 0 \) is an arbitrary constant and \( s_\pm : I = I^+ \cup I^- \to \mathbb{R} \).

Then (i) is satisfied by the definition of Riemann invariants, so we only need to prove (ii).

As we know that \( \nabla \omega_\pm \times r_\pm = 0 \), (ii) holds under the hypothesis of Lemma 2.4 and thanks to the previous result, we have that:

**Proposition 3.2.**

\[
\Sigma_c = \{(u, v) \in I \mid \omega_+ + c \geq 0\} \cap \{(u, v) \in I \mid \omega_+ + c \leq 0\}
\]

is a family of invariant regions for system (3.1) where \( c > 0 \), \( \Sigma_c \) is strictly increasing in \( c \) and it spans the whole phase plane when \( c \to +\infty \). □

We can conclude that, if the data \( (u_0, v_0) \in L^\infty \), then there exists a constant \( c > 0 \) such that the solution \( (u^\varepsilon, v^\varepsilon) \) of (3.1), when it exists, is in \( \Sigma_c \) for all \( (x, t) \in \mathbb{R} \times \mathbb{R}^+ \) and \( \varepsilon > 0 \).

Next we assume \( (u_0, v_0) \in L^\infty \) in (3.1) and we prove the global existence of a solution by a fixed point argument (see [29]).

**Theorem 3.3.** If \( (u_0, v_0) \in L^\infty \), then system (3.1) has a unique solution, global in time:

\[
(u^\varepsilon, v^\varepsilon) \in C((0, \infty); C(\mathbb{R})].
\]

Finally, in the last part of this section we want to prove that if we take our initial data \( (u_0, v_0) \in I^+ = \{(u, v) \subseteq \mathbb{R}^2 \mid f_r(u, v) \geq 0\} \), then the solution \( (u^\varepsilon, v^\varepsilon) \) remains in \( I^+ \), for every \( \varepsilon > 0 \).

Using a positive solution theorem from the theory of parabolic equations (see, for example, [8]), we can prove:

**Proposition 3.4.** If \( (u_0, v_0) \in I^+ \cap L^\infty \), then every solution \( (u^\varepsilon, v^\varepsilon) \) of (3.1) belongs to \( I^+ \) for all \( (x, t) \in \mathbb{R} \times \mathbb{R}^+ \).

**Proof.** We know from classic results that for a parabolic system such as (3.1), under reasonable assumptions, positive initial data lead to positive solutions. We apply this result to the functions \( z := v - \gamma(u) \) and \( z_0 := v_0 - \gamma(u_0) \) and show that \( z_0 \geq 0 \Rightarrow z \geq 0 \). □
Corollary 3.5. Under the previous assumptions we have, for all \((x,t) \in \mathbb{R} \times [0, \infty)\),
\[
w^* - \lim_{\varepsilon \to 0^+} (u^\varepsilon, v^\varepsilon) \in I^+.
\]

4. Serre’s method to construct regular entropies. In order to apply the theory of compensated compactness as developed by Serre in [26] we need to prove the existence of a family of regular entropies for system (1.1). We want to construct four canonical types of entropies that will be called entropies of type East, West, North and South, following the standard notation. Each one of these entropies vanishes on a half plane and is obtained by solving a Goursat problem for the partial differential equation governing the entropy in the characteristic variables. The theory in [26] shows how to construct such entropies as long as the system is strictly hyperbolic; however, in our case, the entropies of type East and type South are, in general, singular at the umbilic point, as their support contains the origin. So we will use an integral representation for these types of entropies using Riemann’s method and we will set additional conditions on the Goursat data to obtain regular entropies in each of the four cases. Since in our general setting it is not possible to explicitly compute the Riemann function for the entropy equation, we will prove that, at least in a neighbourhood of the origin, our Riemann function has the same behaviour as that of the case studied by Kan, and we will use such a result to derive the necessary integral condition.

Definition 4.1. The couple \((\eta, q)\) is an entropy-entropy flux pair for (1.1) if, for any classical solution \(U = (u, v)\) of (1.1), we have
\[
\eta(u, v)_t + q(u, v)_x = 0.
\]
This yields to the compatibility condition \(\nabla q = \nabla \eta DF(U)\).

Eliminating \(q\) we get a second order partial differential equation in \(\eta\):
\[
f_v(\eta_{uv} - \eta_{uu}) + (f_u - g_v)\eta_{uv} = 0. \tag{4.1}
\]

Remark 4.2. It is easy to check that \(\eta^* = u^2 + v^2\) is a convex solution of (4.1). More generally, \(\eta^k = k_1(u^2 + v^2) + k_2\) is an entropy for the system for every \(k_1, k_2 \in \mathbb{R}\). These simple entropies will be useful in Section 6.

Equation (4.1) in \((\omega_-, \omega_+\) coordinates reads as
\[
\frac{\partial^2 \eta}{\partial \omega_+ \partial \omega_-} + \frac{1}{\lambda_+ - \lambda_-} \left( \frac{\partial \lambda_+}{\partial \omega_-} \frac{\partial \eta}{\partial \omega_+} - \frac{\partial \lambda_-}{\partial \omega_+} \frac{\partial \eta}{\partial \omega_-} \right) = 0 \tag{4.2}
\]
which we are interested in solving only when \(\omega_- \leq 0 \leq \omega_+\).

Now we consider the Goursat problem associated to (4.2), that is, the problem of finding a solution of (4.2) when its value is known on two incident characteristics:
\[
\left\{ \begin{array}{l}
\frac{\partial^2 \eta}{\partial \omega_+ \partial \omega_-} + \frac{1}{\lambda_+ - \lambda_-} \left( \frac{\partial \lambda_+}{\partial \omega_-} \frac{\partial \eta}{\partial \omega_+} - \frac{\partial \lambda_-}{\partial \omega_+} \frac{\partial \eta}{\partial \omega_-} \right) = 0, \\
\eta(\omega_-, \omega^*_+) = \theta_-(\omega_-), \\
\eta(\omega^*_-, \omega_+) = \theta_+(\omega_+),
\end{array} \right. \tag{4.3}
\]
where \((\omega^*_-, \omega^*_+)\) are fixed constants such that \(\omega_-^* \leq 0 \leq \omega_+^*\) and \(\theta_-, \theta_+\) are given smooth functions such that \(\theta_-(\omega_-^*) = \theta_+(\omega_+^*)\).
Notice that the coefficients of the first order terms in (4.2) are singular at the umbilic point.

Our main goal in this section is to find some conditions on the Goursat data in order to obtain solutions to (4.3) whose derivatives, up to the second order, are bounded in

$$J^* := \{(\omega, \omega^+) \mid \omega^+ \leq \omega \leq 0 \leq \omega^+ \leq \omega^* \}$$

We must now recall four canonical classes of entropies:

**Definition 4.3.** We call entropy of type East with limit $\omega^*$ a solution to problem (4.3) when

$$\omega^+_* = 0,$$
$$\omega^+_* < 0,$$
$$\theta_+ \equiv 0,$$
$$\theta_- = 0 \quad \text{if } \omega_- \leq \omega^*_-. $$

In a similar way we can define entropy of type West with limit $\omega^*_-$ and entropy of type South and entropy of type North with limit $\omega^*_+.$

As the support of entropies of types West and North does not contain the umbilic point, we can use the known results to have regular solutions.

In the next section we will analyse in detail the case of entropies of type East, the case of South type entropies being similar.

5. Main result.

5.1. The Riemann function for the entropy equation. To study the regularity of entropy of type East, we will make use of an integral representation obtained via the Riemann function associated to equation (4.2).

For classical results we refer to chapter 5 of [4].

For classical results we refer to chapter 5 of [4].

We want to study the problem

$$\frac{\partial^2 \eta}{\partial \omega_+ \partial \omega_-} + \frac{1}{\lambda_+ - \lambda_-} \left( \frac{\partial \lambda_+}{\partial \omega_-} \frac{\partial \eta}{\partial \omega_+} - \frac{\partial \lambda_-}{\partial \omega_+} \frac{\partial \eta}{\partial \omega_-} \right) = 0,$$
$$\eta(\omega, 0) \equiv \theta_-(\omega_-),$$
$$\eta(\omega^*_-, \omega_+) = 0$$

with $\theta_-(\omega_-) = 0$ if $\omega_- \leq \omega^*_-$.

Our first step will be to derive an integral representation for the solution $\eta$ of (5.1).

Let

$$\mathcal{R} = \mathcal{R}(t, s; \omega_-, \omega_+)$$

be the Riemann function for the entropy equation (4.2). We know that $\mathcal{R}$ contains all the information about the general solution of the problem and is defined as the solution to the characteristic boundary value problem for the adjoint equation of (4.2) with respect to the first couple of variables:

$$\frac{\partial^2 \mathcal{R}}{\partial s \partial t} + \left( \frac{\partial \omega_+ \lambda_-}{\lambda_+ - \lambda_-} \mathcal{R} \right)_t - \left( \frac{\partial \omega_- \lambda_+}{\lambda_+ - \lambda_-} \mathcal{R} \right)_s = 0,$$
with special boundary data:

\[ R(t, s; \omega_-, s) = \exp \left\{ \int_{\omega_-}^t \frac{\partial \omega_- \lambda_+}{\lambda_+ - \lambda_-} (x, s) \, dx \right\} \]

\[ R(t, s; t, \omega_+) = \exp \left\{ - \int_{s}^{\omega_+} \frac{\partial \omega_+ \lambda_-}{\lambda_+ - \lambda_-} (t, y) \, dy \right\}. \]

It is well known (again see [4]) that the solution to (5.1), at least in regions where \( \eta \) is \( C^2 \), can be expressed in integral form in terms of \( R \) and \( \theta_- \) as follows:

\[ \eta(\omega_-, \omega_+) = \int_{\omega_-}^{\omega_+} R(t, 0; \omega_-, \omega_+ \left( \theta'_-(t) - \frac{\partial \omega_- \lambda_+(t, 0)}{\lambda_+(t, 0)} - \frac{\lambda_-(t, 0)}{\lambda_-(t, 0)} \theta_-(t) \right) \, dt. \quad (5.2) \]

The idea is to analyse the existence and the singular behaviour of \( R \) and then use representation (5.2) to show how to choose a general class of data \( \theta_- \) to cancel those singularities.

To this end we first show that, near the umbilic point, \( R \) has the same behaviour as \( R_0 \), where \( R_0 \) is the Riemann function for the entropy equation associated to the unperturbed system (see the Appendix).

In what follows we will use the subscript 0 when referring to the unperturbed case. First notice that equation (4.2) can be written as

\[ \frac{\partial^2 \eta}{\partial \omega_+ \partial \omega_-} + \frac{1}{2((\omega_+)_0 - (\omega_-)_0)} \left( \frac{\partial \eta}{\partial \omega_+} - \frac{\partial \eta}{\partial \omega_-} \right) = \rho(\omega_-, \omega_+ \lambda_+ \left( \frac{\partial \eta}{\partial \omega_+} - \frac{\partial \eta}{\partial \omega_-} \right), \quad (5.3) \]

where

\[ \rho(\omega_-, \omega_+) = \frac{1}{2((\omega_+)_0 - (\omega_-)_0)} - \frac{\partial \omega_- \lambda_+}{\lambda_+ - \lambda_-} \]

and

\[ \sigma(\omega_-, \omega_+) = -\left( \frac{1}{2((\omega_+)_0 - (\omega_-)_0)} - \frac{\partial \omega_+ \lambda_-}{\lambda_+ - \lambda_-} \right). \]

If \( \rho \equiv \sigma \equiv 0 \), equation (5.3) is the entropy equation for the unperturbed case.

In order to obtain the main result of this section we need the following lemmas.

First we observe that, as we have one degree of freedom when choosing the Riemann invariants, it is possible to choose a Riemann invariant system of coordinates \( (\omega_-, \omega_+) \) for which \( \partial u/\partial \omega_\pm \) are forced to be constant, while the derivatives \( \partial v/\partial \omega_\pm \) contain all the non-linearity. This choice is consistent with the results of Kan for the unperturbed system. More precisely, the following holds:

**Lemma 5.1.** There exists a Riemann invariant system of coordinates for system (1.1) as constructed in Lemma 2.2 for which we have

\[ \frac{\partial u}{\partial \omega_\pm} = \frac{1}{2}, \]

\[ \frac{\partial v}{\partial \omega_\pm} = \frac{1}{2} \left( g_v - f_u \right) \mp \sqrt{G}. \]
Proof. Let $T$ be the map that transforms the state variables into the Riemann invariants, $J_T$ its Jacobian and $k = \det J_T$.

For every $(u, v) \neq (0, 0)$, using $J_{T^{-1}} = (J_T)^{-1}$, we get

$$\frac{\partial \omega_+}{\partial v} = k \frac{\partial u}{\partial \omega_-} \quad \text{and} \quad -\frac{\partial \omega_+}{\partial u} = k \frac{\partial v}{\partial \omega_-}.$$  

If we use the relation $\nabla \omega \times r = 0$ we get

$$\frac{\partial \omega}{\partial \omega_+} = k \frac{\partial u}{\partial \omega_-}$$

As

$$\frac{(r_+)_2}{(r_+)_1} = \frac{(g_v - f_u) + \sqrt{G}}{2f_v},$$

we are free to take $\frac{\partial u}{\partial \omega_+} = \frac{1}{2}$, which gives the result. \hfill \Box

With this we can now prove:

**Lemma 5.2.** If condition (1.3) holds, that is, if

$$f(u, v) = \frac{3}{2} u^2 + \frac{1}{2} v^2 + \phi(u, v),$$

$$g(u, v) = uv + \psi(u, v),$$

where $\phi(u, v) = O((|u| + |v|)^l)$ and $\psi(u, v) = O((|u| + |v|)^l)$, and if $l > 3$, then

$$\lim_{|\omega_+ - \omega_-| \to 0} \rho(\omega_-, \omega_+) = 0$$

and

$$\lim_{|\omega_+ - \omega_-| \to 0} \sigma(\omega_-, \omega_+) = 0.$$  

**Proof.** We will prove only $\lim_{|\omega_+ - \omega_-| \to 0} \rho(\omega_-, \omega_+) = 0$, as the other case is similar. First we want to compute

$$\frac{\partial \lambda_+}{\partial \omega_-} = \frac{\partial \lambda_+}{\partial u} \frac{\partial u}{\partial \omega_-} + \frac{\partial \lambda_+}{\partial \omega_-} \frac{\partial \omega_-}{\partial u} = \frac{\partial u}{\partial \omega_-} \left( \frac{(r_-)_1}{(r_-)_2} \frac{\partial \lambda_+}{\partial \omega_-} - \frac{(r_-)_2}{(r_-)_1} \frac{\partial \lambda_+}{\partial \omega_-} \right).$$

By the result of the previous lemma, we only have to compute

$$\frac{\partial \lambda_+}{\partial u} - \frac{(r_-)_1}{(r_-)_2} \frac{\partial \lambda_+}{\partial v} = \frac{(g_v + f_u)u}{2} + \frac{(g_v - f_u)(g_v - f_u)u + 4f_v f_v u}{2\sqrt{G}}$$

$$+ \frac{(g_v - f_u) - \sqrt{G}}{2f_v} \left( \frac{(g_v + f_u)v}{2} + \frac{(g_v - f_u)(g_v - f_u)v + 4f_v f_v v}{2\sqrt{G}} \right).$$

Using hypothesis (1.3) we get

$$\frac{\partial \lambda_+}{\partial u} - \frac{(r_-)_1}{(r_-)_2} \frac{\partial \lambda_+}{\partial v} = 1 + \frac{(\psi_v + \phi_u)u}{2} - \frac{u(\psi_v - \phi_u)u}{\sqrt{G}} + \frac{(\psi_v - \phi_u)(\psi_v - \phi_u)u}{2\sqrt{G}}$$
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\[- \frac{2(v + \phi_v)\phi_{uv}}{\sqrt{G}} + \frac{(-2u + \psi_v - \phi_u)\phi_{uv}}{2(v + \phi_v)} - \frac{(\psi_v + \phi_u)\sqrt{G}}{4(v + \phi_v)} \]
\[+ \frac{(-2u + \psi_v - \phi_u)^2(\psi_v - \phi_u)u}{4(v + \phi_v)\sqrt{G}} + \frac{(-2u + \psi_v - \phi_u)\phi_{vv}}{\sqrt{G}} - \phi_{vv} . \]

Finally,
\[
\frac{\partial \lambda_+}{\partial \omega_-} = \left\{ 1 + \frac{(\psi_v + \phi_u)u}{2\sqrt{G}} - u(\psi_v - \phi_u)u + \frac{(\psi_v - \phi_u)(\psi_v - \phi_u)u}{2\sqrt{G}} \right. \\
\left. - \frac{2(v + \phi_v)\phi_{uv}}{2\sqrt{G}} + \frac{(-2u + \psi_v - \phi_u)\phi_{uv}}{2(v + \phi_v)} - \frac{(\psi_v + \phi_u)\sqrt{G}}{4(v + \phi_v)} \right. \\
\left. + \frac{(-2u + \psi_v - \phi_u)\phi_{uv}}{4(v + \phi_v)} + \frac{(-2u + \psi_v - \phi_u)^2(\psi_v - \phi_u)u}{4(v + \phi_v)\sqrt{G}} + \frac{(-2u + \psi_v - \phi_u)\phi_{vv}}{\sqrt{G}} - \phi_{vv} \right\} \frac{1}{2}. \tag{5.4} \]

Recalling that $\sqrt{G_0} := (\omega_+, \omega_-) - 2u^2 + v^2$, $\lambda_+ - \lambda_- = \sqrt{G}$, and that, under hypothesis (1.3), we can assume
\[\sqrt{G} = \sqrt{G_0} + O((|u| + |v|)^l)\]
and
\[\frac{1}{\sqrt{G}} = \frac{1}{\sqrt{G_0}} (1 + O((|u| + |v|)^{l-1})) , \]
we have
\[
\rho(\omega_-, \omega_+) = \frac{1}{2\sqrt{G_0}} \left\{ 1 - \left( 1 + O((|u| + |v|)^{l-1}) \right) \left( 1 + \frac{(\psi_v + \phi_u)u}{2\sqrt{G}} \right) \right. \\
\left. - u(\psi_v - \phi_u)u + \frac{(\psi_v - \phi_u)(\psi_v - \phi_u)u}{2\sqrt{G}} - \frac{2(v + \phi_v)\phi_{uv}}{\sqrt{G}} \right. \\
\left. + \frac{(-2u + \psi_v - \phi_u)\phi_{uv}}{2(v + \phi_v)} + \frac{(-\psi_v + \phi_u)\sqrt{G}}{4(v + \phi_v)} + \frac{(-2u + \psi_v - \phi_u)^2(\psi_v - \phi_u)u}{4(v + \phi_v)\sqrt{G}} + \frac{(-2u + \psi_v - \phi_u)\phi_{vv}}{\sqrt{G}} - \phi_{vv} \right\} \frac{1}{2} .
\]

Now, by (1.3),
\[\lim_{|\omega_+ - \omega_-| \to 0} \rho(\omega_-, \omega_+) = \lim_{(u,v) \to (0,0)} \frac{O((|u| + |v|)^{l-2})}{\sqrt{u^2 + v^2}} = 0 , \]
as $l > 3$.

**Remark 5.3.** In the previous proposition we cannot allow $l = 3$.

If we consider the simple case $\phi = au^3$ and $\psi = bv^3$, using polar coordinates, the final limit in the previous proof becomes
\[\lim_{(u,v) \to (0,0)} -6 \left( \frac{au}{\sqrt{u^2 + v^2}} + \frac{(a + 2b)u^2 + bv^2}{u^2 + v^2} \right) \]
\[= \lim_{r \to 0} -6 \left( a \cos \theta + (a + 2b) \cos^2 \theta + b \sin^2 \theta \right) , \]
that is equal to 0 for every \( \theta \) only for specific values of \( a \) and \( b \).

This proves that the result \( l > 3 \) is optimal within our method.

Now, given \( \varepsilon > 0 \) and \( \mathcal{O}_\varepsilon := (-\varepsilon, 0) \times (0, \varepsilon) \), we can introduce the space

\[
\mathcal{V} := \{ F \in C^2(\mathcal{O}_\varepsilon^2, \mathbb{R}) \mid \|F\|_\mathcal{V} < +\infty \},
\]

with the norm

\[
\|F\|_\mathcal{V} = \max_{0 \leq i+j \leq 2} \{ \sup_{Q^2_\varepsilon} |\partial_i^j F(t,s;\omega_-,\omega_+)| |s - \omega_-|^\alpha |s-t|^\beta |\omega_+ - \omega_-|^\gamma \},
\]

where \( \alpha, \beta \) and \( \gamma \) are positive constants to be determined.

**Remark 5.4.** \( \mathcal{V} \) is a complete vector space, as it is a Frechet space with respect to the separate family of seminorms

\[
\|F\|_{K_\delta} = \sup_{K_\delta} \|F\|_\mathcal{V}
\]

for every \( F \in \mathcal{V} \), where \( K_\delta = [-\varepsilon + \delta, -\delta] \times [\delta, \varepsilon - \delta] \), \( \delta > 0 \).

The weight in the norm \( \| \cdot \|_\mathcal{V} \) has been chosen in a polynomial form so that it is possible to balance eventually arising singularities with \( |\rho(\cdot, \cdot)| \) and \( |\sigma(\cdot, \cdot)| \), that we can control thanks to the previous lemma.

With the results in Lemma 5.2 we can state:

**Theorem 5.5.** Let \( \mathcal{R} \) be the Riemann function for the entropy equation (4.2) and \( \mathcal{R}_0 \) the Riemann function for the entropy equation associated to the unperturbed system. Under hypothesis (1.3), we have

\[
\lim_{|\omega_+ - \omega_-| \to 0} \|\mathcal{R} - \mathcal{R}_0\|_\mathcal{V} = 0
\]

if \( \alpha > \frac{3}{2} \), \( \beta \geq \frac{5}{2} \), \( \gamma \geq \frac{7}{2} \) and \( l > 7 \).

**Proof.** Recall from [4] that the Riemann function in any case verifies, with respect to the last two variables, the equation to which it is associated.

So, in particular, \( \mathcal{R} \) verifies (4.2).

But, if we consider in (5.3) the right hand side as a function of the independent variables, we can consider \( \mathcal{R}_0 \) as the Riemann function associated to (5.3).

Of course, the representation formula of the solution via the Riemann function in this way becomes an implicit representation formula. In particular, for \( \mathcal{R} \) we obtain

\[
\mathcal{R}(t, s; \omega_-, \omega_+) = \mathcal{R}_0(t, s; \omega_-, \omega_+) + \int_{\omega_-}^{\omega_+} \mathcal{R}_0(t, y; \omega_-, \omega_+) \frac{\partial \mathcal{R}(t, s; t, y)}{\partial y} dy + \frac{\mathcal{R}(t, s; t, y)}{2(y-t)} dy
\]

\[
+ \int_t^s \mathcal{R}_0(x, s; \omega_-, \omega_+) \frac{\partial \mathcal{R}(t, s; x, s)}{\partial x} \mathcal{R}(t, s; x, s) \frac{2(x-s)}{2(x-s)} dx + \int_t^s \mathcal{R}_0(x, y; \omega_-, \omega_+) \left( \rho(x, y) \frac{\partial \mathcal{R}(t, s; x, y)}{\partial y} + \sigma(x, y) \frac{\partial \mathcal{R}(t, s; x, y)}{\partial x} \right) dy dx.
\]

We define the operator \( \mathcal{T} : \mathcal{V} \to \mathcal{V} \) as

\[
\mathcal{T}(\mathcal{R})(t, s; \omega_-, \omega_+) = \mathcal{R}_0(t, s; \omega_-, \omega_+)
\]
\[ + \int_s^{\omega_+} R_0(t, y; \omega_-, \omega_+) R(t, s; t, y) \sigma(t, y) dy + \int_t^{\omega_+} R_0(x, s; \omega_-, \omega_+) R(t, s; x, s) \rho(x, s) dx \]

\[ + \int_t^{\omega_+} \int_s^{\omega_+} R_0(x, y; \omega_-, \omega_+) \left( \partial R(t, s; x, y) \frac{\partial R(t, s, x, y)}{\partial y} + \sigma(x, y) \frac{\partial R(t, s, x, y)}{\partial x} \right) dx dy. \]

Our final aim is to prove that \( \mathcal{T} \) is a contraction on \( V \). We will only prove that for every \( R \in V \) also \( \mathcal{T}(R) \in V \). (The second step in proving that \( \mathcal{T} \) is a contraction is similar, just with more complex notation.)

For every \( R \in V \) we have to show that the expressions

\[ \sup_{Q^2} |\partial^i_{\omega_-} \partial^j_{\omega_+} \mathcal{T}(R)(t, s; \omega_-, \omega_+)||s - \omega_-|^\gamma |s - t|^\beta |\omega_+ - \omega_-|^\alpha \]

are bounded for every \( i, j \) such that \( 0 \leq i + j \leq 2 \).

The main problem is represented by the singularities in \( R_0 \) and in its derivatives near the origin that are of the following kind (see the Appendix for more details): \( \ln(1 - z) \), \( \frac{1}{1 - z} \) and \( \frac{1}{(1 - z)^2} \).

Therefore we present the computation for the case involving the worst term, i.e. the one that requires the higher values of \( l \).

As an example we consider the expression containing \( \partial^2_{\omega_-} R_0(t, s; \omega_-, \omega_+) \), so we look for the right conditions on \( \alpha, \beta, \gamma \) and \( l \) to have

\[ \sup_{Q^2} |\partial^2_{\omega_-} \mathcal{T}(R)(t, s; \omega_-, \omega_+)||s - \omega_-|^\gamma |s - t|^\beta |\omega_+ - \omega_-|^\alpha < +\infty. \]

From the formula for \( \mathcal{T}(R)(t, s; \omega_-, \omega_+) \), we have

\[ \partial_{\omega_-} \mathcal{T}(R)(t, s; \omega_-, \omega_+) \]

\[ = \partial_{\omega_-} R_0(t, s; \omega_-, \omega_+) \]

\[ + \int_s^{\omega_+} \partial_{\omega_-} R_0(t, y; \omega_-, \omega_+) R(t, s; t, y) \sigma(t, y) dy \]

\[ + R_0(\omega_-, s; \omega_-, \omega_+) R(t, s; \omega_-, s) \rho(\omega_-, s) \]

\[ + \int_t^{\omega_+} \partial_{\omega_-} R_0(x, s; \omega_-, \omega_+) R(t, s; x, s) \rho(x, s) dx \]

\[ + \int_s^{\omega_+} \int_t^{\omega_-} \partial_{\omega_-} R_0(x, y; \omega_-, \omega_+) \left( \rho(x, y) \frac{\partial R(t, s; x, y)}{\partial y} + \sigma(x, y) \frac{\partial R(t, s, x, y)}{\partial x} \right) dy \]

\[ + \int_s^{\omega_+} \int_t^{\omega_-} \partial_{\omega_-} R_0(x, y; \omega_-, \omega_+) \left( \rho(x, y) \frac{\partial R(t, s; x, y)}{\partial y} + \sigma(x, y) \frac{\partial R(t, s, x, y)}{\partial x} \right) dx dy. \]

Using this we can compute

\[ |\partial^2_{\omega_-} \mathcal{T}(R)(t, s; \omega_-, \omega_+)| \]

\[ \leq |\partial^2_{\omega_-} R_0(t, s; \omega_-, \omega_+)| \]

\[ + \int_s^{\omega_+} |\partial^2_{\omega_-} R_0(t, y; \omega_-, \omega_+)||\mathcal{R}(t, s; t, y)||\sigma(t, y)||dy \]

\[ + |\partial_{\omega_-} \left( (\mathcal{R}_0(\omega_-, s; \omega_-, \omega_+) \mathcal{R}(t, s; \omega_-, s) \rho(\omega_-, s) \right) | \]

\[ + |\partial_{\omega_-} \mathcal{R}_0(\omega_-, s; \omega_-, \omega_+) \mathcal{R}(t, s; \omega_-, s) \rho(\omega_-, s) | \]
and therefore use the fact that
|\omega_{-}\| R(t, s; x, s)\| d x
\]

So finally we have to prove
Note that all the quantities inside the brackets are positive and that in (see the Appendix)
\]

So we need to prove
As an example we will analyse the term that generate the stronger conditions on \( \alpha \) and \( l \), i.e. the second one:

\[
\int_{s}^{s+} |\partial_{\omega_{-}}^{2} R_{0}(t, y; \omega_{-}, \omega_{+})|| R(t, s; t, y)|| \sigma(t, y)|| dy < +\infty.
\]

First we write
\[
\sup_{Q_{e}^{2}} |s - \omega_{-}|^{\gamma} |s - t|^{\beta} |\omega_{+} - \omega_{-}|^{\alpha} \int_{s}^{s+} |\partial_{\omega_{-}}^{2} R_{0}(t, y; \omega_{-}, \omega_{+})|| R(t, s; t, y)|| \sigma(t, y)|| dy
\]

\[
= \sup_{Q_{e}^{2}} \int_{s}^{s+} |\partial_{\omega_{-}}^{2} R_{0}(t, y; \omega_{-}, \omega_{+})|| R(t, s; t, y)|| \sigma(t, y)|| dy
\]

\[
< C \sup_{Q_{e}^{2}} \int_{s}^{s+} |\partial_{\omega_{-}}^{2} R_{0}(t, y; \omega_{-}, \omega_{+})|| (s - \omega_{-})^{\gamma} (\omega_{+} - \omega_{-})^{\alpha} | \sigma(t, y)|| dy,
\]

where we used the fact that \( R \in \mathcal{V} \).

Note that all the quantities inside the brackets are positive and that in \( \partial_{\omega_{-}}^{2} R_{0}(t, s; \omega_{-}, \omega_{+}) \) an example for the worst singular term is (see the Appendix)
\[
\frac{(\omega_{+} - s)^2(\omega_{+} - t)^2}{(s - t)^2(\omega_{+} - \omega_{-})^2} \left( \ln \left( \frac{s - \omega_{-}}{s - t} \right) \left( \frac{\omega_{+} - \omega_{-}}{s - t} \right) + \frac{(s - t)^2(\omega_{+} - \omega_{-})^2}{(s - \omega_{-})^2(\omega_{+} - t)^2} \right).
\]

So finally we have to prove
\[
\int_{s}^{s+} \frac{(\omega_{+} - y)^2(\omega_{+} - t)^2}{(y - t)^2(\omega_{+} - \omega_{-})^2} \left( \ln \left( \frac{y - \omega_{-}}{y - t} \right) \left( \frac{\omega_{+} - \omega_{-}}{y - t} \right) + \frac{(y - t)^2(\omega_{+} - \omega_{-})^2}{(y - \omega_{-})^2(\omega_{+} - t)^2} \right) | \sigma(t, y)|| dy < +\infty.
\]

Thanks to Lemma 5.2 if \( l > 3 + k \), we can assume \( |\sigma(x, y)| = O(|y - x|^{k}) \) and \( |\rho(x, y)| = O(|y - x|^{k}) \).
Now, note that \( \frac{y - \omega_-}{y - t} \leq 1 \) and \( \frac{\omega_+ - y}{\omega_+ - \omega_-} \leq 1 \) implies, respectively,
\[
\ln \left( \frac{(y - \omega_-)(\omega_+ - t)}{(y - t)(\omega_+ - \omega_-)} \right) \leq \ln \left( \frac{\omega_+ - t}{\omega_+ - \omega_-} \right)
\]
and
\[
\frac{(\omega_+ - y)^2}{(\omega_+ - \omega_-)^2} \leq \frac{1}{(\omega_+ - \omega_-)^2}.
\]
We have to estimate
\[
(\omega_+ - \omega_-)^{-\frac{3}{2}} (\omega_+ - t)^2 \left( |\ln(\omega_+ - t)| + |\ln(\omega_+ - \omega_-)| \right) \left( \frac{s - \omega_-}{s - t} \right)^\gamma \int_s^{\omega_+} (y - t)^{-\gamma(\alpha + \frac{3}{2})} dy
\]
\[
+ (\omega_+ - \omega_-)^{\alpha + \frac{1}{2}} \left( \frac{s - \omega_-}{s - t} \right)^\gamma \left( (\omega_+ - t)^{-\gamma(\alpha + \frac{1}{2})} + \frac{(s - t)^{-\gamma(\alpha + \frac{1}{2})}}{s - \omega_-} \right)
\]
\[
+ (k - (\alpha + \frac{1}{2}))(\omega_+ - \omega_-)^{\alpha + \frac{1}{2}} \left( \frac{s - \omega_-}{s - t} \right)^\gamma \int_s^{\omega_+} \frac{(y - t)^{-\gamma(\alpha + \frac{1}{2})}}{(y - \omega_-)^2} dy = (a) + (b).
\]
As \( \frac{s - \omega_-}{s - t} \leq 1 \), \( (a) \) is finite if \( \alpha > \frac{3}{2} \), \( \gamma \geq 0 \) and \( k \geq \alpha + \frac{3}{2} \).

Now we analyse \( (b) \). Integrating by parts, we have
\[
(\omega_+ - \omega_-)^{\alpha + \frac{1}{2}} \left( \frac{s - \omega_-}{s - t} \right)^\gamma \int_s^{\omega_+} \frac{(y - t)^{-\gamma(\alpha + \frac{1}{2})}}{(y - \omega_-)^2} dy
\]
\[
= (\omega_+ - \omega_-)^{\alpha + \frac{1}{2}} \left( \frac{s - \omega_-}{s - t} \right)^\gamma \left( - \frac{(\omega_+ - t)^{-\gamma(\alpha + \frac{1}{2})}}{\omega_+ - \omega_-} + \frac{(s - t)^{-\gamma(\alpha + \frac{1}{2})}}{s - \omega_-} \right)
\]
\[
+ (k - (\alpha + \frac{1}{2}))(\omega_+ - \omega_-)^{\alpha + \frac{1}{2}} \left( \frac{s - \omega_-}{s - t} \right)^\gamma \int_s^{\omega_+} \frac{(y - t)^{-\gamma(\alpha + \frac{1}{2})}}{(y - \omega_-)^2} dy.
\]
The worst case is the last term, so we concentrate on that one.

First we note that we can decompose
\[
\frac{(y - t)^{-\gamma(\alpha + \frac{1}{2})}}{(y - \omega_-)} = \frac{(y - t)^\xi}{(y - \omega_-)} = (y - t)^\xi \left( P(y) + \frac{(\omega_- - t)^p}{(y - \omega_-)} \right),
\]
where \( P(y) \) is a polynomial in \( y \), \( p = [k - (\alpha + \frac{3}{2})] \geq 1 \) and \( \xi = k - (\alpha + \frac{3}{2}) - p \). (Here \([x]\) is the floor of \( x \).)

So we have
\[
(\omega_+ - \omega_-)^{\alpha + \frac{1}{2}} \left( \frac{s - \omega_-}{s - t} \right)^\gamma \int_s^{\omega_+} \frac{(y - t)^{-\gamma(\alpha + \frac{1}{2})}}{(y - \omega_-)^2} dy
\]
\[
\leq (\omega_+ - \omega_-)^{\alpha + \frac{1}{2}} \left( \frac{s - \omega_-}{s - t} \right)^\gamma (\omega_+ - t)^\xi (\omega_- - t)^p |\ln(\omega_+ - \omega_-)|
\]
\[
+ (\omega_+ - \omega_-)^{\alpha + \frac{1}{2}} \left( \frac{s - \omega_-}{s - t} \right)^\gamma (\omega_+ - t)^\xi (\omega_- - t)^p |\ln(s - \omega_-)|.
\]
Again the worst condition comes from the last term. Given \( \delta \in (0, 1) \subset \mathbb{R} \), we can write such a term as
\[
(\omega_+ - \omega_-)^{\alpha + \frac{1}{2}} \left( \frac{s - \omega_-}{s - t} \right)^{-\delta} (\omega_+ - t)^\xi (\omega_- - t)^p \frac{(|\ln(\omega_+ - \omega_-)|}{(s - \omega_-)^{\delta}})
\]
that is finite as \( p \geq \delta \). So we need to require \( k - (\alpha + \frac{3}{2}) \geq 1 \), that is, \( k \geq \alpha + \frac{5}{2} \).
If we take into account the previous condition $\alpha > \frac{3}{2}$, we finally have $k > 4$, and so $l > 7$. □

5.2. $C^2$ East type entropies. Our aim is to find some conditions on the Goursat data in order to obtain solutions to (5.1) whose derivatives, up to the second order, are bounded in a small neighbourhood of the origin.

In order to obtain solutions to (5.1) whose derivatives, up to the second order, are bounded in $J^*$, we have

$$J^* := \{(\omega_-, \omega_+) \mid \omega_- \leq 0 \leq \omega_+ \leq \omega_+^*\}.$$

Now we can state the main result of this section:

**Theorem 5.6.** Assume hypothesis (1.3) with $l > 7$ and consider the Goursat problem (5.1). If $-\delta < \omega_-^* \leq \omega_+^* < \delta$, for a small positive constant $\delta$, there exists a family of Goursat data

$$\Theta := \{\theta_- \in C^2(\mathbb{R}) \mid \int_{\omega_-}^{\omega_-} (-t)^{-\frac{5}{2}} \left(\theta'_-(t) - \frac{1}{2t} \theta_- (t)\right) dt = 0 \text{ and } \int_{\omega_-}^{\omega_-} (-t)^{-\frac{5}{2}} \left(\theta'_+(t) - \frac{1}{2t} \theta_-(t)\right) dt = 0\}$$

such that, for every $\theta_- \in \Theta$, problem (5.1) has a unique solution $\eta(\omega_-, \omega_+) \in C^2(J^* \setminus (0, 0))$.

Moreover $\eta$ and its derivatives in $\omega_\pm$, up to second order, are bounded on bounded sets in $J^*$.

**Proof.** Recall the integral representation (5.2) for East type entropies:

$$\eta(\omega_-, \omega_+) = \int_{\omega_-}^{\omega_-} R(t, 0; \omega_-, \omega_+) \left(\theta'_-(t) - \frac{\partial\omega_- \lambda_+(t, 0)}{\lambda_+(t, 0) - \lambda_-(t, 0)} \theta_-(t)\right) dt$$

that, for the unperturbed case (see the Appendix for details), becomes

$$\eta_0(\omega_-, \omega_+) = \int_{\omega_-}^{\omega_-} \left(\frac{\omega_+ - \omega_-}{-t}\right)^{\frac{5}{2}} H\left(\frac{\omega_+(\omega_- - t)}{-t(\omega_+ - \omega_-)}\right) \left(\theta'_-(t) - \frac{1}{2t} \theta_-(t)\right) dt.$$ 

In Lemma 5.2 and Theorem 5.5 respectively, we proved

$$\lim_{|\omega_+ - \omega_-| \to 0} \rho(\omega_-, \omega_+) = \lim_{|\omega_+ - \omega_-| \to 0} \frac{1}{2((\omega_+)_0 - (\omega_-)_0)} - \frac{\partial\omega_- \lambda_+}{\lambda_+ - \lambda_-} = 0$$

and

$$\lim_{|\omega_+ - \omega_-| \to 0} \|R - R_0\|_\nu = 0.$$ 

Thanks to these results, we can prove that there exists a constant $c$ such that, in a small neighbourhood of the origin,

$$|\eta(\omega_-, \omega_+) - \eta(0, 0)| \leq c|\eta_0(\omega_-, \omega_+) - \eta_0(0, 0)|.$$ 

Now, by Proposition A.1 (see the Appendix) we can conclude $\eta(\omega_-, \omega_+) \in C(J^*)$.

Using the analogous estimates for the derivatives of first and second order proven in Theorem 5.5 and the results in Proposition A.1 we can close the proof. □
For our purposes we will need the regularity of entropies in the state variables. The result is non-trivial because the transformation $T$ from the state variables to the Riemann invariant is not regular in $(0,0)$.

So we need to prove

**Theorem 5.7.** Assume hypothesis (1.3).

Let $\eta(\omega_-, \omega_+)$ be a solution for the Goursat problem (5.1) with $\theta \in \Theta$.

If $-\delta < \omega_- \leq \omega_+ < \delta$, for a small positive constant $\delta$, then $\eta(\omega, \omega) = T^{-1}(\eta(\omega_-, \omega_+)) \in C^2(\mathbb{R}^2 \setminus (0,0))$.

Moreover $\eta$ and its derivatives in $u, v$, up to second order, are bounded on bounded sets in the state space $I$.

**Proof.** It will be enough to observe that, under hypothesis (1.3),

$$\frac{\partial \omega_+}{\partial u} = \left(\frac{\partial \omega_+}{\partial u}\right)_0 + O((|u| + |v|)^{l-1}),$$

$$\frac{\partial \omega_+}{\partial v} = \left(\frac{\partial \omega_+}{\partial v}\right)_0 + O((|u| + |v|)^{l-1}),$$

where $\left(\frac{\partial \omega_+}{\partial u}\right)_0$ and $\left(\frac{\partial \omega_+}{\partial v}\right)_0$ are the derivatives of the Riemann invariants associated to the unperturbed system.

Now using the chain rule and Theorem 5.6 we have the result. □

Finally it will also be useful to establish the following representation for an entropy-entropy flux pair $(\eta, q)$.

**Corollary 5.8.** Suppose $(\eta, q)$ is an entropy-entropy flux pair, where $\eta$ is an entropy of type East or West with limit $\omega_- \ast$. Then $\eta$ and $q$ have the following representations:

$$\eta(\omega_-, \omega_+) = A(\omega_-, \omega_+ \theta_- (\omega_-) + \int_{\omega_-}^{\omega_-} B(x, \omega_-, \omega_+ \theta_- (x)dx,$$

$$q(\omega_-, \omega_+) = C(\omega_-, \omega_+ \theta_- (\omega_-) + \int_{\omega_-}^{\omega_-} D(x, \omega_-, \omega_+ \theta_- (x)dx,$$

where $A, B, C$ and $D$ are smooth functions in the variables $x, \omega_-, \omega_+$ whenever $x < 0$ and $\omega_- < 0$.

**Proof.** Again using the integral representation (5.2) for $\eta$, the proof follows from Lemma 5.2, Theorem 5.5 and the results in the Appendix. □

6. **Strong convergence by compensated compactness.** In this section we will show that the sequence of solutions $\{(u^\varepsilon, v^\varepsilon)\}_{\varepsilon > 0}$ of system (3.1) that we obtained in Section 3 converges strongly to a solution $(u, v)$ of (1.1) when $\varepsilon \to 0$.

We first introduce the Young measure describing the weak convergence of the sequence $\{(u^\varepsilon, v^\varepsilon)\}_{\varepsilon > 0}$. Then, using the results in Section 5, we set up a commutation relation and a new representation for the entropy-entropy flux pair. Finally we reduce the Young measure to a point mass so that we can apply Tartar’s result ([31]) and obtain strong convergence.
Before starting to analyse our case, we recall the most important results of the basic theory of compensated compactness. We will refer mainly to [26], chap. 9.

Let \( \Omega \) be an open set of \( \mathbb{R}^n \) and \( K \) a closed set of \( \mathbb{R}^p \).

We consider a sequence of functions \( u_k : \Omega \rightarrow \mathbb{R}^p \) such that \( u_k(x) \in K \) for almost all \( x \in \Omega \).

**Proposition 6.1** (Proposition 9.1.7, p. 47 of [26]). Let \( \{ U_k \}_{k \in \mathbb{N}} \) be a sequence in \( L^\infty(\Omega) \), convergent in the sense of Young to the measure \( \nu \). Let \( U \) be its weak-star limit. The following assertions are equivalent:

1. There exists \( p \in [1, \infty] \) such that \( \| U_k - U \|_{L^p(\omega)} \rightarrow 0 \) for every bounded set \( \omega \in \Omega \).
2. The same statement is true for all \( p \in [1, \infty) \).
3. For almost all \( x \in \Omega \), \( \nu_x \) is a Dirac mass. \( \square \)

Next we recall Tartar’s result:

**Proposition 6.2** (Proposition 9.2.2, p. 57 of [26]). We consider a physical system (1.2) and we suppose that a sequence \( (U^\varepsilon)_{n \in \mathbb{N}} \) of solutions of its viscous approximation for \( \varepsilon = \varepsilon_n \rightarrow 0^+ \) has values in a compact set and converges in the sense of Young to \( \nu \).

Then for all entropy-entropy flux pairs \( (\eta_j, q_j) \), \( j = 1, 2 \), of class \( C^2 \), we have

\[
\langle \nu_{x,t}, \eta_1 q_2 - \eta_2 q_1 \rangle = \langle \nu_{x,t}, \eta_1 \rangle \langle \nu_{x,t}, q_2 \rangle - \langle \nu_{x,t}, \eta_2 \rangle \langle \nu_{x,t}, q_1 \rangle,
\]

for almost all \( (x, t) \in \mathbb{R} \times \mathbb{R}^+ \). \( \square \)

Let \( (U^\varepsilon)_{\varepsilon > 0} \) be a sequence of solutions for the viscous approximation to (1.2).

From the results in Section 3 we know that, for every \( \varepsilon > 0 \) such a solution exists, global in time, and the sequence \( (U^\varepsilon)_{\varepsilon > 0} \) is uniformly bounded with respect to \( \varepsilon \).

So we can apply the result of Theorem 9.1.5, p. 44 of [26] and describe the weak convergence of \( U^\varepsilon \) through a Young measure \( \nu = \nu(x,t) \):

\[
g(U^\varepsilon(x,t)) \rightharpoonup \int g(s)d\nu(x,t)(s) = \langle \nu(x,t), g \rangle, \quad (6.1)
\]

for any continuous function \( g \).

Our goal is to reduce this Young measure to a Dirac mass, then apply Proposition 6.1 and finally obtain strong convergence for \( (U^\varepsilon)_{\varepsilon > 0} \).

In order to reduce the Young measure we will need the commutation relation in Proposition 6.2.

To this end, using the entropy \( \eta^* \) from Remark 4.2, we can prove in the standard way the following:

**Lemma 6.3.** Let \( U^\varepsilon = (u^\varepsilon, v^\varepsilon) \) be a \( L^2 \) solution for the viscous approximation (3.1). Then there exists a constant \( M > 0 \) such that, for every \( \varepsilon > 0 \),

\[
2\varepsilon \int_0^T \int_{-\infty}^{+\infty} ((u^\varepsilon)_x^2 + (v^\varepsilon)_x^2) dxdt \leq M. \quad \square
\]

With this result we can prove:
Proposition 6.4. Let $U^\varepsilon = (u^\varepsilon, v^\varepsilon)$ be a $L^2$ solution to (3.1), and $(\eta, q)$ a $C^2$ entropy-entropy flux pair for (1.2). Then $(\eta(U^\varepsilon)_t + q(U^\varepsilon)_x)_{\varepsilon > 0}$ is relatively compact in $H^{-1}_{loc}(\mathbb{R} \times \mathbb{R}^+)$. 

Proof. It follows from the result of Murat (Lemma 9.2.1, p. 57 of [26]), using Theorem 5.7 and Lemma 6.3.

Now the hypotheses of Tartar (Proposition 6.2) are satisfied by all the couples of entropy-entropy flux pairs $(\eta_j, q_j)$, $j = 1, 2$, of class $C^2$ so that we have the commutation relation

$$\langle \nu_{x,t}, \eta_1 q_2 - \eta_2 q_1 \rangle = \langle \nu_{x,t}, \eta_1 \rangle \langle \nu_{x,t}, q_2 \rangle - \langle \nu_{x,t}, \eta_2 \rangle \langle \nu_{x,t}, q_1 \rangle,$$

for almost all $(x, t) \in \mathbb{R} \times \mathbb{R}^+$.

To reduce the Young measure to a Dirac mass is now equivalent to proving that the only non-zero solution to (6.2) is a Dirac mass.

6.1. The reduction of the Young measure. First we notice that, by the geometrical construction in Section 2, if we conclude that the Young measure $\nu$ is a point mass in the $(\omega_-, \omega_+)$ plane, then $\nu$ is at most the sum of two $\delta$-functions in the $(u, v)$ plane. By using the hypothesis $(u_0, v_0) \in I^+$ and the result from Corollary 3.5 we have that $\nu$ is a point mass in the $(u, v)$ plane too.

Therefore it is sufficient to prove our result in the Riemann invariant coordinates. Now let

$$R = [\omega_-, 0] \times [0, \omega_+]$$

be the minimal rectangle in the $(\omega_-, \omega_+)$ plane containing the support of $\nu$. We will just analyse the most complex case, that is, when $R$ contains the umbilic point and $\omega_+ < 0 < \omega^\varepsilon_+$ (so that $R$ is not just a line parallel to one of the axes).

After some preliminary remarks, we divide our proof into two parts: first we show that the support of $\nu$ concentrates on the four corners of $R$, and then we reduce again to get just one Dirac mass.

Let $\omega_- < -\delta < 0$, where $\delta > 0$ is the positive constant that gives us the zero moment condition in Theorem 5.6.

Let $\gamma \in \mathbb{R}$ satisfy $\omega_- < -\gamma < -\delta$, and $\varepsilon'' = \varepsilon''(\gamma, \delta)$ such that

$$\omega_- < \omega^\varepsilon_- < \gamma < \omega^\varepsilon_+ < -\delta,$$

where $\omega^\varepsilon_- = \gamma - \varepsilon''$ and $\omega^\varepsilon_+ = \gamma + \varepsilon''$.

Now we can use the results in [13] and generalise to our case the theory developed by [25] for strictly hyperbolic systems, and prove the following:

Lemma 6.5. Let $(\eta, q)$ be an entropy-entropy flux pair of type East with limit $\omega^\varepsilon_-$ and $(\overline{\eta}, \overline{q})$ be an entropy-entropy flux pair of type West with limit $\omega^\varepsilon_+$.

Let $\theta_-$ and $\overline{\theta}_-$ be their Goursat data (as in the hypotheses of Theorem 5.6).

Let $\theta_-(\gamma), \overline{\theta}_-(\gamma), \theta'_-(\gamma), \overline{\theta}'_-(\gamma), \theta''_-(\gamma)$ and $\overline{\theta}''_-(\gamma)$ be fixed positive constants independent of $\varepsilon''$.

(i) Suppose that for $\varepsilon'' > 0$ small enough, if $\nu, \eta \overline{q} - \overline{\eta} q = 0$, then

$$\text{supp}(\nu) \cap \{(\omega_-, \omega_+) \mid \omega_+ \geq 0, \omega_- = \gamma\} = \emptyset.$$
(ii) Let $\omega_-^\ast \leq \omega_- ^\ast \leq -\delta$. Then there exists a constant $c$, independent from $\omega_- ^\ast$, such that
\[
\langle \nu, q \rangle = c \langle \nu, \eta \rangle.
\]

(iii) Fix $\delta > 0$. Let $\omega_- ^\ast$ satisfy $\omega_- < \omega_- ^\ast < -\delta < 0$. If, for every East type entropy $\pi$ with limit $\omega_- ^\ast$ we have
\[
\langle \nu, \pi \rangle = 0,
\]
then
\[
supp(\nu) \cap \{(\omega_-, \omega_+) \mid \omega_+ \geq 0, \omega_- ^\ast \leq \omega_- \leq -\delta\} = \emptyset.
\]
\[\square\]

Thanks to these results it is possible to prove:

**Theorem 6.6.** The Young measure $\nu$ as defined in (6.1) is a point mass in the plane $(\omega_-, \omega_+)$. 

**Proof.** Following D. Serre (25), we divide our proof in three steps.

**Step 1.** Reduction to four $\delta$-functions. Let $\delta > 0$ be small enough so that $\omega_- < -\delta$, and define
\[
\omega_- (\delta) := \inf \{ y \mid \omega_- \leq y \leq -\delta, supp(\nu) \cap \{(\omega_-, \omega_+) \mid y < \omega_- < -\delta\} = \emptyset\}.
\]

Under our assumptions, it is easy to prove that
\[
supp(\nu) \subset \{(\omega_-, \omega_+) \mid 0 \leq \omega_+ \leq \omega_+ ^\ast \text{ and } \omega_- = \omega_- ^\ast \text{ or } -\delta \leq \omega_- \leq 0\}
\]
and
\[
supp(\nu) \subset \{(\omega_-, \omega_+) \mid \omega_- \leq \omega_- \leq 0 \text{ and } \omega_+ = \omega_+ ^\ast \text{ or } 0 \leq \omega_+ \leq \delta\}.
\]

The support of $\nu$ so concentrated on the square $\{(\omega_-, \omega_+) \mid -\delta \leq \omega_- \leq 0, 0 \leq \omega_+ \leq \delta\}$ and on the points $(\omega_- ^\ast, 0)$, $(0, \omega_+ ^\ast)$, $(0, 0)$ and $(\omega_- ^\ast, \omega_+ ^\ast)$.

If we let $\delta \to 0^+$ we obtain that the support of $\nu$ is concentrated on the four corners of $R$.

**Step 2.** Reduction from 4 to 3 $\delta$-functions. Let $A_i$, $i = 1, 2, 3, 4$, be the four corners of $R$, with $A_1 = (\omega_- ^\ast, 0)$, $A_2 = (\omega_- ^\ast, \omega_+ ^\ast)$, $A_3 = (0, 0)$ and $A_4 = (0, \omega_+ ^\ast)$. We know that
\[
\nu = \sum_{1 \leq i \leq 4} \beta_i \delta_{A_i},
\]
where $\beta_i \geq 0$ for every $i$, and $\sum_{1 \leq i \leq 4} \beta_i = 1$. Assume $\beta_i \neq 0$ for every $i$.

If we consider two entropy-entropy flux pairs $(\eta_1, q_1)$ and $(\eta_2, q_2)$, applying the commutation relation (6.2) we get
\[
\sum_{i,j=1}^4 \beta_i \beta_j \left\{ (\eta_1(A_i) - \eta_1(A_j))(q_2(A_i) - q_2(A_j)) - (\eta_2(A_i) - \eta_2(A_j))(q_1(A_i) - q_1(A_j)) \right\} = 0.
\]

(6.3)

Now let $\Theta$ be an application with values in $\mathbb{R}^8$ defined on the pairs $(\eta, q)$ in the following way:
\[
\Theta(\eta, q) = (\eta(A_1), ..., \eta(A_4), q(A_1), ..., q(A_4)).
\]
Its image is \( X \subset \mathbb{R}^8 \). Also define a linear form \( f \) on \( \mathbb{R}^8 \times \mathbb{R}^8 \):

\[
f((x_1, y_1), (x_2, y_2)) = \sum_{i,j=1}^{4} \beta_i \beta_j \left\{ (x_{1i} - x_{1j})(y_{2i} - y_{2j}) - (x_{2i} - x_{2j})(y_{1i} - y_{1j}) \right\}.
\]

If \( \beta_i \neq 0 \) for every \( i \), then \( f \) is an antisymmetric form of rank 6, of the same form as (6.3), so that we have

\[
(a, b) \in X \times X \Rightarrow f(a, b) = 0,
\]

that also implies \( \dim X \leq 5 \).

Now let \( 1 \leq l \leq 4 \). As the quadratic forms \( \eta(q) \rightarrow \eta(A_i) \) and \( \eta(q) \rightarrow q(A_i), i \neq l \), are six linearly dependent forms on the set of pairs \( (\eta, q) \), there exist real numbers \( a_{il}, b_{il}, i \neq l \), not all equal to zero, such that

\[
\sum_{i \neq l} a_{il}q(A_i) + b_{il}\eta(A_i) = 0, \tag{6.4}
\]

for every pair \( (\eta, q) \).

We now consider an entropy \( \eta \) of type East, that verifies in particular \( \theta_- = 0 \) if \( \omega_- = \omega_-^* \) (see Definition 4.3), and the associated flux function \( q \). Then we have

\[
\eta(A_1) = \eta(A_2) = q(A_1) = q(A_2) = 0,
\]

and from (6.4), for \( l = 4 \), we have \( a_{34}q(A_3) + b_{34}\eta(A_3) = 0 \).

From this follows that

\[
(b_{34} + a_{34}\lambda_-(A_3))\eta(A_3) = -a_{34}\lambda_-(A_3)\eta(A_3) - a_{34}\int_{A_1}^{A_3} \frac{\partial q}{\partial \omega_-} d\omega_- = a_{34} \int_{A_1}^{A_3} \eta \frac{\partial \lambda_-}{\partial \omega_-} d\omega_- \tag{6.5}
\]

Notice that once we have \( \eta(A_1) = 0 \), the restriction of \( \eta \) to \( A_1A_3 \) is arbitrary, so we have

\[
a_{34} \frac{\partial \lambda_-}{\partial \omega_-} = 0 \quad \text{on} \quad A_1A_3,
\]

\[
b_{34} + a_{34}\lambda_-(A_3) = 0. \tag{6.6}
\]

Using an entropy of type North we get

\[
a_{24} \frac{\partial \lambda_+}{\partial \omega_+} = 0 \quad \text{on} \quad A_1A_2,
\]

\[
b_{24} + a_{24}\lambda_+(A_3) = 0. \tag{6.7}
\]

If \( \frac{\partial \lambda_-}{\partial \omega_-} \neq 0 \) on \( A_1A_3 \) and \( \frac{\partial \lambda_+}{\partial \omega_+} \neq 0 \) on \( A_1A_2 \), then from (6.6) and (6.7) we have

\[
a_{34} = a_{24} = b_{34} = b_{24} = 0,
\]

and so, from (6.4), with \( l = 4 \), we have \( a_{14}\eta(A_1) + b_{14}(A_1)q(A_1) = 0 \) for all pairs \( (\eta, q) \). This is absurd.

Since from the genuine non-linearity of (1.1) in the interior of \( R \) and from Lemma 2.6, we have that \( \partial \lambda_- / \partial \omega_- \) and \( \partial \lambda_+ / \partial \omega_+ \) are non-zero everywhere, the only possible explanation is that there exists an \( i, 1 \leq i \leq 4 \), such that \( \beta_i = 0 \).
Step 3. Reduction to one $\delta$-function. In what follows, for every function $f$ we will use the notation $f(A_i) = f_i$.

We now know that

$$\nu = \beta_1 A_1 + \beta_2 A_2 + \beta_3 A_3 + \beta_4 A_4$$

where, at least for one index $i$, $\beta_i = 0$.

Assume $\beta_4 = 0$. Then

$$\nu = \beta_1 A_1 + \beta_2 A_2 + \beta_3 A_3. \quad (6.8)$$

Let $(\eta, q)$ be a West type entropy-entropy flux pair, with limit $\frac{1}{2} \omega_-$, and $(\eta^k, q^k)$ an entropy-entropy flux pair as constructed in Remark 4.2.

We choose the Goursat data so that $\eta_1 = \eta_2 = q_1 = q_2 = 0$, and combining (6.8) with the commutation relation we get

$$(\beta_3 - \beta_3^2)(\eta_3 q_3^k - \eta_3^k q_3) = \beta_3 \eta_3 (\beta_1 q_1^k + \beta_2 q_2^k) - \beta_3 q_3 (\beta_1 \eta_1^k + \beta_2 \eta_2^k).$$

We can assume $\beta_1 + \beta_2 > 0$ and choose $(\eta^k, q^k)$ such that

$$\beta_1 q_1^k + \beta_2 q_2^k = 0 = \beta_1 \eta_1^k + \beta_2 \eta_2^k.$$

So we have $(\beta_3 - \beta_3^2)(\eta_3 q_3^k - \eta_3^k q_3) = 0$.

As $(\eta, q)$ is an arbitrary West type entropy-entropy flux pair and $\eta^k, q^k$ is an arbitrary entropy-entropy flux pair from Remark 4.2 this implies

$$\beta_3 - \beta_3^2 = 0.$$ 

This means

$$\beta_4 = 0 \Rightarrow \beta_3 = 0 \text{ or } \beta_3 = 1.$$ 

In a similar way we can find

$$\beta_1 = 0 \Rightarrow \beta_4 = 0 \text{ or } \beta_4 = 1,$$

$$\beta_3 = 0 \Rightarrow \beta_4 = 0 \text{ or } \beta_4 = 1$$

and

$$\beta_2 = 0 \Rightarrow \beta_4 = 0 \text{ or } \beta_4 = 1.$$ 

At this point we know that

$$\nu = \rho_1 \delta_P + \rho_2 \delta_Q,$$

where $P$ and $Q$ are two of the four corners of $R$ and $\rho_1, \rho_2$ are non-negative constants such that $\rho_1 + \rho_2 = 1$. We have finally to prove that $\nu$ can be reduced to one $\delta$-function.

Let $(\eta^k, q^k)$ and $(\eta^j, q^j)$ be two entropy-entropy flux pairs from Remark 4.2 and assume $P \neq (0, 0)$. Choosing the appropriate constants, we can have

$$\eta^k(Q) = q^k(Q) = 0 = \eta^j(Q) = q^j(Q).$$

The commutation relation gives $(\rho_1 - \rho_1^2)(\eta^k q^j - \eta^j q^k) = 0$.

As $(\eta^k, q^k)$ and $(\eta^j, q^j)$ are arbitrary and $P \neq (0, 0)$, this implies $\rho_1 - \rho_1^2 = 0$, that is, $\rho_1 = 0$ or $\rho_1 = 1$. 

\qed
Appendix A. The unperturbed case. We now recall some results from Kan [13, 14].

In the unperturbed case the entropy equation (4.2) becomes

$$\frac{\partial^2 \eta_0}{\partial \omega_+ \partial \omega_-} + \frac{1}{2((\omega_+)_0 - (\omega_-)_0)} \left( \frac{\partial \eta_0}{\partial \omega_+} - \frac{\partial \eta_0}{\partial \omega_-} \right) = 0,$$

(A.1)

where \((\omega_-)_0\) and \((\omega_+)_0\) are the Riemann invariants associated to the unperturbed system:

\begin{align*}
(\omega_-)_0 &= u - \sqrt{u^2 + v^2}, \\
(\omega_+)_0 &= u + \sqrt{u^2 + v^2}.
\end{align*}

If \(R_0\) is the Riemann function associated to (A.1) it can be represented as

$$R_0(t, s; \omega_-, \omega_+) = \left( \frac{\omega_+ - \omega_-}{s - t} \right)^{1/2} H(w),$$

where \(w = \frac{(\omega_+ - s)(\omega_- - t)}{(s - t)(\omega_+ - \omega_-)}\) and \(H(w)\) is the hypergeometric function.

In what follows we summarize some properties about the singularities of \(R_0\) that were used in the proof of Theorem 5.5.

A.1. Singularities of the Riemann function. The hypergeometric function \(H(w)\) is such that \(H(0) = 1\), it is analytic when \(0 \leq w < 1\) and in a neighbourhood of \(w = 1\) it can be represented in the form

$$H(w) = AH_1(w - 1) + BH_1(w - 1) \ln(1 - w) + H_2(w - 1),$$

where \(H_i(\cdot)\) is analytical near \(0\) and \(H_1(0) = 1\).

Also note that

$$H'(w) = AH'_1(w - 1) + BH'_1(w - 1) \ln(1 - w) - \frac{BH_1(w - 1)}{1 - w} + H'_2(w - 1)$$

and

$$H''(w) = AH''_1(w - 1) + BH''_1(w - 1) \ln(1 - w) - 2\frac{BH_1(w - 1)}{1 - w} - \frac{BH_1(w - 1)}{(1 - w)^2} + H''_2(w - 1).$$

In the proof of Theorem 5.5 we have to prove that

$$\sup_{Q^2_u} \left| \frac{\partial^j}{\omega_-} \frac{\partial^j}{\omega_+} F(t, s; \omega_-, \omega_+) \right| |s - \omega_-|^\gamma |s - t|^\beta |\omega_+ - \omega_-|^\alpha$$

is bounded. Problems arise near the origin, i.e. when \(w = 1\).

For instance, for the zero-order derivative term we have to consider the singularities of \(\ln(1 - w)\) in \(H(w)\). So, for our purposes, instead of considering the whole expression for \(R_0\) we estimate only the term containing

$$\left( \frac{\omega_+ - \omega_-}{s - t} \right)^{1/2} \ln\left( \frac{(s - \omega_-)(\omega_+ - t)}{(s - t)(\omega_+ - \omega_-)} \right).$$

When deriving \(R_0\) up to the second order with respect to \(\omega_-\) and \(\omega_+\), we obtain

\begin{align*}
\frac{(\omega_+ - s)(\omega_- - t)}{(s - t)^2(\omega_+ - \omega_-)^2} \left( \ln\left( \frac{(s - \omega_-)(\omega_+ - t)}{(s - t)(\omega_+ - \omega_-)} \right) + \left( \frac{s - t}{(s - t)(\omega_+ - \omega_-)} \right) \left( \frac{(s - \omega_-)(\omega_+ - t)}{(s - t)(\omega_+ - \omega_-)} \right) \right),
\end{align*}

\begin{align*}
\frac{(s - \omega_-)(\omega_+ - t)}{(s - t)^2(\omega_+ - \omega_-)^2} \left( \ln\left( \frac{(s - \omega_-)(\omega_+ - t)}{(s - t)(\omega_+ - \omega_-)} \right) + \left( \frac{s - t}{(s - t)(\omega_+ - \omega_-)} \right) \left( \frac{(s - \omega_-)(\omega_+ - t)}{(s - t)(\omega_+ - \omega_-)} \right) \right),
\end{align*}
\[
\frac{(\omega_+ - s)(\omega_+ - t)}{(s - t)^{\frac{5}{2}}(\omega_+ - \omega_-)^{\frac{5}{2}}} \left( \ln \frac{(s - \omega_-)(\omega_+ - t)}{(s - t)(\omega_+ - \omega_-)} + \frac{(s - t)^2(\omega_+ - \omega_-)^2}{(s - \omega_-)^2(\omega_+ - t)^2} \right),
\]

\[
\frac{(s - \omega_-)^2(\omega_- - t)^2}{(s - t)^{\frac{5}{2}}(\omega_+ - \omega_-)^{\frac{5}{2}}} \left( \ln \frac{(s - \omega_-)(\omega_+ - t)}{(s - t)(\omega_+ - \omega_-)} + \frac{(s - t)^2(\omega_+ - \omega_-)^2}{(s - \omega_-)^2(\omega_+ - t)^2} \right),
\]

\[
\frac{(\omega_+ - s)(\omega_+ - t)(s - \omega_-)(\omega_- - t)}{(s - t)^{\frac{7}{2}}(\omega_+ - \omega_-)^{\frac{7}{2}}} \left( \ln \frac{(s - \omega_-)(\omega_+ - t)}{(s - t)(\omega_+ - \omega_-)} + \frac{(s - t)^2(\omega_+ - \omega_-)^2}{(s - \omega_-)^2(\omega_+ - t)^2} \right),
\]

as the worst cases for the singular terms involving \(\partial_{\omega_-} R_0, \partial_{\omega_+} R_0, \partial^2_{\omega_-} R_0, \partial^2_{\omega_+} R_0\) and \(\partial^2_{\omega_- \omega_+} R_0\) respectively.

A.2. Regular entropy solutions. For the East type entropy case the integral representation (5.2) becomes

\[
\eta_0(\omega_-, \omega_+) = \int_{\omega_-}^{\omega_+} \left( \frac{\omega_+ - \omega_-}{-t} \right)^{\frac{1}{2}} H \left( \frac{\omega_+ (\omega_- - t)}{-t(\omega_+ - \omega_-)} \right) \left( \frac{\theta_+(t)}{2t^2} \right) dt. \tag{A.2}
\]

Thanks to the properties of \(H\) and from representation (A.2), it is possible to give the following results on the regularity of \(\eta_0\) near the umbilic point.

**Proposition A.1.** If \(-\delta < \omega_- \leq \omega_+ < \delta\), for a small positive constant \(\delta\), and if

\[
\int_{\omega_-}^{-\delta} \left( (-t)^{-\frac{5}{2}} \left( \frac{\theta_+(t)}{2t^2} \right) - \frac{1}{2t} \theta_-(t) \right) dt = 0,
\]

\[
\int_{\omega_-}^{-\delta} \left( (-t)^{-\frac{7}{2}} \left( \frac{\theta_+(t)}{2t^2} \right) - \frac{1}{2t} \theta_-(t) \right) dt = 0,
\]

then

\[
\eta_0 = O((\omega_+ - \omega_-)^{\frac{1}{2}}(\omega_+^2(-\omega_-) + \omega_+(-\omega_-)^2)),
\]

\[
\frac{\partial \eta_0}{\partial \omega_-} = \frac{\partial \eta_0}{\partial \omega_+} = O(\omega_+^2(-\omega_-) + \omega_+(-\omega_-)^{\frac{3}{2}}),
\]

\[
\frac{\partial^2 \eta_0}{\partial \omega_- \partial \omega_+} = \frac{\partial^2 \eta_0}{\partial^2 \omega_-} = \frac{\partial^2 \eta_0}{\partial^2 \omega_+} = O(\omega_+^2(-\omega_-) + \omega_(-\omega_-)^{\frac{5}{2}}). \quad \square
\]

**Proposition A.2.** Suppose \((\eta_0, q_0)\) is an entropy-entropy flux pair, where \(\eta_0\) is an entropy of type East or West with limit \(\omega_+^\ast\). Under the same hypotheses as Proposition A.1 \(\eta_0\) and \(q_0\) have the following representations:

\[
\eta_0(\omega_-, \omega_+) = A_0(\omega_-, \omega_+) \theta_-(\omega_-) + \int_{\omega_-}^{\omega_+} B_0(x, \omega_-, \omega_+) \theta_-(x) dx,
\]

\[
q_0(\omega_-, \omega_+) = C_0(\omega_-, \omega_+) \theta_-(\omega_-) + \int_{\omega_-}^{\omega_+} D_0(x, \omega_-, \omega_+) \theta_-(x) dx,
\]

where \(A_0, B_0, C_0\) and \(D_0\) are smooth functions in the variables \(x, \omega_-, \omega_+\) whenever \(x < 0\) and \(\omega_- < 0\). \quad \square
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