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Introduction. Setting of the problems

We write the free Dirac operator in $\mathbb{R}^3$ as

$$ D = \sum_{j=1}^{3} \alpha_j D_j + \beta. $$

Here $D_j = -i\partial_j = -i\partial/\partial x_j$, $\alpha_j$ are Hermitian $(4 \times 4)$-matrices

$$ \alpha_j = \begin{pmatrix} 0 & \sigma_j \\ \sigma_j & 0 \end{pmatrix}, $$

where $\sigma_j$ are the Pauli matrices

$$ \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, $$

and $\beta = \alpha_4$ is the diagonal $(4 \times 4)$-matrix with the main diagonal $(1, 1, -1, -1)$. These matrices have eigenvalues $\pm 1$ and satisfy the relations

$$ \sigma_l \sigma_k = -\sigma_k \sigma_l \quad (l \neq k), \quad \sigma_l^2 = I_2; $$

and

$$ \alpha_l \alpha_k = -\alpha_k \alpha_l \quad (l \neq k), \quad \alpha_l^2 = I_4. $$

Here and in what follows $I_m$ is the identity $(m \times m)$-matrix. Vector-valued functions $w(x)$, on which the operator $D$ acts, will be written in the form

$$ w = \begin{pmatrix} u \\ v \end{pmatrix}, $$

where

$$ u = \begin{pmatrix} u_1 \\ u_2 \end{pmatrix}, \quad v = \begin{pmatrix} v_1 \\ v_2 \end{pmatrix}. $$

We also set

$$ \sigma(\xi) = \sum_{j=1}^{3} \xi_j \sigma_j. $$

The square of this matrix is $|\xi|^2 I_2$. The form (1) of the Dirac system was used in $\Pi$ and many other papers included in our references.
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Let $\Omega$ be a bounded domain in $\mathbb{R}^3$. For simplicity we assume that its boundary $\Gamma$ is infinitely smooth. By $\nu = \nu(x)$ we denote the outward unit normal at the point $x \in \Gamma$. Consider the following boundary-value problem with two real parameters $\lambda$ and $\mu$:

\begin{align}
(D + V)w(x) - \lambda w(x) &= f(x) \quad (x \in \Omega), \\
Bu := i\sigma(\nu(x))v^+(x) - \mu u^+(x) &= g(x) \quad (x \in \Gamma);
\end{align}

here and below the superscript $^+$ means the boundary values of functions. By $V(x)$ we denote a Hermitian potential that may have a Coulomb-like singularity at the origin (we assume that it lies inside $\Omega$). In the simplest case this singularity has the form $\theta/|x|$, where $\theta$ is a real number. The potential $V(x)$ is the sum of this fraction and a function smooth in $\Omega$. It is the presence of the Coulomb singularity that leads to many analytical difficulties we overcome in the paper. In the general case, the potential can be a matrix-valued function subject to some inequalities and additional restrictions.

System (6) corresponds, for example, to an electron in the field of a charged point nucleus. The problem (6), (7) was posed by physicists (see [2] and references therein). However, the boundary condition has no physical meaning and is imposed for calculation purposes. Namely, the domain $\Omega$ is regarded as a “black box”, and one intends to find what happens on its boundary. More precisely, let the values of the parameters $\lambda$ and $\mu$ be such that the problem has a unique solution, and let $f = 0$. The problem consists in finding $u^+$ in terms of $g$. The operator mapping $g$ to $u^+$ is called the $R$-matrix. If $u^+$ is found and $\mu$ is different from 0 (this is assumed as well), then $v^+$ also can be found from the boundary condition (7), so the Cauchy data of the solution are determined completely. For the homogeneous Dirac system these Cauchy data from the inside are the same as those from the outside, and the latter replace the system in $\Omega$ when the problem is considered in the exterior domain $\mathbb{R}^3 \setminus \overline{\Omega}$.

Two approaches to constructing the $R$-matrix are suggested by physicists. Namely, setting $f = 0$, $g = 0$, we get two spectral problems.

I. The problem with $\lambda$ as a spectral parameter and fixed $\mu$.

II. The problem with $\mu$ as a spectral parameter and fixed $\lambda$.

The approaches consist in using the spectral expansions in eigenfunctions of problems I and II, respectively.

Our aim in the present paper is to investigate spectral properties of both problems and to clarify how to use them rigorously in the mathematical context for constructing the $R$-matrix. Problems I and II are considered in Chapters I and II, respectively.

We were informed about these problems, the notion of the $R$-matrix, and two approaches to its construction by R. Szmytkowski, the author of the book [2]. We owe him our sincere gratitude for this as well as for consultations and a discussion of our results.

Before passing to their brief description, we make two remarks.

**Remark 1.** At first sight, $u^+$ and $v^+$ have different status in the boundary condition. However, in fact, their roles can be interchanged by multiplying the boundary condition by $-i\sigma(\nu)/\mu$ and replacing $\mu$ with $\mu = -1/\mu$; cf. [2].

**Remark 2.** By the well-known Hardy inequality

\begin{equation}
\int \frac{|h(x)|^2}{|x|^2} \, dx \leq 4 \int |\nabla h|^2 \, dx \quad (h \in C_0^\infty(\mathbb{R}^3)),
\end{equation}

where $h$ is a scalar function (see, e.g., [3] Chapter VI, §5]), multiplication by a potential with a Coulomb singularity is a bounded operator from the Sobolev space $H^1(\Omega) = W^1_2(\Omega)$ to $H^0(\Omega) = L_2(\Omega)$. Indeed, it is well known that the functions in $H^1(\Omega)$ can be extended to finitely supported functions in $H^1(\mathbb{R}^3)$ by using a bounded extension
operator. Therefore, the operator $D + V$ with a Coulomb potential is a bounded operator from $H^1(\Omega)^4$ to $L_2(\Omega)^4$.

To a great extent, our investigation is based on fine results that are known for the Dirac operator in $\mathbb{R}^3$ with a Coulomb-type potential. However, taken alone, these results are insufficient, and we need to consider some specific questions, starting with the definition and description of the selfadjoint operators that correspond to problems I and II and concluding with the investigation of the behavior of their eigenvalues.

We begin with the explanation of the contents of Chapter I.

When the potential $V$ does not involve a singularity, the problem (6), (7) with a nonzero real $\mu$ is elliptic, and integration by parts readily shows that it is formally self-adjoint (see [4]). This leads immediately to the following description of the properties of the first spectral problem. The differential operation $D + V$ and the boundary condition determine a selfadjoint operator $(D + V)_\Omega$ in $L_2(\Omega)^4$. Its domain is a subspace of the Sobolev $L_2$-space $H^1(\Omega)^4$; this subspace consists of all functions satisfying the homogeneous boundary condition (7) with $g = 0$ and is denoted by $H^1(\Omega, B)^4$. The operator $(D + V)_\Omega$ acts boundedly from this subspace to $L_2(\Omega)^4$. The spectrum of this operator is discrete, there exists an orthonormal basis of eigenfunctions in $L_2(\Omega)^4$, and the eigenvalues have the usual asymptotic behavior

$$
\lambda_n = bn^{1/3} + O(1) \ (n \to \pm \infty), \quad b = \left( \frac{3\pi^2}{\text{meas } \Omega} \right)^{1/3}.
$$

Here the positive and negative eigenvalues are numbered in a nondecreasing way, counting their multiplicities. The remainder estimate is the best possible. The operator is not semibounded, and thus the eigenvalues have two limit points $\pm \infty$. The orthonormal basis of eigenfunctions in $L_2(\Omega)^4$ remains to be an unconditional basis in $H^1(\Omega, B)^4$. (A basis is called unconditional if it remains to be a basis after any permutation of its terms.)

As to formula (9), we refer the reader to the general results of [5] [6]. There is another way to deduce this asymptotics, however without an efficient estimate of the remainder. For $V = 0$ it consists in passing to the variational problem for the second order system $D^2w = \lambda Dw$ and then using the results of [6] for the corresponding ratio of the quadratic forms first on $H^1(\Omega)^4$ and on $H^1_0(\Omega)^4$, which corresponds to the Neumann and Dirichlet variational problems with homogeneous boundary conditions. In these cases we get one and the same asymptotic behavior; therefore it is extended to our problem as well. The lower order terms in the operator that appear due to the potential do not influence the leading term of the asymptotics.

In the case of a potential with singularity, we can no longer use the results of the theory of elliptic boundary-value problems directly.

But in this case, starting from the 1970s, the problem of constructing and describing a selfadjoint operator in $\mathbb{R}^3$ that corresponds to the Dirac operator with a potential having a Coulomb singularity has been studied actively. The history of this problem and detailed references can be found in [7] Chapter 4, pp. 305–306. We also mention the survey [8]. If, for simplicity, the potential is scalar, then three cases are distinguished:

1) $|\theta| < \sqrt{3}/2$,
2) $\sqrt{3}/2 \leq |\theta| < 1$,
3) $|\theta| \geq 1$.

The growth of $|\theta|$ corresponds to that of the “atomic number” of the nucleus. In the first case the atomic numbers are less than 119, in the second they are between 119 and 137. These cases are most interesting for the atomic physics. In the first case it is proved that the Dirac operator in $C^\infty_0(\mathbb{R}^3 \setminus \{0\})^4$ is essentially selfadjoint, i.e., the closure of

---

1Our notation is slightly different from that in [4].
this operator in $L^2(\mathbb{R}^3)^4$ is selfadjoint. For simplicity, let the potential be compactly supported; then the domain of this closure is the space $H^1(\mathbb{R}^3)^4$. In the second case there are infinitely many selfadjoint extensions; however, a distinguished one can be constructed corresponding to finite kinetic and potential energy states. Now the domain consists of the functions $w \in H^{1/2}(\mathbb{R}^3)^4$ such that $\varphi w \in H^1(\mathbb{R}^3)^4$ for smooth functions $\varphi$ vanishing near the origin and bounded together with the first derivatives. The reason of an abrupt smoothness loss near the singularity is clearly seen for the pure Coulomb potential $V(x) = \theta/|x|$ if the required operator is constructed by separation of variables (we briefly dwell on this in §5, where separation of variables for the boundary-value problem will be performed). In §1 and §2 the results pertaining to the construction of this operator are described in more detail. Subsequently, these results will be used in an essential way.

In the third case, for large atomic numbers, presumably there is no physical reason to single out a distinguished selfadjoint extension. Moreover, it is believed that the Dirac–Coulomb system is not quite adequate to the physical situation for heavy nuclei. Nevertheless, there are some publications concerning this case as well.

In §1 and 2, we associate a selfadjoint operator $(\mathcal{D} + V)\Omega$ in $L_2(\Omega)^4$ with the problem (6), (7) for $g = 0$, describe its domain, its action on functions in the domain, and spectral properties of this operator. Cases 1) and 2) will be considered in §1 and §2, respectively, and we shall “glue together” the results for the Dirac system with a singular potential in the entire space and the results for the boundary-value problem without singularities.

In the first case the domain of this operator is the space $H^1(\Omega, B)^4$. The second case is somewhat more complicated and the domain is “worse” in this case: near the singularity the functions belonging to the domain are in $H^{1/2}$ only, so that a special definition of the norm in this space is required in order to ensure the boundedness of the direct and inverse operators (outside the spectrum). In fact this is the graph norm for this operator.

In both cases the spectrum of our operator turns out to be discrete. The eigenfunctions still form a basis in the domain of the operator. In §3 we establish the usual asymptotic behavior for the eigenvalues, as in (9), with the same limit points $\pm \infty$ and the same constant $b$ (but without an efficient remainder estimate).

However, the latter is not quite simple. The point is that the term with singular potential is not relatively compact with respect to the rest of the operator. We overcome this difficulty by considering the difference of resolvents for the perturbed and nonperturbed operators. Here the results by Nenciu [9] are essentially used, namely, the abstract approach for nonsemibounded operators with the study of the resolvent, and realization of this approach in $\mathbb{R}^3$. First we show that the operator we define for our problem is also a realization of the abstract Nenciu approach. This fact is interesting in itself. At the concluding step, we use the estimate of the spectrum proved in [6, 10].

The main results are stated in Theorems 1.1, 2.5, and 3.1. They cover some situations with matrix-valued potentials and can be extended to potentials with Coulomb singularities at several points.

In case 3) we only note the possibility to describe all the possible selfadjoint operators that correspond to the problem with pure Coulomb potential in a ball. See §5.

We turn to the contents of Chapter II. For a smooth potential, the second spectral problem was considered in [4]. Even in that case, the problem is unusual. To simplify the notation, we put $\lambda = 0$; but we need to assume that the functions $V(x) \pm 1$ do not vanish anywhere (cf. [11]). Then, excluding $v$ or $u$ from (6), we get strongly elliptic second order $(2 \times 2)$-systems in $\Omega$. Suppose that the corresponding Dirichlet problems have unique solutions. Then, by using the corresponding Poisson operators, it is possible to reduce
the spectral problem II to a spectral equation in \( L_2(\Gamma)^2 \) with respect to \( u^+ \) (or to \( v^+ \)) with a first order pseudodifferential operator. This operator turns out to be nonelliptic but invertible on the set of infinitely smooth functions. Actually, the nonellipticity of this operator is related to the fact that the Dirichlet problem for the Dirac system (where either \( u^+ \) or \( v^+ \) is given) is nonelliptic; cf. \([11]\). Furthermore, it turns out that the linear combinations of this operator and its inverse with two nonzero coefficients are elliptic. (In \([4]\) only one linear combination was considered, which is insufficient in the case of variable coefficients.) This leads to the existence of a smooth orthonormal basis in \( L_2(\Gamma)^2 \) consisting of the parts \( u_n^+ \) of eigenfunctions on \( \Gamma \) with two limit points for the eigenvalues, namely, 0 and \( \infty \) (more precisely, \(+0\) and \(-\infty\)), which is rather unusual. Moreover, the asymptotic behavior of both eigenvalue sequences is given with remainder estimates. It is possible to form a basis consisting of the lower parts \( v_n^+ \) of the eigenfunctions as well. The property to be a basis persists for all Sobolev spaces on \( \Gamma \).

We extend this result to the case of potentials with Coulomb singularity for \( 0 < |\theta| < 1 \). To do this, we again consider the corresponding second order systems. However, now they are degenerate in its principal term and have a Coulomb singularity in the lower order term. Roughly speaking, they are systems of the following structure:

\[
\nabla |x| \nabla u(x) + \frac{\theta^2}{|x|} u(x) = 0.
\]

It is possible to handle the corresponding Dirichlet problem by using some special analogs of the Hardy and Gårding inequalities. For a scalar system like (10), the required analog of the Hardy inequality is the following:

\[
\int \frac{|h(x)|^2}{|x|} \, dx \leq \int |x| |\nabla h(x)|^2 \, dx, \quad h \in C_0^\infty(\mathbb{R}^3)
\]

(see \([13]\)). This inequality can be verified in the same way as the standard inequality (8) (see \([3]\)) but with the substitution \( w = rh \) instead of \( w = r^{1/2} h \), where \( r = |x| \).

We shall need a similar inequality with \( \sigma(D) \) instead of \( \nabla \) (for two-dimensional vector-valued functions) actually contained in \([13]\); cf. also \([12]\). Under the condition that the Dirichlet problems mentioned above are solvable, the spectral results remain true without losses. They are stated in Theorem 10.1.

In §§4 and 11 we discuss two spectral methods of constructing the \( R \)-matrix for the Dirac system.

First, we note that for the Schrödinger equation, in the case of unique solvability of the (scalar) problem

\[
\Delta u + Vu - \lambda u = 0 \text{ in } \Omega, \quad \partial_\nu u - \mu u = g \text{ on } \Gamma
\]

(here \( \partial_\nu \) is the normal derivative), the operator \( g \mapsto u^+ \) is called the \( R \)-matrix. This operator can be constructed either by using the eigenfunctions of the problem with spectral parameter \( \lambda \) in \( \Omega \), or by using the eigenfunctions of the problem with spectral parameter \( \mu \) on \( \Gamma \); see \([2]\) and references therein. In the atomic and molecular physics, this notion of the \( R \)-matrix for the Schrödinger equation and the spectral approaches to its construction seem to be very popular. They were analyzed by mathematical tools in \([14, 15]\).

For the Dirac system, the notion of the \( R \)-matrix and attempts to use the spectral approaches for its construction appeared by a natural analogy (again see \([2]\) and the references therein). We have not succeeded in justification of the approach that involves the eigenfunctions of problem I; however, we propose a satisfactory (from our point of
view) regularization of the corresponding series. As to the approach based on the eigenfunctions of problem II, it admits a complete and convenient justification. Apparently, the first physical paper in this direction was \[16\] (see also \[2\] and references therein).

Concluding this Introduction, we would like to mention a continuous and salutary effect of the remarkable investigations, ideas, and results of M. Sh. Birman on our mathematical work. On the occasion of his jubilee birthday, we wish him good health and a successful continuation of his creative activity during many years.

We agree to identify a function defined in \( \Omega \) and vanishing near \( \Gamma \) with the function in \( \mathbb{R}^3 \) that extends the original one by zero outside \( \Omega \).

The symbol \( O_\varepsilon \) will denote the open ball of radius \( \varepsilon \) with center at the origin. For \( \varepsilon \) sufficiently small, its closure is contained in \( \Omega \), and then we use the notation \( \Omega_\varepsilon = \Omega \setminus \overline{O_\varepsilon} \). We also put \( \Omega_0 = \Omega \setminus \{0\} \) and \( \mathbb{R}^3_0 = \mathbb{R}^3 \setminus \{0\} \).

Positive constants \( C_j \) do not depend on the functions under consideration, and usually they are numbered anew in each new section.

**Chapter I. The Problem with Spectral Parameter in the System**

§1. The case of a Coulomb singularity with \(|\theta| < \sqrt{3}/2\)

In this section we assume that

\[
V(x) = V_0(x) + V_1(x),
\]

where \( V_1(x) \) is a smooth \( (C^1) \) function in \( \overline{\Omega} \) and \( V_0(x) \) is a function smooth everywhere except the origin, vanishing near \( \Gamma \), and satisfying the inequality

\[
|V_0(x)| \leq \frac{\theta}{|x|}, \quad 0 \leq \theta < \frac{\sqrt{3}}{2}.
\]

Both functions may be Hermitian matrices, and then inequality (1.2) (as well as similar inequalities below) is related to the operator norm of the matrix, which is equal to the maximum modulus of the eigenvalues. In addition, as in \[13\], we assume that the matrix \( V_0(x) \) commutes with the matrix \( x \cdot \alpha = \sum_3 x_j \alpha_j \). Let \( V(x) \) be of the same form in \( \mathbb{R}^3 \) with compactly supported \( V_j(x) \).

In this and the next section we denote the Sobolev spaces \( H^s(\mathbb{R}^3)^4 \) by \( H^s \); in particular, \( L_2(\mathbb{R}^3)^4 = H^0(\mathbb{R}^3)^4 \) is denoted by \( L_2 \) or \( H^0 \).

The Dirac operator \((D + V)_{\mathbb{R}^3}\) with such a potential was considered by Schminke \[17\] and later by Vogelsang \[18\] in the scalar case (under a slightly more general assumptions than ours) and in the matrix case, respectively. Generalizing results of their predecessors, these authors proved that this operator defined on \( C_0^\infty(\mathbb{R}^3_0)^4 \) is essentially selfadjoint in \( L_2 \). As was already mentioned in the Introduction, the domain of the corresponding selfadjoint operator is the space \( H^1 \) if, say, the potential is compactly supported. In fact, its behavior at infinity plays no role for selfadjointness (see \[18\] and the references therein to the papers by Chernov and other authors).

Recall that in the boundary-value problem (6), (7) the number \( \mu \) is assumed to be real and nonzero.

**Theorem 1.1.** Under the assumptions indicated above, the problem (6), (7) with \( \lambda = 0 \) and \( g = 0 \) determines a selfadjoint operator in \( L_2(\Omega)^4 \) with domain \( H^1(\Omega, B)^4 \). Its spectrum is discrete. In \( L_2(\Omega)^4 \) it has an orthonormal basis of eigenfunctions, which remains to be an unconditional basis in \( H^1(\Omega, B)^4 \).

If the function \( V(x) \) for \( x \neq 0 \) and the boundary are infinitely smooth, then the eigenfunctions belong to \( C^\infty(\mathbb{R}^3 \setminus \{0\}) \).
Proof. Remark 2 in the Introduction implies that the operator \((D + V)_{\Omega}\) corresponding to the problem under consideration is always bounded as an operator from \(H^1(\Omega, B)^4\) to \(H^0(\Omega)^4\). First, we check that under our assumptions it is a Fredholm operator. To do this, we establish an \textit{a priori estimate} and construct a right parametrix (see, e.g., [19]).

Let \(\varphi_1\) be a (scalar) function in \(C^\infty_0(\Omega)\) that equals 1 in a neighborhood of the origin, and let \(\varphi_2 = 1 - \varphi_1\) in \(\Omega\). Somewhat later we shall need two more functions: \(\psi_1\) in \(C^\infty_0(\Omega)\) will be equal to 1 in a neighborhood of \(\text{supp}\ \varphi_1\), and \(\psi_2\) in \(C^\infty(\Omega)\) will be equal to 1 in a neighborhood of \(\text{supp}\ \varphi_2\) and to 0 in a neighborhood of the origin. All these functions are assumed to be nonnegative.

First, we assume that \(V_1(x) = 0\). Let \(w\) be an arbitrary function in \(H^1(\Omega, B)^4\). The following inequality by Vogelsang [13] is true for \(\varphi_1 w\) regarded as a compactly supported function on \(\mathbb{R}^3\):

\[
\|\varphi_1 w\|_{0, \mathbb{R}^3} \leq C_1 \| (D + V)(\varphi_1 w) \|_{0, \mathbb{R}^3}.
\]

More precisely, this estimate is proved for \(C^\infty_0(\mathbb{R}^3)^4\)-functions, but it is known (see, e.g., [2] p. 12) that such functions are dense in \(H^1(\mathbb{R}^3)^4\). As a consequence, we obtain the estimate

\[
\| D(\varphi_1 w) \|_{0, \mathbb{R}^3} \leq C_2 \| (D + V)(\varphi_1 w) \|_{0, \mathbb{R}^3}.
\]

Since the operator \(D\) is elliptic and the function \(D\varphi_1\) is bounded, this implies

\[
\| \varphi_1 w \|_{1, \Omega} \leq C_3 \left[ \| (D + V)w \|_{0, \Omega} + \| w \|_{0, \Omega} \right].
\]

On the other hand, since the problem without singularity is elliptic, we have

\[
\| \varphi_2 w \|_{1, \Omega} \leq C_4 \left[ \| (D + V)(\varphi_2 w) \|_{0, \Omega} + \| \varphi_2 w \|_{0, \Omega} \right],
\]

so that

\[
\| \varphi_2 w \|_{1, \Omega} \leq C_5 \left[ \| (D + V)w \|_{0, \Omega} + \| w \|_{0, \Omega} \right].
\]

From (1.4) and (1.5) we arrive at

\[
\| w \|_{1, \Omega} \leq C_6 \left[ \| (D + V)w \|_{0, \Omega} + \| w \|_{0, \Omega} \right],
\]

and this is the required estimate. Of course, it can be extended to the case of \(V_1 \neq 0\). Moreover, we can add \(is I_3\) to the potential \(V\), where we take \(s\) real.

Now we construct a right parametrix. Again, let \(V_1 = 0\) for the beginning.

Denote by \(R_1\) the operator inverse to \((D + V)_{\mathbb{R}^3} + is_0 I_4\) with a nonzero real \(s_0\). This inverse exists because the operator \((D + V)_{\mathbb{R}^3}\) is selfadjoint and is a bounded operator from \(L_2(\mathbb{R}^3)^4\) to \(H^1(\mathbb{R}^3)^4\). By \(R_2\) we denote the operator acting from \(L_2(\Omega)^4\) to \(H^1(\Omega, B)^4\) and inverse to the operator corresponding to the boundary problem (6), (7) with \(g = 0\), the potential \(\psi_2 V\) instead of \(V\), and the same additional term \(is_0 I_4\). The operator \(R_2\) exists because the analogous operator with \(s_0 = 0\) is selfadjoint. (In what follows the symbol \(I_4\) will usually be omitted.) Put

\[
R = \psi_1 R_1(\varphi_1 \cdot) + \psi_2 R_2(\varphi_2 \cdot).
\]

Let \(f\) be a function in \(L_2(\Omega)^4\). The function \(u = Rf\) satisfies the boundary condition (7) with \(g = 0\), and

\[
(D + V)_{\Omega} Rf = \psi_1 (D + V + is_0 - is_0) R_1(\varphi_1 f) + \psi_2 (D + V + is_0 - is_0) R_2(\varphi_2 f)

+ \left( \sum_{\alpha}^{3} \alpha_j D_j \psi_1 \right) R_1(\varphi_1 f) + \left( \sum_{\alpha}^{3} \alpha_j D_j \psi_2 \right) R_2(\varphi_2 f).
\]

From this we see that

\[
(D + V)_{\Omega} Rf = f + U f,
\]
where \( U \) is a bounded operator from \( L^2(\Omega)^4 \) to \( H^1(\Omega)^4 \) and hence a compact operator in \( L^2(\Omega)^4 \). Consequently, the operator \( \hat{R} \) is a right parametrix we are looking for. It remains to be a right parametrix after adding a smooth function and is to \( V \) (the formula for \( R \) does not require any changes).

We have proved that \( (\mathcal{D} + V)_\Omega \) is a Fredholm operator.

All this remains true if we multiply the potential by \( t \), \( 0 \leq t \leq 1 \). Since the index does not change under continuous deformations and, obviously, equals zero for \( t = 0 \) (as the index of a formally selfadjoint elliptic problem), it is equal to zero for \( t = 1 \) as well, i.e., for the operator corresponding to our problem.

This operator is symmetric. It remains to check that it is selfadjoint. It is well known that it suffices to prove that for real \( s \) with sufficiently large absolute value after adding \( is \) to the potential we have uniqueness for the problem (then there exists a unique solution for all nonzero real \( s \)). Let us look once again at the proof of the a priori estimate. Recalling that the corresponding operators are selfadjoint, instead of (1.4) and (1.5) we can write the inequalities

\[
|s| \| \varphi w \|_{0,\Omega} \leq C_7 \| (\mathcal{D} + V + is)(\varphi w) \|_{0,\Omega}
\]

and

\[
|s| \| \varphi w \|_{0,\Omega} \leq C_8 \| (\mathcal{D} + V + is)(\varphi w) \|_{0,\Omega},
\]

where the constants do not depend on \( s \). For sufficiently large \( |s| \), this obviously yields the estimate

\[
|s| \| w \|_{0,\Omega} \leq C_9 \| (\mathcal{D} + V + is)w \|_{0,\Omega},
\]

which implies uniqueness.

The domain \( H^1(\Omega,B)^4 \) of the operator \( (\mathcal{D} + V)_\Omega \) is compactly embedded in \( L^2(\Omega)^4 \); therefore, the spectrum of this operator is discrete.

Without loss of generality we may assume that the point \( \lambda = 0 \) does not belong to the spectrum. Then our operator determines a continuous isomorphism between \( H^1(\Omega,B)^4 \) and \( L^2(\Omega)^4 \). Therefore, the orthonormal basis of eigenfunctions in \( L^2(\Omega)^4 \) remains to be an unconditional basis in \( H^1(\Omega,B)^4 \).

The last assertion of the theorem follows from the theorem on local smoothness of solutions to elliptic problems.

Using interpolation arguments, we conclude that, moreover, for \( 0 < s < 1/2 \) this basis remains to be an unconditional basis in \( H^s(\Omega)^4 \), and for \( 1/2 < s < 1 \), in the subspace \( H^s(\Omega,B)^4 \subset H^s(\Omega)^4 \) consisting of functions that satisfy the homogeneous boundary condition (7) (cf. [15]).

Note also that, since the operator under consideration acts from \( H^1(\Omega,B)^4 \) to \( H^0(\Omega)^4 \), we automatically get a lower estimate of proper order for the absolute values of its eigenvalues (see, e.g., [19]).

In conclusion, we note the following. The linear set of smooth functions \( w \) on \( \Omega \) vanishing near the origin and satisfying the boundary condition is dense in \( H^1(\Omega,B)^4 \). Therefore, if originally the operator \( (\mathcal{D} + V)_\Omega \) is defined on such functions, it is essentially selfadjoint. We see that under condition (1.2) the situation in \( \Omega \) is similar to that in \( \mathbb{R}^3 \).

\section{The case of a Coulomb singularity with \( |\theta| < 1 \)}

Now we assume that \( V(x) \) is a matrix-valued potential of the form (1.1), where \( V_1(x) \) is smooth in \( \Omega \) and \( V_0(x) \) vanishes near \( \Gamma \), satisfies the inequality

\[
|V_0(x)| \leq \frac{\theta}{|x|} \quad \text{with} \quad 0 < \theta < 1,
\]
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and is smooth everywhere except the origin; moreover, both matrices are Hermitian. We assume that the potential is of the same form in $\mathbb{R}^3$ with finitely supported $V_j$. (However, in §3 we shall see that it is possible to add a constant to the potential, at least not too large, and we shall use this.)

2.1. The Dirac operator with singular potential in $\mathbb{R}^3$. The Dirac operator in $\mathbb{R}^3$ with a potential that has a Coulomb singularity of type (2.1) was investigated among others by Nenciu [9], Wüst [20–22], Klaus–Wüst [23, 24], and Schmincke [25].

In [9] quadratic and sesquilinear forms were used, so the approach is similar to the classical approach to boundary-value problems for strongly elliptic second order systems. The operator $D$ is not semibounded. Nevertheless, Nenciu showed that the sum of the forms for the operator $D$ and for the operator of multiplication by the potential determines a selfadjoint operator in $L_2$. More precisely, the following statement is true.

**Proposition 2.1.** There exists a selfadjoint operator $(D + V)_{\mathbb{R}^3}$ in $L_2$ such that its domain $H_V = H_V(\mathbb{R}^3)^4$ is a dense subset of $H^{1/2}$ and

\[(D + V)_{\mathbb{R}^3}w_1, w_2)_{\mathbb{R}^3} = (Dw_1 + Vw_1, w_2)_{\mathbb{R}^3} \quad (w_1 \in H_V, w_2 \in H^{1/2}).\]

The operator is determined by these conditions uniquely.

Nenciu used the domain of the operator $|D|^{1/2}$ instead of $H^{1/2}$. However, $|D|^{1/2} = |D^2|^{1/4} = (I - \Delta)^{1/4}I_4$, therefore $D(|D|^{1/2})$ is simply equal to $H^{1/2}$.

Some explanations how Proposition 2.1 was obtained will be given in Subsection 2.3.

**Remark 2.2.** Since $D$ is an elliptic first order differential operator with constant coefficients and with nowhere degenerated symbol, it maps $H^s$ isomorphically onto $H^{s-1}$ for every $s$. The operator (of multiplication by) $V$ is bounded from $H^1$ to $H^0$. By duality, it is bounded from $H^0$ to $H^{-1}$, and by interpolation arguments it is bounded from $H^s$ to $H^{s-1}$ for $0 \leq s \leq 1$.

In particular, $D$ and $V$ act from $H^{1/2}$ to $H^{-1/2}$, hence the right-hand side of (2.2) certainly makes sense as a continuous antilinear functional on $H^{1/2}$, and the following formula is true:

\[(D + V)_{\mathbb{R}^3}w_1 = Dw_1 + Vw_1, \quad w_1 \in H_V,\]

as an identity in $H^{-1/2}$. However, the domain of the operator $(D + V)_{\mathbb{R}^3}$ consists of $w_1 \in H^{1/2}$ such that the right-hand side of (2.2) is continuous in $w_2$ on $H^{1/2}$ with respect to the $L_2$-norm and the sum on the right-hand side of (2.3) belongs to $L_2$.

Obviously, $H^{1/2} \subset H_V \subset H^1$. Under the assumptions of the preceding section, we have $H_V = H^1$.

For convenience, we mention several local properties of the functions in $H_V$.

**Proposition 2.3.** 1. The function $(D + V)_{\mathbb{R}^3}w, w \in H_V$, vanishes outside the support of $w$.

2. Multiplication by any smooth function $\varphi$ is possible in the space $H_V$. Moreover, the following “Leibniz formula” is true:

\[(D + V)_{\mathbb{R}^3}(\varphi w) = \varphi(D + V)_{\mathbb{R}^3}w + \varphi_1w, \quad \text{where } \varphi_1 = D(\varphi I_4).\]

3. If $w \in H_V$ and $\varphi$ is a smooth compactly supported function vanishing in a neighborhood of the origin, then $\varphi w \in H^1$. In particular, if a compactly supported function $w \in H_V$ vanishes in a neighborhood of the origin, then it belongs to $H^1$. 
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Proof. Statement 1 follows from (2.3).

We check statement 2. Let \( w_1 \in H_V \), so that the form \( (D w_1 + V w_1, w_2)_0 \) is continuous in \( w_2 \) with respect to the \( L_2 \)-norm. Then, assuming for simplicity that \( \varphi \) is real, we have

\[
(D(\varphi w_1) + V \varphi w_1, w_2)_0 = (D w_1 + V w_1, \varphi w_2)_0 + (w_1, \varphi_1 w_2)_0
\]

with obvious meaning for \( \varphi_1 = D(\varphi L_4) \). Note that the absolute value of the first term on the right-hand side of (2.5) is dominated by \( C_1 \|\varphi w_2\|_{0,\mathbb{R}^3} \) and therefore by \( C_2 \|w_2\|_{0,\mathbb{R}^3} \). The latter is surely true for the second term as well. Thus, the left-hand side of (2.5) is continuous in \( w_2 \) with respect to the \( L_2 \)-norm.

Formula (2.5) implies (2.4).

Now, we check statement 3. Let \( \psi \) be a smooth compactly supported function equal to 1 in a neighborhood of \( \text{supp} \varphi \) and vanishing near the origin. By (2.4), from (2.3) we deduce that \( (D + \psi V)(\varphi w) \in L_2 \). Applying the theorem on local smoothness for solutions of elliptic systems, we conclude that \( \varphi w \in H^1 \). \( \square \)

Nenciu’s condition \( D((D + V)\mathbb{R}^3) \subset D(|D|^{1/2}) \) means that the kinetic energy is finite. In the papers \([20]–[22]\) by Wüst, another approach to the construction of a distinguished selfadjoint extension of the operator \( D + V \) was proposed. Namely, the singular potential \( V \) was replaced by an approximating family of potentials \( V(t) \), \( t \to \infty \), cut off near the singularity. The Nenciu’s condition was replaced by \( D((D + V)\mathbb{R}^3) \subset D(|x|^{-1/2}) \), which means that the potential energy is finite. Further, in the papers \([23, 24]\) by Klaus and Wüst, it was shown that these two extensions coincide and, under the approximation, the resolvents converge in norm. However, in those papers the potential was assumed to be scalar.

2.2. The operator corresponding to the boundary-value problem with a singular potential. Now we consider the boundary-value problem. We denote by \( H^1_{loc}(\Omega, B)^4 \) the space of all functions whose restrictions to \( \Omega_\varepsilon \) belong to \( H^1(\Omega_\varepsilon)^4 \) for an arbitrarily small \( \varepsilon > 0 \) and satisfy the boundary condition \( Bu = 0 \).

Using the functions \( \varphi_1, \varphi_2 \) and \( \psi_2 \) introduced in the proof of Theorem 1.1, we define the operator corresponding to our problem with singularity as follows:

\[
(D + V)_\Omega = (D + V)\mathbb{R}^3(\varphi_1')_\Omega + (D + \psi_2 V)_\Omega(\varphi_2').
\]

On the right-hand side, the operator \( (D + \psi_2 V)_\Omega \) corresponds to an elliptic problem without singularities. This operator acts from \( H^1(\Omega, B)^4 \) to \( L_2(\Omega)^4 \). The function \( \psi_2 \) may be changed; it must only be equal to 1 in a neighborhood of the support of \( \varphi_2 \) and vanish near the origin.

Denote the domain of the operator (2.6) by \( H_V(\Omega, B)^4 \). It consists of functions \( w \in L_2(\Omega)^4 \) such that for every function \( \varphi \in \mathcal{C}_0^\infty(\Omega) \) supported in a neighborhood of the origin the product \( \varphi w \) belongs to \( H_V(\mathbb{R}^3)^4 \), and for every \( \varphi \in \mathcal{C}_0^\infty(\Omega) \) vanishing in a neighborhood of the origin and equal to 1 outside a larger neighborhood the product \( \varphi w \) belongs to \( H^1(\Omega, B)^4 \).

Relations (2.6) and (2.3) imply that for \( w \in H_V(\Omega, B)^4 \) we have

\[
(D + V)_\Omega w = Dw + Vw,
\]

and here the sum on the right-hand side belongs to \( H^0(\Omega)^4 \).

We define the norm in the space \( H_V(\Omega, B)^4 \) by the formula

\[
\|w\|_{H_V(\Omega, B)^4} = \|(D + V)\mathbb{R}^3(\varphi_1 w)\|_{0, \Omega}^2 + \|\varphi_2 w\|_{1, \Omega}^2 + \|w\|_{0, \Omega}^2.
\]
where \( \varphi_1 \) and \( \varphi_2 \) are the same functions as above (actually, only the location of their supports and the fact that their sum exceeds a positive constant everywhere are important). Using the theorem on local smoothness for solutions of elliptic problems, we see that the functions in \( H_V(\Omega, B)^4 \) belong to the intersection \( H^{1/2}(\Omega)^4 \cap H^{1}_{\text{loc}}(\Omega, B)^4 \).

**Remark 2.4.** 1. Different choices of the partition of unity and different choices of \( \psi_2 \) produce equivalent definitions of the operator \((\Omega)\).

2. The norms corresponding to different partitions of unity are equivalent.

Indeed, first we note that for a smooth function \( \varphi \) with support inside \( \Omega \setminus \{0\} \) we have

\[
(D + V)\Omega^3(\varphi) = (D + \psi V)\Omega^3(\varphi),
\]

where \( \psi \) is another smooth function having support inside \( \Omega \setminus \{0\} \) and equal to 1 in a neighborhood of \( \text{supp} \varphi \).

Now let functions \( \bar{\varphi}_j, j = 1, 2 \), form another partition of unity with the same properties as \( \varphi_j \), and let \( \bar{\psi}_j \) be a function smooth in \( \Omega \), equal to 1 in a neighborhood of the support of \( \bar{\varphi}_2 \), and vanishing near the origin. We compare two definitions, with \( \varphi_j, \psi_j \) and with \( \bar{\varphi}_j, \bar{\psi}_j \). Without loss of generality we assume that \( \psi_2 = \bar{\psi}_2 \). Taking Proposition 2.3 into account, we can write the definition (2.6) with the functions \( \varphi_j \) as

\[
(D + V)\Omega^3 = (D + V)\Omega^3((\bar{\varphi}_1 + \bar{\varphi}_2)\varphi_1 w)|_{\Omega} + (D + \psi_2 V)\Omega((\bar{\varphi}_1 + \bar{\varphi}_2)\varphi_2 w).
\]

By (2.9), we have

\[
(D + V)\Omega^3((\bar{\varphi}_1 \varphi_1 w)|_{\Omega} + (D + \psi_2 V)\Omega((\bar{\varphi}_1 + \bar{\varphi}_2)\varphi_2 w).
\]

Therefore,

\[
(D + V)\Omega^3 = (D + V)\Omega^3((\bar{\varphi}_1 \varphi_1 w)|_{\Omega} + \sum_{\{i,j\} \neq \{1,1\}} (D + \psi_2 V)\Omega((\bar{\varphi}_i \varphi_j w).
\]

The same expression is obtained if we start with the functions \( \bar{\varphi}_j \).

Now we outline how to estimate the norm in (2.8) via the analogous norm with \( \bar{\varphi}_j \).

For example, we have

\[
\| (D + V)\Omega^3(\varphi_1 w) \|_{0,\Omega} \leq \| (D + V)\Omega^3(\bar{\varphi}_1 \varphi_1 w) \|_{0,\Omega} + \| (D + V)(\bar{\varphi}_2 \varphi_1 w) \|_{0,\Omega}
\]

\[
\leq \| \varphi_1(D + V)\Omega^3(\bar{\varphi}_1 w) \|_{0,\Omega} + \| (D\varphi_1)(\bar{\varphi}_1 w) \|_{0,\Omega} + C_1 \| \bar{\varphi}_2 \varphi_1 w \|_{1,\Omega}
\]

\[
\leq C_2 \| (D + V)\Omega^3(\bar{\varphi}_1 w) \|_{0,\Omega} + \| \bar{\varphi}_2 w \|_{1,\Omega} + \| w \|_{0,\Omega}.
\]

And so on.

The space \( H_V(\Omega, B)^4 \) is complete and therefore is a Hilbert space. (The inner product corresponding to the norm (2.8) can be written in an obvious way.)

This assertion follows from the completeness of the space \( H_V(\mathbb{R}^3)^4 \) endowed with the graph norm for the operator \((D + V)\Omega^3\).

In contrast with the situation in the preceding section, we cannot consider our problem in usual Sobolev spaces. Instead, we have endowed the domain of the operator with its graph norm, and we can use the fact that the operator in \( \mathbb{R}^3 \) and the operator without singularity in \( \Omega \) are selfadjoint. This yields the required result.

**Theorem 2.5.** The operator \((D + V)\Omega^3(\varphi) = (D + \psi V)\Omega^3(\varphi)\) is selfadjoint in \( L_2(\Omega)^4 \). Its spectrum is discrete, and there exists a basis of its eigenfunctions orthonormal in \( L_2(\Omega)^4 \). The latter remains to be an unconditional basis in \( H_V(\Omega, B)^4 \).

If \( V(x) \) for \( x \neq 0 \) and the boundary \( \Gamma \) are infinitely smooth, then the eigenfunctions belong to \( C^\infty(\bar{\Omega} \setminus \{0\}) \).
Proof. It is not difficult to check that \((D + V)_{\Omega}\) is a symmetric operator. Indeed, multiplying (2.6) by \(\varphi_1 + \varphi_2\), we obtain the sum of four operators
\[
\varphi_1(D + V)_{\mathbb{R}^3} \langle \varphi_1 \rangle + \varphi_2(D + V)_{\mathbb{R}^3} \langle \varphi_1 \rangle + \varphi_1(D + \psi_2 V)_{\Omega} \langle \varphi_2 \rangle + \varphi_2(D + \psi_2 V)_{\Omega} \langle \varphi_2 \rangle,
\]
where in the first two terms extension by zero outside \(\Omega\) and restriction to \(\Omega\) are assumed. The 1st and 4th terms are selfadjoint operators because the operator \((D + V)_{\mathbb{R}^3}\) in \(L_2(\mathbb{R}^3)^4\) and the operator \((D + \psi_2 V)_{\Omega}\) in \(L_2(\Omega)^4\) are selfadjoint. Now we verify that the 2nd and 3rd terms are formally adjoint to each other on functions in \(H^1(\Omega)^4\). We consider the integral
\[
\int_{\Omega} \varphi_2(D + V)_{\mathbb{R}^3} \langle \varphi_1 \rangle \cdot \vec{w}_2 \, dx.
\]
Since the integrand vanishes outside \(\text{supp} \varphi_1\), we can insert the factor \(\psi_1\) before \(\vec{w}_2\). After this we can extend our integral over \(\mathbb{R}^3\). Since the operator \((D + V)_{\mathbb{R}^3}\) is selfadjoint, we get
\[
\int_{\mathbb{R}^3} \varphi_1 w_1 \cdot (D + V)_{\mathbb{R}^3} \langle \psi_1 \varphi_2 w_2 \rangle \, dx.
\]
Since \(\text{supp} \varphi_1 \varphi_2 \subset \Omega \setminus \{0\}\), we can replace \((D + V)_{\mathbb{R}^3}\) by \((D + \psi_2 V)_{\Omega}\) and integrate again over \(\Omega\). Furthermore, the function \(D\psi_1\) vanishes on \(\text{supp} \varphi_1\), and hence \(\psi_1\) can be taken out of the operator sign in \((D + \psi_2 V)_{\Omega}\) and dropped thereafter. Thus, we get
\[
\int_{\Omega} w_1 \cdot \bar{\varphi}_1 \langle D + \psi_2 V \rangle_{\Omega} \langle \varphi_2 w_2 \rangle \, dx,
\]
as required; here the 3rd operator in (2.10) acts on \(w_2\).

Now, we check that \((D + V)_{\Omega}\) is a bounded Fredholm operator from \(H_V(\Omega, B)^4\) to \(L_2(\Omega)^4\) with index zero.

We can verify this in the same way as in the preceding section. First, we note that, by the definition (2.8) of the norm in \(H_V(\Omega, B)^4\), our operator is automatically bounded from \(H_V(\Omega, B)^4\) to \(L_2(\Omega)^4\).

Now we check the \(a\ priori\) estimate
\[
\|u\|_{H_V(\Omega, B)^4} \leq C_5 \|D + V\|_{0, \Omega} \|u\|_{0, \Omega} + \|u\|_{0, \Omega},
\]
Namely, let \(w \in H_V(\Omega, B)^4\), and let \(s_0\) be a nonzero real number. Then
\[
\|\varphi_1 w\|_{H_V(\Omega, B)^4} \leq C_4 \|(D + V + is_0)_{\mathbb{R}^3} \langle \varphi_1 \rangle\|_{0, \Omega}
\]
and
\[
\|\varphi_2 w\|_{1, \Omega} \leq C_5 \|(D + \psi_2 V + is_0)_{\Omega} \langle \varphi_2 \rangle\|_{0, \Omega},
\]
because the corresponding operators with \(s_0 = 0\) are selfadjoint, respectively, in \(L_2^4\) and \(L_2(\Omega)^4\). This implies (2.11).

Furthermore, these operators with real \(s_0 \neq 0\) have inverses \(R_1\) and \(R_2\). A right parametrax is constructed as in (1.7).

Thus, \((D + V)_{\Omega}\) is a Fredholm operator. Replacing \(V\) by \(t V\), \(0 \leq t \leq 1\), we see that \((D + V)_{\Omega}\) has index zero.

For a real \(s_0\) with sufficiently large absolute value, we check that \((D + V + is_0)_{\Omega}\) is an invertible operator. Its spectrum is discrete because the inverse operator maps \(L_2(\Omega)^4\) to \(H^{1/2}(\Omega)^4\). Without loss in generality we may assume that invertibility takes place for \(s_0 = 0\), and hence we see that the eigenfunctions form an unconditional basis in the operator’s domain.
2.3. Nenciu’s abstract approach. Thus, the operator \((D + V)_{\Omega}\) is constructed and Theorem 2.5 is proved. Now we briefly discuss the abstract approach proposed in [9]. As has already been mentioned, it was used in [9] for the investigation of the Dirac operator with singular potential in \(\mathbb{R}^3\), and the result cited above was obtained in [9] (see Proposition 2.1). In the next section we show that Nenciu’s approach enables us to define the operator \((D + V)_{\Omega}\) in an alternative way. This approach involves an important formula for the resolvent of the operator under investigation (see (2.21) below).

Let \(H\) be a Hilbert space with inner product \((\cdot, \cdot)\), and let \(A\) and \(V\) be two selfadjoint operators in \(H\) with domains \(D(A)\) and \(D(V)\), respectively. Assume\(^3\) that the operator \(|A|\) is positive definite, \(D(V) \supset D(A)\), and the inequality
\[
(2.12) \quad \|Vf\| \leq C\|A f\| \quad (f \in D(|A|))
\]
is true (of course, \(D(|A|)\) coincides with \(D(A)\)). Then by the Heinz theorem (see, e.g., [26, §12]) \(D(|V|^{1/2}) \supset D(|A|^{1/2})\) and
\[
(2.13) \quad \|V^{1/2}f\| \leq C\|A^{1/2} f\| \quad (f \in D(|A|^{1/2})).
\]
We write the polar decompositions of \(A\) and \(V\) in the form \(A = T|A|, \ V = S|V|\), where \(Tf = f\) if \(Af = 0\), and \(Sf = f\) if \(Vf = 0\). The sesquilinear forms of the operators \(A\) and \(V\) are
\[
(2.14) \quad h_A[f, g] = (|A|^{1/2} f, T|A|^{1/2} g),
\]
\[
\quad h_V[f, g] = (|V|^{1/2} f, S|V|^{1/2} g).
\]
On \(D(|A|^{1/2})\) both of them are defined, and by (2.13) we have
\[
(2.15) \quad h_V[f, f] \leq C\|A^{1/2} f\|^2 \quad (f \in D(|A|^{1/2})).
\]
Let \(W\) be a bounded operator in \(H\) such that \(W|A|^{-1/2}\) is a compact operator. Now we formulate some conditions that guarantee the existence of a unique operator \(B\) with domain \(D(B) \subset D(|A|^{1/2})\) such that
\[
(2.16) \quad (Bf, g) = h_A[f, g] + h_V[f, g] + h_W[f, g] \quad (f \in D(B), \ g \in D(|A|^{1/2})).
\]
To do this, we assume that \(z \notin \sigma(A)\) (i.e., \(z\) does not belong to the spectrum of \(A\)) and consider the operator
\[
(2.17) \quad M(z) = |V|^{1/2}(|A - z|^{-1}|V|^{1/2}).
\]
Initially, this operator is defined on \(D(|V|^{1/2})\), but it is bounded and admits a bounded extension to \(H\) by the formula
\[
(2.18) \quad M(z) = \{|V|^{1/2}|A|^{-1/2}\} \{|A|(|A - z|^{-1})\} \{|(|V|^{1/2}|A|^{-1/2})^*\}.
\]
We also see that \(M(z)\) depends on \(z\) analytically. Assume that
\[
(2.19) \quad \|M(z_0)\| < 1 \quad \text{for some} \ z_0 \notin \sigma(A),
\]
so that \(I + SM(z)\) is invertible for \(z = z_0\). Furthermore, assume that the operator
\[
(2.20) \quad |V|^{1/2}(|A - z_0|^{-1}(|A - z|^{-1}|V|^{1/2}) \text{ extends by continuity to a compact operator for} \ z \notin \sigma(A).
\]

**Proposition 2.6.** Under the conditions listed above (including (2.12), (2.19), and (2.20)), there exists a unique selfadjoint operator \(B\) with domain \(D(B) \subset D(A)\) such that (2.16) is true.

---

\(^3\)To simplify the presentation, we restrict generality, as compared with [9].
This assertion is contained in [9 Corollary 2.1]. In [9] that corollary was applied in $\mathbb{R}^3$ to the free Dirac operator as $A$, multiplication by the singular part of the potential as $V$, multiplication by its smooth part as $W$, and the full Dirac operator with the potential consisting of the singular and smooth parts as $B$. In the next section we shall show that our operator $(D + V)_\Omega$ can be obtained in a similar way if for $A$ we take either the operator $(D)_\Omega$ corresponding to the free Dirac system in $\Omega$ (if this operator has bounded inverse) or, otherwise, the operator $(D + c)_\Omega$ with a small real constant $c$ added to gain invertibility. The proof will be based on specific results established in [9] for the Dirac operator in $\mathbb{R}^3$.

The following results of [9] will be particularly important.

**Proposition 2.7.** 1. Under the same assumptions, the operator $(I + SM(z))^{-1}$ is a meromorphic function of $z$ outside $\sigma(A)$, and hence it exists in $\mathbb{C} \setminus \sigma(A)$ at least outside a set without limit points in $\mathbb{C} \setminus \sigma(A)$.

2. If $z \notin \sigma(A)$ and the operator $I + SM(z)$ is invertible, then $z \notin \sigma(B)$ and the following formula for the difference of the resolvents for $B$ and $A$ is true:

\[
(B - z)^{-1} - (A - z)^{-1} = -(|V|^{-1/2}(A - z)^{-1})^* (I + SM(z))^{-1} |V|^{1/2}(A - z)^{-1}.
\]  

(2.21) 

Since the spectrum of our operator $A = (D + V)_\Omega$ is discrete, we can use this formula for almost all real $z$.

§3. The asymptotic behavior of eigenvalues

Here our main goal is to prove the following theorem.

**Theorem 3.1.** Under the assumptions of §2, the following formula is valid for the eigenvalues of the spectral problem I:

\[
\lambda_n = b n^{1/3} + o(|n|^{1/3}) \quad (n \to \pm \infty), \quad \text{where } b = \left(\frac{3\pi^2}{\text{meas } \Omega}\right)^{1/3}.
\]

(3.1) 

The key point of the proof is the use of a formula of type (2.21) for the difference of the resolvents of the operators corresponding to our problem with a singular potential and without it. First, in Subsections 3.1–3.4 we check that our operator $(D + V)_\Omega$ can also be obtained by the Nenciu approach (see Subsection 2.3) and satisfies the assumptions that ensure the above formula.

3.1. Notation. In this section it will be convenient to change our notation slightly. Consider the problem

\[
(D + c)w = f \quad (x \in \Omega), \quad Bw = 0 \quad (x \in \Gamma).
\]

(3.2) 

If uniqueness holds for $c = 0$, then we put here $c = 0$; otherwise we fix a real $c$ with a small absolute value for which we have uniqueness. Below, we shall see how small it should be; in particular, we assume that $|c| < 1$. By $L_0$ we denote the corresponding operator in $L_2(\Omega)^4$. We shall write $D_c$ instead of $D + c$. The same notation will be used for the corresponding operator in $L_2(\mathbb{R}^3)^4$. The potential $V$ will be added to $D_c$. This potential will be assumed to satisfy inequality (2.1) with $\theta < 1$, to vanish near the boundary, and to be extended by zero outside $\Omega$. This does not restrict the generality of the proof, because a smooth term in $\Omega$ has no influence on the asymptotics. In general the total potential is not compactly supported, but is equal to the constant $c$ near infinity. We denote by $L$ the operator in $L_2(\Omega)^4$ that corresponds to the problem under investigation:

\[
(D_c + V)w = f \quad (x \in \Omega), \quad Bw = 0 \quad (x \in \Gamma).
\]

(3.3) 
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For functions defined on \(\mathbb{R}^3\), we denote by \(P\) the operator of restriction to \(\Omega\); next, by \(P^*\) we denote the operator of extension of functions defined on \(\Omega\) to the entire \(\mathbb{R}^3\) by zero outside \(\Omega\) (above, these operators were used implicitly). Let \(V = S|V|\) be the polar decomposition of the matrix \(V\).

### 3.2. The domain of the operator \(|L_0|^{1/2}\) and the boundedness of the form of \(V\) on it.

By the Hardy inequality (8) and the \(a\) \(p\)riori estimate for the uniquely solvable elliptic problem (3.2), we have

\[
(3.4) \quad \|Vw\|_{0,\Omega} \leq C_1\|L_0w\|_{0,\Omega}
\]

for \(w\) in \(H^1(\Omega, B)^4\). This inequality remains true if we replace \(V\) by \(|V|\) and \(L_0\) by \(|L_0|\) (cf. (2.12)).

Denote by \(H_{1/2} = H^{1/2}(\Omega, B)^4\) the domain of the operator \(|L_0|^{1/2}\). The standard description of such a domain is as follows: if \(\{w_j\}_j^\infty\) is the orthonormal basis in \(L_2(\Omega)^4\) consisting of the eigenfunctions of \(L_0\), and \(\lambda_j\) are the corresponding eigenvalues, then a function \(w\) in \(L_2(\Omega)^4\), \(w = \sum c_j(w) w_j\), belongs to \(H_{1/2}\) if and only if the norm defined by the formula

\[
(3.5) \quad \|w\|_{1/2}^2 = \|L_0|^{1/2}w\|_{0,\Omega}^2 = \sum |\lambda_j| |c_j(w)|^2
\]

is finite. Below we shall see that \(H_{1/2}\) is a linear subset of the Sobolev space \(H^{1/2}(\Omega)^4\), and we describe this subset.

By the Heinz theorem, the operator \(|V|^{1/2}\) is defined on \(H^{1/2}\) and

\[
(3.6) \quad \|\|V\|^{1/2}w\|_{0,\Omega} \leq C_2\|w\|_{1/2}
\]

(cf. (2.13)). On the same space, the sesquilinear form of the operator \(V\) is defined:

\[
(3.7) \quad h_V[w_1, w_2] = (|V|^{1/2}w_1, S|V|^{1/2}w_2)_{0,\Omega},
\]

and we see that it is bounded on this space:

\[
(3.8) \quad |h_V[w, w]| \leq C_3\|w\|_{1/2}^2
\]

(cf. (2.15)).

We return to the space \(H_{1/2}\). It is contained in the Hilbert scale of the domains \(H_{\vartheta}\) of the operators \(|L_0|^{\vartheta}\), \(0 \leq \vartheta \leq 1\). This scale coincides with the interpolation scale both for the real and the complex interpolation methods up to norm equivalence (see [27] Subsection 1.18.10, Remark 34). The real and complex interpolation methods for the Sobolev spaces determined by boundary conditions were investigated in the papers by Grisvard [28] and Seeley [29], respectively. Their results imply that \(H_{1/2}\) is a linear subset of the space \(H^{1/2}(\Omega)^4\) determined by the boundary condition \(Bw = 0\) in the following sense. 1) Let \(\rho(x)\) be a positive continuous function on \(\Omega\) such that near the boundary \(\Gamma\) it coincides with the distance from the point \(x\) to the boundary. Then the function \(\rho^{-1/2}(x)Bw(x)\) is in \(L_2(\Omega)^4\). 2) The extension of \(Bw(x)\) by zero outside \(\Omega\) belongs to \(H^{1/2}(\mathbb{R}^3)^4\). Here by \(B\) we denote a reasonable continuation of the operator (7). The equivalence of these two conditions was verified directly in [30] Section 3.6.

However, it should be mentioned that, actually, these details of understanding the boundary condition are inessential for us, because the functions in the domain of our operator are in \(H^1(\Omega_\varepsilon, B)^4\) for every \(\varepsilon > 0\) and therefore the boundary condition can be treated in the usual sense of traces of functions in \(H^1(\Omega)^4\).

---

4The authors are obliged to V. I. Ovchinnikov for this reference.
3.3. **The operator $M(z)$ and the invertibility of $I + SM(z)$ for $z = is$ with large $s$.** Recall that $L_0$ is a selfadjoint operator with discrete spectrum. We define the operator $M(z)$ outside this spectrum by the formula

\[
M(z) = |V|^{1/2}(L_0 - z)^{-1}|V|^{1/2}
\]

(cf. (2.17)). *A priori,* it is defined on $H^{1/2}(\Omega)^4$, but it extends to a bounded operator on $H^0(\Omega)^4$ by the formula

\[
M(z) = \{|V|^{1/2}|L_0|^{-1/2}\}\{|L_0|(L_0 - z)^{-1}\}\{|(|V|^{1/2}|L_0|^{-1/2})^*\}
\]

(cf. (2.18)).

**Proposition 3.2.** The norm of $M(z)$ is less than 1 for $z = is$ with sufficiently large absolute value. Thus, the operator $I + SM(z)$ is invertible for such $z$.

This assertion will be deduced from a similar one established in [9] for operators in $\mathbb{R}^3$. For this reason, we shall need the following auxiliary operators:

\[
\begin{align*}
M_1(z) &= |V|^{1/2}P(\mathcal{D}_c - z)^{-1}P^*|V|^{1/2}, \\
M_2(z) &= |V|^{1/2}(\mathcal{D}_c - z)^{-1}|V|^{1/2}, \\
M_3(z) &= |V|^{1/2}(\mathcal{D} - z)^{-1}|V|^{1/2}.
\end{align*}
\]

The first of these operators is defined on functions on $\Omega$ that lie in the domain of $|V|^{1/2}$; the second and the third operators are defined on functions on $\mathbb{R}^3$ that lie in the domain of essentially the same operator. But we shall see soon that $M_1(z)$ extends to a bounded operator in $L_2(\Omega)^4$, and $M_2(z)$ and $M_3(z)$ extend to bounded operators in $L_2(\mathbb{R}^3)^4$. As functions of $z$, the operators $M_1(z)$ and $M_2(z)$ are defined for $z$ outside the spectrum $\sigma(\mathcal{D}_c)$, and $M_3(z)$ is defined outside $\sigma(\mathcal{D})$, in particular, for nonreal $z$. However, all of them are defined on some interval of the real axis as well, because the spectrum of $\mathcal{D}$ contains no points of the interval $(-1, 1)$ (see [7] Subsection 1.4.4] and $c$ is assumed to be in this interval.

To see that $M_2(z)$ and $M_3(z)$ extend to bounded operators in $L_2(\mathbb{R}^3)^4$, we may refer to Remark 2.2. In the definition of $M_1(z)$, the operators $P$ and $P^*$ can be commuted with $|V|^{1/2}$, and we see that

\[
\|M_1(z)\| \leq \|M_2(z)\|.
\]

From [9] Section 5 it follows that under our assumptions about the potential we have

\[
\|M_3(is)\| \leq b_1 < 1, \quad s \in \mathbb{R}
\]

(see also [24]). Now we check that the same is true for $M_2(is)$ if $c$ is sufficiently small. To do this, we consider the difference

\[
M_3(is) - M_2(is) = |V|^{1/2}[(\mathcal{D} - is)^{-1} - (\mathcal{D} + c - is)^{-1}]|V|^{1/2}
\]

\[
= c\{|V|^{1/2}|\mathcal{D}|^{-1/2}\}\{(\mathcal{D} - is)^{-1}\}\{(\mathcal{D} + c - is)^{-1}\}\{|(|V|^{1/2}|\mathcal{D}|^{-1/2})^*\}
\]

\[
= T_1T_2(s)T_3(c, s)T_4.
\]

Here the operators $T_1$ and $T_4$ are bounded. Using the spectral theorem, we can check that the operator $T_2(s)$ is bounded uniformly in $s$ and $T_3(c, s)$ is bounded uniformly in $s$ and $c$, $|c| \leq 1/2$ (these operators are functions of the selfadjoint operator $\mathcal{D}$ bounded on its spectrum). (The same can be checked by passing to Fourier transforms.) Thus, the norm of the operator (3.14) tends uniformly to zero as $c \to 0$. 


Now, we assume that $c$ is chosen in such a way that
\begin{equation}
\|M_2(is)\| \leq b_2 < 1,
\end{equation}
say, with the constant $b_2 = (1 + b_1)/2$.

To prove Proposition 3.2, it remains to verify the following statement.

**Proposition 3.3.** The norm of the operator $M(z) - M_1(z)$ in $H^0(\Omega)^4$ tends to zero as $z = is$, $s \to \pm \infty$.

**Proof.** Let $f_1, f_2 \in L_2(\Omega)^4 = H^0(\Omega)^4$. Consider the sesquilinear form of the operator $(L_0 - z)^{-1} - P(D_c - z)^{-1}P^*$. It can be written as
\begin{equation}
h(f_1, f_2) = (f_1, (L_0 - \bar{z})^{-1}f_2)_{0, \Omega} - ((D_c - z)^{-1}P^*f_1, P^*f_2)_{0, \mathbb{R}^3}. \tag{3.16}
\end{equation}
We set
\begin{equation}
w_1 = (D_c - z)^{-1}P^*f_1, \quad w_2 = (L_0 - \bar{z})^{-1}f_2. \tag{3.17}
\end{equation}
Now the form (3.16) turns into
\begin{equation}
(P(D_c - z)w_1, w_2)_{0, \Omega} - (Pw_1, (D_c - \bar{z})w_2)_{0, \Omega}, \tag{3.18}
\end{equation}
where $D_c$ is viewed (only in this formula) as a differential operator in $\Omega$. Integrating by parts, we obtain
\begin{equation}
h(f_1, f_2) = \langle \Phi \gamma w_1, \gamma w_2 \rangle_{0, \Gamma}, \tag{3.19}
\end{equation}
where $\gamma$ is the operator of restriction to the boundary and $\Phi$ is some smooth matrix on $\Gamma$. Using (3.17), we rewrite (3.19) in the form
\begin{equation}
h(f_1, f_2) = \langle \Phi \gamma P(D_c - z)^{-1}P^*f_1, \gamma(L_0 - \bar{z})^{-1}f_2 \rangle_{0, \Gamma} \tag{3.20}
\end{equation}
\begin{equation}
= \langle (\gamma(L_0 - \bar{z})^{-1})^*\Phi \gamma P(D_c - z)^{-1}P^*f_1, f_2 \rangle_{0, \Omega}.
\end{equation}
Here $\gamma(L_0 - \bar{z})^{-1}$ is a bounded operator from $H^0(\Omega)^4$ to $H^{1/2}(\Gamma)^4$ and consequently to $H^0(\Gamma)^4$. The adjoint $(\gamma(L_0 - \bar{z})^{-1})^*$ is bounded at least as an operator from $H^0(\Gamma)^4$ to $H^0(\Omega)^4$.

Therefore,
\begin{equation}
(L_0 - z)^{-1} - P(D_c - z)^{-1}P^* = (\gamma(L_0 - \bar{z})^{-1})^*\Phi \gamma P(D_c - z)^{-1}P^* \tag{3.21}
\end{equation}
Such a way of representing the difference of the resolvents of two operators with different domains was proposed by M. Sh. Birman in [31]. Relations (3.9), (3.11), and (3.21) yield
\begin{equation}
M(z) - M_1(z) = T_1(z)T_2(z), \tag{3.22}
\end{equation}
where
\begin{equation}
T_1(z) = |V|^{1/2}(\gamma(L_0 - \bar{z})^{-1})^*, \tag{3.23}
\end{equation}
\begin{equation}
T_2(z) = \Phi \gamma P(D_c - z)^{-1}P^*|V|^{1/2}.
\end{equation}
The second of these two operators transforms functions on $\Omega$ to functions on $\Gamma$, and the first transforms functions on $\Gamma$ to functions on $\Omega$.

Now, we verify that $T_1(z)$ can be extended to a bounded operator from $H^0(\Omega)^4$ to $H^0(\Gamma)^4$ for $z = is$ with real $s$, with a bound independent of $s$. Let $\psi$ be a scalar function in $C_0^\infty(\Omega)$ such that $\psi V = V$. Then $(\psi - 1)V = 0$, $(\psi - 1)|V|^{1/2} = 0$, thus $\psi^2|V|^{1/2} = |V|^{1/2}$.

For functions $g$ on $\Gamma$ and $f$ on $\Omega$, we have
\begin{equation}
(\psi(\gamma(L_0 - \bar{z})^{-1})^*g, f)_{0, \Omega} \tag{3.24}
\end{equation}
\begin{equation}
= (g, \gamma(L_0 - \bar{z})^{-1}\psi f)_{0, \Gamma} = ((\gamma(L_0 - \bar{z})^{-1}\psi)\gamma g, f)_{0, \Omega}.
\end{equation}
hence
\[ T_1(z) = |V|^{1/2}(\gamma(L_0 - z)^{-1}\psi)^*. \]
Here we commute the operator \((L_0 - z)^{-1}\) and the operator of multiplication by \(\psi\), and then use the identity \(\gamma\psi = 0\). This leads to the formula
\[ T_1(z) = |V|^{1/2}(\gamma(L_0 - z)^{-1}|\psi, D^*|(L_0 - z)^{-1})^*. \]
Here we have
\[
((\gamma(L_0 - z)^{-1}|\psi, D|(L_0 - z)^{-1})^*g, f)_{0,\Omega} \\
= (g, \gamma(L_0 - z)^{-1}|\psi, D|(L_0 - z)^{-1}f)_{0,\Omega} \\
= ((\gamma(L_0 - z)^{-1})^* g, |\psi, D|(L_0 - z)^{-1}f)_{0,\Omega} \\
= ((L_0 - z)^{-1}|\psi, D|^* (\gamma(L_0 - z)^{-1})^* g, f)_{0,\Omega}.
\]
Hence
\[ T_1(z) = \{|V|^{1/2}(L_0 - z)^{-1}\} \{\psi, D^*\} \{(\gamma(L_0 - z)^{-1})^* g\}. \]
Here the middle factor is a smooth function not depending on \(z\). The left factor can be rewritten in the form
\[ \{|V|^{1/2}|L_0|^{-1/2}\} \{|L_0|^{1/2}(L_0 - is)^{-1}\}. \]
Clearly, this is an operator bounded uniformly in \(s\). Finally,
\[ \gamma(L_0 - z)^{-1} = \{\gamma L_0^{-1}\} \{L_0(L_0 + is)^{-1}\}, \]
and we see that this is a uniformly bounded operator from \(H^0(\Omega)^4\) to \(H^0(\Gamma)^4\), so that the adjoint operator from \(H^0(\Gamma)^4\) to \(H^0(\Omega)^4\) is uniformly bounded as well.

Now we verify that \(T_2(z)\) can be extended to a bounded operator from \(H^0(\Omega)^4\) to \(H^0(\Gamma)^4\) and that its norm tends to zero as \(z = is, s \to \pm\infty\). Since \(\gamma\psi = 0\), with the same function \(\psi\) we have
\[
(3.24) \quad T_2(z) = \Phi \gamma P((D_c - z)^{-1}, \psi) P^*|V|^{1/2}.
\]
We rewrite this formula as
\[
T_2(z) = \Phi \gamma P(D_c - z)^{-1}|\psi, D|(D_c - z)^{-1} P^*|V|^{1/2} \\
= \{\Phi \gamma P|D|^{-1/2 - \varepsilon}\} \{|D|^{1/2+\varepsilon}(D_c - z)^{-1}\} \{|\psi, D\} \\
\times \{(D_c - z)^{-1}|D|^{1/2}\} \{|V|^{1/2}|D|^{1/2 - 1/2} P^*\}
\]
with \(\varepsilon \in (0, 1/2)\). Here the fifth factor is a bounded operator from \(H^0(\Omega)^4\) to \(H^0(\mathbb{R}^3)^4\). The fourth factor is a bounded operator in \(H^0(\mathbb{R}^3)^4\) whose norm tends to zero as \(z = is, s \to \pm\infty\). The third factor is an operator bounded in the same space and independent of \(z\). The second factor is a bounded operator in this space with norm tending to 0. The first factor is an operator from this space to \(H^0(\Gamma)^4\) not depending on \(z\). \(\square\)

3.4. Now, we consider the operator
\[ |V|^{1/2}(L_0 - z_0)^{-1}(L_0 - z)^{-1}|V|^{1/2} \]
(cf. (2.20)) under the assumption that \(z\) and \(z_0\) are not in the spectrum of \(L_0\). This operator extends to a compact operator in \(H^0(\Omega)^4\). To check this, it suffices to rewrite the above expression in the form
\[
\{|V|^{1/2}|L_0|^{-1/2}\} \{|L_0|^{1/2}(L_0 - z_0)^{-1}\} \{|L_0|^{1/2}(L_0 - z)^{-1}\} \{|(V|^{1/2}|L_0|^{-1/2})^*\}
\]
Here the second and third factors are compact.
3.5. All this together allows us to use the results stated in Subsection 2.3.

By Proposition 2.6, the following is true.

**Proposition 3.4.** There exists a unique selfadjoint operator \( \tilde{L} \) in \( H^0(\Omega)^4 \) with \( D(\tilde{L}) \subset D(\tilde{L}^0)^{1/2} = H_{1/2} \) such that
\[
(\tilde{L}w_1, w_2)_{0, \Omega} = h_{L_0}[w_1, w_2] + h_{V}[w_1, w_2], \quad w_1 \in D(\tilde{L}), \: w_2 \in H_{1/2}.
\]

On the right-hand side of this formula it is possible to add the form (omitted previously) of the operator of multiplication by a smooth matrix \( V_1 \).

**Theorem 3.5.** The operators \( L \) and \( \tilde{L} \) coincide.

**Proof.** We return to the definition of \( L \). The domains of \( L \) and \( L_0 \) are \( H_V(\Omega, B)^4 \) and \( H^1(\Omega, B)^4 \), respectively. Of course, the first domain contains the second one. Let \( w_1 \in H_V(\Omega, B)^4 \). Then \( \varphi_1 w_1 \) and \( \varphi_2 w_1 \) are in \( H_V(\Omega, B)^4 \) as well (see, in particular, Proposition 2.3), and by (2.6) and (2.7) we have
\[
(Lw_1, w_2)_{0, \Omega} = \left((L_0 + V)w_1, w_2\right)_{0, \Omega} = h_{L_0}[w_1, w_2] + h_{V}[w_1, w_2]
\]
for \( w_2 \in H_{1/2} \), and the operator \( L \) coincides with \( \tilde{L} \) because the latter is unique. \( \square \)

Propositions 2.7 and 3.2 yield the following statement.

**Proposition 3.6.** 1. The function \( z \mapsto (I + SM(z))^{-1} \) is a meromorphic operator-valued function outside \( \sigma(L_0) \). In particular, the operator \( I + SM(z) \) has a bounded inverse everywhere outside \( \sigma(L_0) \) except, possibly, a discrete set without finite limit points outside \( \sigma(L_0) \).

2. Suppose \( z \) does not belong to the spectrum \( \sigma(L_0) \) and \( I + SM(z) \) is an invertible operator. Then \( z \) does not belong to \( \sigma(L) \) and the formula
\[
(L - z)^{-1} = \left((L_0 - z)^{-1} - (I + SM(z))^{-1}S(I + SM(z))^{-1}(I + SM(z))^{-1}\right)
\]
is true. In particular, there exists a real point \( z = \lambda_0 \) at which (3.27) is true.

**Proof of Theorem 3.1.** Consider the operator \( K = |V|^{1/2}(L_0 - \lambda_0)^{-1} \) with this \( \lambda_0 \). The spectrum of \( K^*K \) coincides with the spectrum of the variational problem for the quotient of the quadratic forms \( \|Kw\|^2_{0, \Omega}/\|w\|^2_{0, \Omega}, w \in L_2(\Omega)^4 \). Put \( f = (L_0 - \lambda_0)^{-1}w \); this is a function in \( H^1(\Omega, B)^4 \). We get a variational problem for the quotient
\[
(|V|[f, f]_{0, \Omega}/\|L_0 - \lambda_0\|f\|^2_{0, \Omega}.
\]
Here the denominator is equivalent to \( \|f\|^2_{1, \Omega} \). The space \( H^1(\Omega, B)^4 \) lies between \( H_0^1(\Omega)^4 \) and \( H^1(\Omega)^4 \). If \( T \) is a compact operator, we denote by \( s_j(T) \) its \( s \)-numbers (singular numbers; see, e.g., [22] Chapter II). It is easy to check that \( |V| \in L_{3/2}(\Omega) \). By this, Theorem 3.1 in [5], and Theorem 1 in [10] on eigenvalues of variational problems, we have
\[
s_j(K^*K) = O(j^{-2/3}),
\]
so that
\[
s_j(K) = O(j^{-1/3}).
\]
Now we use the Ky Fan inequality for $s$-numbers of the product of compact operators $T_1$ and $T_2$,

$$s_{k+l-1}(T_1 T_2) \leq s_k(T_1)s_l(T_2),$$

(3.30) and the inequality $s_j(BT) \leq \|B\|s_j(T)$ for a compact operator $T$ and a bounded operator $B$ (see, e.g., [32]). From (3.27) we see that the difference of $(L - \lambda_0)^{-1}$ and $(L_0 - \lambda_0)^{-1}$ is the product $K^* BK$, where $B$ is a bounded operator. Hence, the $s$-numbers of this difference can be estimated as $O(j^{-2/3})$. As a consequence, the moduli of the eigenvalues of this difference are estimated in the same way. Since, by (9), the eigenvalues of $(L_0 - \lambda_0)^{-1}$ have asymptotics of the form $b^{-1} j^{-1/3}$ ($j \to \pm \infty$), the eigenvalues of $(L - \lambda_0)^{-1}$ have the same asymptotics by the version of the H. Weyl theorem proposed by Birman and Solomyak (see Lemma 1.5 in [6]). This implies the statement of Theorem 3.1. \hfill $\square$

§4. Calculation of the $R$-matrix: the first formula

We describe a formal construction of the $R$-matrix by using the eigenfunctions of the first spectral problem. Consider the problem

$$(D + V)w = \lambda w \text{ in } \Omega, \quad Bw = g \text{ on } \Gamma.$$  

(4.1) Let $w$ be its solution for some $\lambda$ different from the eigenvalues $\lambda_n$. The function $w$ (as any function in $L_2(\Omega)^4$) can be expanded into a series with respect to the orthogonal basis $\{w_n\}_1^\infty$ of eigenfunctions:

$$w = \sum_{-\infty}^{\infty} c_n w_n \quad \text{with} \quad c_n = (w, w_n)_\Omega.$$  

(4.2) Calculation of the coefficients via integration by parts shows that

$$c_n = \frac{(g, u_n^+)_\Gamma}{\lambda_n - \lambda}.$$  

(4.3) The details of this calculation are given at the end of this section. We obtain

$$w(x) = \sum_{-\infty}^{\infty} \frac{(g, u_n^+)_\Gamma}{\lambda_n - \lambda} w_n(x)$$

(4.4) in $L_2(\Omega)^4$. If it were possible to take the values on the boundary in this expansion, we would get, in particular,

$$u^+(x) = \sum_{-\infty}^{\infty} \frac{(g, u_n^+)_\Gamma}{\lambda_n - \lambda} u_n^+(x).$$

(4.5) This is precisely the first formula for the $R$-matrix, i.e., for the operator transforming $g$ to $u^+$. As far as we know, the question of the validity of this expansion remained to be open for discussion in the physical literature (cf. [2] and the references therein).

Unfortunately, we can also say nothing about this series even in the case of a smooth $g$. In order to pass to the boundary, we must view $w$ and $w_n$ as functions in $H^1(\Omega)^4$ with $t > 1/2$, but then we arrive at a contradiction on the boundary, because $w_n$ satisfy the homogeneous boundary condition, while $w$ does not.

However, the following regularization of this series is possible. Mathematically, the trick is quite simple: we move the nonhomogeneity from the boundary condition into the equation. Let $g \in H^{1/2}(\Gamma)^2$, and let $u_0(x)$ be a function in $H^1(\Omega)^4$ with zero upper component $u_0$ and satisfying the boundary condition (7):

$$i\sigma(\nu)v_0^+(x) = g(x).$$

(4.6)
If the potential has a singularity at the origin, then we assume additionally that \( v_0(x) = 0 \) near the origin. The function \( w - w_0 \) belongs to the domain of the operator corresponding to the spectral problem. Its expansion in the eigenfunctions \( w_n \) is convergent at least in \( H^1(\Omega_\varepsilon)^4 \), \( \varepsilon > 0 \), and admits passage to the boundary. In particular, we get

\[
\begin{align*}
(4.7) 
\quad u^+(x) &= \sum_{-\infty}^{\infty} \left[ (g, u_n^+)_{\Gamma}\frac{1}{\lambda_n - \lambda} - (v_0, v_{n\Omega}) \right] u_n^+(x).
\end{align*}
\]

This expansion converges in \( H^{1/2}(\Gamma)^2 \). It should be noted that, actually, a series with zero sum in \( \Omega \) on the level of \( u \)-components is subtracted from the series (4.4).

If no singularity is present, we can assume \( g \) to be slightly more regular and obtain a better convergence: for \( g \in H^{1-\delta}(\Gamma)^2 \) we have the convergence in \( H^{1-\delta}(\Gamma)^2 \) with arbitrarily small \( \delta > 0 \).

Now we present the omitted calculation. We have

\[
\begin{align*}
(\mathcal{D} + V)w, w_n)_{\Omega} &= \lambda(w, w_n)_{\Omega} \\
&= i^{-1}[\langle \sigma(\nu) v^+, u_n^+ \rangle_{\Gamma} + \langle u^+, \sigma(\nu) v_n^+ \rangle_{\Gamma}] + (w, (\mathcal{D} + V)w_n)_{\Omega} \\
&= -\mu(u^+, u_n^+)_{\Gamma} - (g, u_n^+)_{\Gamma} + \mu(u^+, u_n^+)_{\Gamma} + \lambda_n(w, w_n)_{\Omega},
\end{align*}
\]

hence \( (\lambda - \lambda_n) c_n = -(g, u_n)_{\Gamma} \), and this yields (4.3).

§5. Separation of variables in the Dirac equation with a spherically symmetric potential, and the case of the Coulomb singularity with \( |\theta| \geq 1 \)

In the case of a spherically symmetric potential and, in particular, for a pure Coulomb singularity, it is well known how to separate variables in the Dirac equation in \( \mathbb{R}^3 \) and to investigate the corresponding first order equation on a semiaxis. See the book [33] by Weidmann and numerous references therein to earlier papers by Rellich, Weidmann, Roos–Sangren, and other authors. R. Szymtowski called our attention to the fact that for the problem in the ball centered at the origin with the boundary condition (7) (where \( g = 0 \)), separation of variables works as well. Here we outline the changes that should be done in order to pass from \( \mathbb{R}^3 \) to a ball. Our notation differs a bit from that in [33].

5.1. Suppose the potential is a scalar function of the form \( V = V(|x|) \). For simplicity, we consider the operator \( \mathcal{D} + V \) in the unit ball \( O_1 = \{ x : |x| < 1 \} \). We put

\[
\begin{align*}
(5.1) 
\quad r &= |x|, \\
\quad \sigma_r &= r^{-\frac{1}{2}} \sum_j x_j \sigma_j, \\
\quad U &= U(x) = \begin{pmatrix} I_2 & 0 \\ 0 & -i \sigma_r \end{pmatrix}.
\end{align*}
\]

The matrix \( U(x) \) is unitary. By Theorem 1.A.2 in [33], we have

\[
\begin{align*}
(5.2) 
\quad U^* \mathcal{D} U &= \begin{pmatrix} 0 & -i I_2 \\ i I_2 & 0 \end{pmatrix} P_r + \frac{i}{r} \begin{pmatrix} 0 & i Q \\ i Q & 0 \end{pmatrix} + \beta + V(|x|),
\end{align*}
\]

where

\[
\begin{align*}
(5.3) 
\quad P_r &= \frac{1}{r} \left( \sum_{j=1}^{3} x_j D_j - i \right), \\
\quad Q &= I_2 - i \sum_{j=1}^{3} \sigma_j (x \times \nabla)_j.
\end{align*}
\]
In [33] the operator \( Q \) was called the complete angular momentum. It can be regarded as an operator on the unit sphere \( S^2 \). This is a first order elliptic operator; its spectrum is discrete and is contained in \( \mathbb{Z} \setminus \{0\} \) (compare with Theorem 1.A.3 in [33]). This is clear from the following formula checked in the proof:

\[
(Q - \frac{1}{l}I_2)^2 = \frac{1}{l}I_2 - B,
\]

where \( B \) is the Laplace–Beltrami operator on \( S^2 \) with the eigenvalues \( l(l+1) \). Let \( K_l \) be the corresponding \( (4l + 2) \)-dimensional eigenspace in \( L_2(S^2)^2 \) spanned by

\[
\begin{pmatrix}
Y_{l,j} \\
0
\end{pmatrix}, \begin{pmatrix}
0 \\
Y_{l,j}
\end{pmatrix}, \quad j = -l, -l+1, \ldots, l,
\]

where \( Y_{l,j} \) is the complete orthonormal system of spherical harmonics of order \( l \). This subspace is invariant with respect to \( Q \), and the restriction \( Q_l \) of this operator to \( K_l \) has eigenvalues \( l+1 \) and \( -l \) for \( l \geq 1 \). For \( l = 0 \) the vectors in \( K_l \) are constant, and we have only the eigenvalue 1.

Thus, \( Q \) has the following system of eigenfunctions orthonormal in \( L_2(S^2)^2 \):

\[
Z_{k,j} = \begin{pmatrix}
z_{k,j,1} \\
z_{k,j,2}
\end{pmatrix}, \quad j = 1, \ldots, j(k);
\]

they correspond to the eigenvalues \( k \in \mathbb{Z} \setminus \{0\} \). Here \( j(k) = 2|k| \); see [33].

Denoting by \( Y(r) \) the column of two scalar-valued functions \( y_1(r) \) and \( y_2(r) \), we define isometries

\[
W_{k,j} : L_2(0,1)^2 \to L_2(O_l)^4 \quad (k \in \mathbb{Z} \setminus \{0\}, \quad j = 1, \ldots, j(k))
\]

by the formula

\[
(W_{k,j}Y)(r\omega) = \begin{pmatrix}
r^{-1}y_1(r)Z_{k,j}(\omega) \\
r^{-1}y_2(r)Z_{k,j}(\omega)
\end{pmatrix} = \begin{pmatrix}
r^{-1}y_1(r)z_{k,j,1}(\omega) \\
r^{-1}y_1(r)z_{k,j,2}(\omega) \\
r^{-1}y_2(r)z_{k,j,1}(\omega) \\
r^{-1}y_2(r)z_{k,j,2}(\omega)
\end{pmatrix}.
\]

Then

\[
L_2(O_l)^4 = \bigoplus_{k,j} H_{k,j}, \quad \text{where } H_{k,j} = W_{k,j}L_2(0,1)^2.
\]

As a result (cf. Theorem 1.A.4 in [33]), we see that \( D + V \) is the orthogonal sum of the operators

\[
T_{k,j} = T_k = W_{k,j}^*U^*DUW_{k,j}
\]

in \( L_2(0,1)^2 \) with

\[
T_kY(r) = \begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix} \begin{pmatrix}
y_1(r) \\
y_2(r)
\end{pmatrix} + \begin{pmatrix}
V(r) + 1 & -kr^{-1} \\
-kr^{-1} & V(r) - 1
\end{pmatrix} \begin{pmatrix}
y_1(r) \\
y_2(r)
\end{pmatrix}.
\]

5.2. We return to our boundary-value problem and make the substitution

\[
w(x) = U(W_{k,j}Y)(r\omega) = r^{-1}UY(r)Z_{k,j}(\omega)
\]

(see (5.7)). Obviously, \( \sigma(x) = \sigma_\tau \) on the unit sphere. By the structure of our boundary condition (see (7), \( g = 0 \)) and of the matrix \( U \), the variables separate, and we obtain the problem

\[
T_kY(r) = \lambda Y(r) \quad (0 < r < 1), \quad y_2(1) = \mu y_1(1)
\]

on the interval \((0,1)\). In order to construct a selfadjoint extension of the operator corre-
sponding to the initial problem in the ball, we need to construct a selfadjoint extension of the operator corresponding to the problem (5.12) for every \( k \).

5.3. Now, let \( V(r) = \theta/r \). The construction of a selfadjoint operator in \( L_2(0,1) \) corresponding to the problem (5.12) is determined by the following facts. At the point \( r = 1 \) we have the limit circle case. This means that for \( 0 < c < 1 \) all solutions of the equation

\[
(T_k - \lambda)Y(r) = 0
\]

on \((c,1)\) are in \( L_2(c,1)^2 \) for every \( \lambda \). At the point 0 we have either the limit circle case or the limit point case. The latter means that for \( 0 < c < 1 \) there exists a solution of (5.13) on \((0,c)\) not belonging to \( L_2(0,c)^2 \). The domain of the corresponding selfadjoint operator consists of all (absolutely continuous) functions \( Y(r) \) in \( L_2(0,1)^2 \) such that \( T_k Y(r) \) belongs to \( L_2(0,1)^2 \). In the first case one boundary condition is needed at the point 0 and the other at the point 1, while in the second case only one boundary condition at the point 1 is needed. The condition at the point 1 is already prescribed by separation of variables, and this is the boundary condition in (5.12).

Calculations show that at the point 0 the case of limit circle occurs if and only if

\[
k^2 < \theta^2 + \frac{1}{4}.
\]

Since \( k \) is a nonzero integer, for \( |\theta| \leq \sqrt{3}/2 \) condition (5.14) fails for every \( k \). Thus, it suffices to set the boundary condition at the point 1. This illustrates the constructions of \( \S 1 \). If \( \sqrt{3}/2 < |\theta| < 1 \), an additional condition is required at the point 0 only for \( k = \pm 1 \). This illustrates the constructions of \( \S 2 \). Here we see that the critical values \( \sqrt{3}/2 \) and 1 for \(|\theta|\) are quite essential.

As \(|\theta|\) increases, more and more new values of \( k \) appear requiring additional conditions at the point 0. For the way of doing this, we refer the reader to the paper [34]. We do not dwell on this, though the study of properties of every selfadjoint extension that can be constructed for a fixed \( \theta \) with large \(|\theta|\) is feasible.

§6. Concluding remarks

The results of \( \S \S 1–4 \) can be generalized to the case of a potential with many poles. We only need to assume that the inequality for \( \theta \) is fulfilled at every singular point, and to use a partition of unity consisting of several functions. Concerning the Dirac operator in \( \mathbb{R}^3 \) in this case; see, e.g., [35] and [80].

The operator \((D + V)_{\Omega}\) introduced in \( \S 2 \) also admits another definition as a limit of operators with cut-off potentials \( V^{(t)} \) instead of \( V \). This idea can be realized by using the results of the papers [20]–[22] and [23]–[24] for the Dirac operator with Coulomb potential in \( \mathbb{R}^3 \), at least in the case of a scalar potential. See the end of Subsection 2.1.

In the results of \( \S \S 1–3 \), the boundary condition (7) can be generalized. For example, \( \mu \) can be replaced by a diagonal real matrix that has nonzero trace and depends smoothly on a point on \( \Gamma \). It is not difficult to check that this is sufficient for the problem to be elliptic and formally selfadjoint.

Minimal smoothness assumptions to be imposed on the boundary and on the potential off the singularity in order to make our arguments working will not be analyzed here. Surely, the boundary need not be too smooth. But nonsmooth surfaces are not very interesting in the atomic physics, because there, in contrast to electrodynamics, there is a freedom in the choice of \( \Gamma \).


Chapter II. The Problem with Spectral Parameter in the Boundary Condition

§ 7. Passage from the Dirac System to a Second Order System, and a Hardy-Type Inequality

In this chapter we shall not single out the parameter \( \lambda \) in the Dirac system explicitly, and we write this system in the form

\[
(V(x) + 1)u(x) + \sigma(D)v(x) = 0,
\]

\[
\sigma(D)u(x) + (V(x) - 1)v(x) = 0.
\]

Here we shall first assume that \( V(x) \) is a scalar function of the form

\[
V(x) = V_0(x) + V_1(x), \quad \text{where } V_0(x) = \frac{\theta}{|x|}, \quad 0 < |\theta| < 1,
\]

and \( V_1(x) \) is a smooth function; both are real-valued. In this chapter, for simplicity, when talking about the smoothness of \( V_1(x) \) and of the boundary, we mean the infinite smoothness. Assume that the functions \( V(x) \pm 1 \) do not vanish in \( \Omega \) and hence have constant sign. For definiteness, let them be positive, so that \( \theta > 0 \). Recall that the boundary condition in the spectral problem II is of the form (7) with \( g = 0 \).

From the system (7.1) we get

\[
L_1 u := \sigma(D)(V - 1)^{-1}\sigma(D)u - (V + 1)u = 0.
\]

This is a homogeneous second order \( (2 \times 2) \)-system of Schrödinger type in a divergent form with degeneration in the leading term at one point 0 and a Coulomb singularity in the free term at the same point.

Our analysis of the spectral problem II for the Dirac system with a singular potential will be based on the results for the Dirichlet problem

\[
L_1 u = f \text{ in } \Omega, \quad u^+ = 0 \text{ on } \Gamma
\]

in a weak (variational) setting. They will be obtained in the next section. In [4] this problem was also used, but there all coefficients were smooth and system (7.3) had neither degeneration nor singularity.

Assuming the function \( u \) to be smooth and vanishing at the boundary, we take the inner product of the left-hand side of (7.3) with \( u \) and integrate over \( \Omega \). Integrating by parts and recalling that \( \sigma(D) \) is a Hermitian operator, we obtain the quadratic form

\[
\Phi_0(u, u) = \int_{\Omega} (V - 1)^{-1}\sigma(D)u \cdot \overline{\sigma(D)u} dx - \int_{\Omega} (V + 1)u \cdot \overline{u} dx.
\]

Here we note the difference of signs: \( (V - 1)^{-1} \sim |x|/\theta \), but \( -(V + 1) \sim -\theta/|x| \) as \( x \to 0 \). We want to deduce a Gårding-type inequality for this form. To do this, we need the following Hardy-type inequality.

**Proposition 7.1.** For functions \( u(x) \in C^1_0(\mathbb{R}^3)^2 \), the following inequality is true:

\[
\int_{\Omega} \frac{1}{|x|^2} |u|^2 dx \leq \int |x||\sigma(\partial)u|^2 dx.
\]

Inequality (2.1) in [13] for a four-dimensional vector-valued function and the operator \( \sum_1^3 \alpha_j \partial_j \) immediately yields (7.6) if we let the two lower components of that vector-valued function be equal to zero.

\[5\text{Any attempts to pass to a second order system in a different way did not lead to positive results.}\]
Corollary 7.2. For functions $u(x) \in C_0^1(\Omega)^2$, the following inequality is true:

$$\|u\|_{L^2(\Omega)^2}^2 \leq C \int_{\Omega} |x| |\sigma(\partial) u|^2 \, dx. \quad (7.7)$$

§8. The Dirichlet problem (7.4)

We introduce the space $\widetilde{H}_0^1(\Omega)^2$ as the completion of the linear set $C_0^\infty(\Omega)^2$ with respect to the norm defined by

$$\|u\|_{1,\Omega}^2 = \int_{\Omega} |x| |\sigma(D) u|^2 \, dx. \quad (8.1)$$

(If $\|u\| = 0$, then $u = 0$ by the uniqueness of a solution to the Dirichlet problem for the Laplace equation.) By (7.7), this space is continuously embedded into $L^2(\Omega)^2$.

Proposition 8.1. The space $\widetilde{H}_0^1(\Omega)^2$ is compactly embedded into $L^2(\Omega)^2$.

Proof. Fix an arbitrary $q \in (6/5, 3/2)$. It suffices to check that $\widetilde{H}_0^1(\Omega)^2$ is continuously embedded into $W_q^1(\Omega)^2$. Indeed, the inequality $q > 6/5$ implies the continuity of the embedding of $W_q^1(\Omega)$ into $H^1(\Omega)$ with some positive $\varepsilon$ (see, e.g., [27, Section 4.6.1]), and the latter space is compactly embedded into $L^2(\Omega)$. Here the space $W_q^1(\Omega)$ is defined as the completion of the set of functions smooth in $\overline{\Omega}$ with respect to the norm defined by the formula (we write it for scalar-valued functions $h$)

$$\|h\|_{1,q,\Omega}^q = \sum \|\partial_j h\|_{L_q(\Omega)}^q + \|h\|_{L_q(\Omega)}^q. \quad (8.2)$$

We need this norm in the current proof only.

Using the Hölder inequality, we get

$$\int_{\Omega} |\sigma(\partial) u|^q \, dx = \int_{\Omega} |x| |\sigma(\partial) u|^2 |x|^{-q/2} \, dx \leq \left( \int_{\Omega} |x| |\sigma(\partial) u|^2 \, dx \right)^{q/2} \left( \int_{\Omega} |x|^{-q/(2-q)} \, dx \right)^{(2-q)/2}. \quad (8.3)$$

The latter integral converges because $q < 3/2$. Thus,

$$\|\sigma(\partial) u\|_{L_q(\Omega)} \leq C_1 \|u\|_{1,\Omega}. \quad (8.3)$$

Furthermore, by the Hölder inequality we have

$$\|u\|_{L_q(\Omega)} \leq C_2 \|u\|_{L^2(\Omega)}. \quad (8.3)$$

It remains to use the $a$ priori estimate by Agmon–Nirenberg for solutions to the elliptic system $\sigma(\partial) u = f$ in the linear set of smooth compactly supported functions on $\mathbb{R}^3$ with support lying inside a fixed compact set ($\overline{\Omega}$):

$$\|u\|_{1,q,\Omega} \leq C_3 \left[ \|\sigma(\partial) u\|_{L_q(\Omega)} + \|u\|_{L_q(\Omega)} \right].$$

Taking (7.7) into account, we obtain

$$\|u\|_{1,q,\Omega} \leq C_4 \|u\|_{1,\Omega}, \quad (8.4)$$

as required. 

Proposition 8.2. For functions $u \in \widetilde{H}_0^1(\Omega)^2$, the following Gårding-type inequality is true:

$$\varepsilon \|u\|_{1,\Omega}^2 \leq \Theta_0(u, u) + C \|u\|_{0,\Omega}^2, \quad (8.5)$$

with some $\varepsilon > 0$ and $C \geq 0$. 
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Proof. Let $\varphi$ be a function in $C_0^\infty(\Omega)$ supported in $O_\delta$ with small $\delta$ and equal to 1 in a smaller neighborhood of the origin. We set $\psi = (1 - \varphi^2)^{1/2}$. Let $u$ be an arbitrary function in $\widetilde{H}^1_0(\Omega)^2$. By Proposition 7.1, our assumptions on the potential imply that for $\delta$ sufficiently small the function $\varphi u$ satisfies (8.5) with some $C_\delta$ instead of $\varepsilon$ and $C$. Using (7.7) to estimate the terms with derivatives of $\varphi$, we obtain
\begin{equation}
\varepsilon_1 (|\varphi u|)^2_{1,\Omega} \leq \left[ \Phi_0(u, u) + C_\delta \|\varphi u\|_{0,\Omega}^2 \right].
\end{equation}

Furthermore, since the system $L_1 u = f$ is strongly elliptic everywhere except the singularity, the function $\psi u$ satisfies the estimate
\begin{equation}
\varepsilon_2 \|\psi u\|_{1,\Omega}^2 \leq \left[ \Phi_0(\psi u, \psi u) + C_7 \|\psi u\|_{0,\Omega}^2 \right].
\end{equation}

In its turn, this yields
\begin{equation}
\varepsilon_3 (|\psi u|)^2_{1,\Omega} \leq \left[ \Phi_0(u, u) + C_8 \|u\|_{0,\Omega}^2 \right].
\end{equation}

The positive constants $\varepsilon_1$ and $C_7$ do not depend on $u$. It is clear that (8.6) and (8.7) imply the required result. \hfill \Box

Now we consider the Dirichlet problem
\begin{equation}
(L_1 - \lambda) u = f \text{ in } \Omega, \quad u^+ = 0,
\end{equation}
in the weak setting
\begin{equation}
\Phi_\lambda(u, v) = \Phi_0(u, v) - \lambda(u, v)_{0,\Omega} = (f, v)_{0,\Omega} \text{ for } v \in \tilde{H}_0^1(\Omega)^2,
\end{equation}
where the form $\Phi_0(u, v)$ is defined in an obvious way. It is standard to prove that, by (8.5), this problem has a unique solution in $\tilde{H}_0^1(\Omega)^2$ for sufficiently large absolute values of $\lambda$ and for arbitrary $f$, in particular, for $f$ in $H^0(\Omega)^2$. Namely, if we take $\Phi_\lambda(u, v)$ as the inner product in $\tilde{H}_0^1(\Omega)^2$, then the continuous antilinear functional $v \mapsto (f, v)$ on this space has a unique representation in the form $\Phi_\lambda(u, v)$. The \textit{a priori} estimate can be written at least in the form
\begin{equation}
\|u\|_{1,\Omega} \leq C_9 \|f\|_{0,\Omega}.
\end{equation}

Remark 8.3. A similar result can be obtained, for example, for the scalar equation
\begin{equation}
\nabla(|x|\nabla u) + \theta^2|x|^{-1} u = 0, \quad 0 < \theta < 1,
\end{equation}
and for systems having a similar (and more general) structure with degeneration in the principal term and singularity in the lower order term. The Dirichlet problem for elliptic systems with degeneration on the boundary was treated in many papers; however, some other types of degeneration were considered as well. Cf. the papers [3] and [10] we have already mentioned in connection with spectral asymptotics.

Now, as in [11] Chapter VI, §2, with the problem (7.1) we can associate a selfadjoint operator $L_1$ in $L^2(\Omega)^2$ semibounded below, with domain $D(L_1)$ contained in $\tilde{H}_0^1(\Omega)^2$ and such that
\begin{equation}
(L_1 u, v)_{0,\Omega} = \Phi_0(u, v) \quad \text{for } u \in D(L_1), \quad v \in \tilde{H}_0^1(\Omega)^2.
\end{equation}

This operator is uniquely determined by the conditions listed above. By Proposition 8.1 the spectrum of this operator is discrete, and the following assumption (to be added from now on) is reasonable: \textit{the Dirichlet problem for the system $L_1 u = f$ in the weak sense cannot have two different solutions.}

Unique solvability is carried over to the case of a nonhomogeneous boundary condition $u^+_1 = u^+ \in H^{1/2}(\Gamma)^2$ in a usual way, namely, by the consideration of the difference between the solution and a function $u_0$ belonging to $H^1(\Omega)^2$, having this boundary value, and vanishing near the singularity. The solution of the homogeneous equation
Let \( L_1 u = 0 \in \Omega_0 \) with the nonhomogeneous boundary condition \( u|_\Gamma = u^+ \) belongs to the space \( \tilde{H}^1(\Omega)^2 \). This is the completion of the linear set \( C^\infty(\overline{\Omega})^2 \) with respect to the norm defined by the formula

\[
\langle \langle |u| \rangle \rangle_{1,\Omega}^2 = \langle |u| \rangle_{1,\Omega}^2 + \|u\|_{0,\Omega}^2.
\]

We obtain the a priori estimate

\[
\langle \langle |u| \rangle \rangle_{1,\Omega} \leq C_{10} \|u^+\|_{1/2,\Gamma}.
\]

Indeed, we may assume that \( \|u_0\|_{1,\Omega} \leq C_{11} \|u^+\|_{1/2,\Gamma} \); then the function \( L_1 u_0 = f \) belongs to \( H^{-1}(\Omega)^2 \), and moreover, it vanishes near the singularity. It gives rise to a continuous antilinear functional on \( \tilde{H}^1_0(\Omega)^2 \); thus, the equation \( L_1 u_1 = -f \) with the homogeneous Dirichlet condition \( u_1^+ = 0 \) has a solution in \( \tilde{H}^1_0(\Omega)^2 \), and for it we have

\[
\langle |u_1| \rangle_{1,\Omega} \leq C_{12} \|f\|_{-1,\Omega} \leq C_{13} \|u_0\|_{1,\Omega}.
\]

We set \( u = u_0 + u_1 \).

**Remark 8.4.** If \( L_1 - \lambda I \) is a nonnegative operator (this is true for negative \( \lambda < 0 \) with sufficiently large absolute value), then the domain of its nonnegative square root is the space \( \tilde{H}^1_0(\Omega)^2 \). See again [1, Chapter VI, §2].

The following proposition can easily be checked by applying the theorem on local smoothness for solutions of elliptic problems.

**Proposition 8.5.** For arbitrarily small \( \varepsilon > 0 \) and \( s \geq 1/2 \), if \( u^+ \in H^s(\Gamma)^2 \), then the solution of the system \( L_1 u = 0 \) belongs to \( H^{s+1/2}(\Omega_\varepsilon)^2 \). In particular, this solution belongs to \( C^\infty(\overline{\Omega} \setminus \{0\})^2 \) if \( u^+ \in C^\infty(\Gamma)^2 \).

Furthermore, the Poisson operator \( P_1 \) is well defined; it maps \( u^+ \) to the solution of the homogeneous system \( L_1 u = 0 \in \Omega_0 \).

**Proposition 8.6.** The Poisson operator \( P_1 \) maps \( H^s(\Gamma)^2 \) to \( H^{s+1/2}(\Omega_\varepsilon)^2 \) boundedly for \( s \geq 1/2 \) and arbitrarily small \( \varepsilon > 0 \):

\[
\|u\|_{s+1/2,\Omega_\varepsilon} \leq C_{14}(\varepsilon)\|u^+\|_{s,\Gamma}.
\]

In this proposition nothing is said about the smoothness of the solution on the inner part of the boundary of the domain \( \Omega_\varepsilon \), i.e., on the sphere of radius \( \varepsilon \) centered at the origin. But in fact, when assuming that \( u^+ \in H^s(\Gamma)^2 \), we automatically have the same smoothness on this sphere. Here our results for the Dirichlet problem (7.4) are essential.

**Proof of Proposition 8.6.** Let \( \psi \) be a function in \( C^\infty(\overline{\Omega}) \) vanishing in \( O_{\varepsilon/2} \) and equal to 1 outside \( O_{\varepsilon} \). We can write a priori estimates for Sobolev norms of \( \psi u \) in terms of Sobolev norms of the boundary function. Let \( u^+ \in H^s(\Gamma)^2 \); then \( \psi u \in H^{s+1/2}(\Omega_\varepsilon/4)^2 \). We obtain

\[
\|\psi u\|_{s+1/2,\Omega_\varepsilon/4} \leq C_{15}\left[\|L_1(\psi u)\|_{s-3/2,\Omega_\varepsilon} + \|u^+\|_{s,\Gamma}\right],
\]

consequently,

\[
\|u\|_{s+1/2,\Omega_\varepsilon} \leq C_{16}\left[\|u\|_{s-1/2,\Omega_\varepsilon} + \|u^+\|_{s,\Gamma}\right],
\]

whence

\[
\|u\|_{s+1/2,\Omega_\varepsilon} \leq C_{17}\left[\|u\|_{0,\Omega} + \|u^+\|_{s,\Gamma}\right].
\]

But, by (8.13) and (8.12), the zero order norm of the solution is estimated by \( \|u^+\|_{1/2,\Gamma}\). As a result, we arrive at (8.14). \( \square \)
9. The operator on $\Gamma$ corresponding to the spectral problem

Now it is natural to consider system (7.1) under the following assumptions: $u, v \in H^1(\Omega)^2$, i.e.,

$$|x|^{1/2} \sigma(\partial) u, |x|^{1/2} \sigma(\partial) v \in L_2(\Omega)^2. \tag{9.1}$$

By (7.6) this yields

$$|x|^{-1/2} u, |x|^{-1/2} v \in L_2(\Omega)^2. \tag{9.2}$$

This agrees with system (7.1) if we rewrite it in the form

$$(V + 1)^{1/2} u + (V + 1)^{-1/2} \sigma(D)v = 0, \tag{9.3}$$

$$(V - 1)^{-1/2} \sigma(D)u + (V - 1)^{1/2} v = 0,$$

in the sense that all terms in these equations belong to $L_2(\Omega)^2$. Here, moreover, $u, v \in C^\infty(\Omega \setminus \{0\})^2$.

System (7.1) is formally equivalent to the system consisting of (7.3) and the second equation in (7.1). Indeed, they imply the first equation in (7.1).

Since $V$ is assumed to be scalar, from the second equation in (7.1) we see that

$$i \sigma(\nu) v^+ = Q u^+, \quad \text{where} \quad Q := -\left( (V - 1)^{-1/2} \sigma(\nu) \sigma(\partial) P_1 \right)^+. \tag{9.4}$$

For this operator we have the following result. In its statement the same coordinate system is used as in [4], i.e., the origin is placed at a point on $\Gamma$ and the axis $x_3$ is directed along the outward normal at this point. At the end of the section, we explain why such a choice of the coordinate system does not restrict generality.

**Proposition 9.1.** The operator $Q$ is a first order pseudodifferential operator with principal symbol given by

$$a_1(\xi') = -(V - 1)^{-1} \left[ \xi' + i \sum_{k \neq 3} \xi_k \sigma_3 \sigma_k \right]. \tag{9.5}$$

**Proof.** First, we explain why $Q$ is a pseudodifferential operator. Let $\tilde{L}_1$ be a strongly elliptic second order matrix operator with coefficients infinitely smooth in $\overline{\Omega}$ and coinciding with the coefficients of $L_1$ in a strip near the boundary. We compare the corresponding Poisson operators $P_1$ and $\tilde{P}_1$. It suffices to show that their difference is an infinitely smoothing operator in the boundary strip. We consider the difference $u = P_1 g - \tilde{P}_1 g$, where, say, $g \in H^{1/2}(\Gamma)^2$, and apply the operator $\tilde{L}_1$ to this difference. In our boundary strip we have $\tilde{L}_1 u = L_1 P_1 g = 0$. Moreover, $u^+ = 0$. By the theorem on local smoothness for solutions of elliptic boundary-value problems, the function $u$ is infinitely smooth in the boundary strip.

Now, calculating the principal symbol of the operator $Q$, we freeze the coefficients and assume that we deal with the operator $\beta \sigma(\partial) \sigma(\partial) = \beta \Delta I_2$ instead of $L_1$. Here the nonzero constant $\beta$ plays no role, because the Poisson operator transforms the Dirichlet data to a solution of the homogeneous equation; so, let $\beta = 1$. This is precisely the case considered in [4] §4. In the notation of that paper, we need the operator

$$-(V - 1)^{-1} \left[ - \frac{1}{2} A^{-1} + c(\partial) \right],$$

up to terms of zero order. The principal symbol of the operator $-\frac{1}{2} A^{-1}$ is $|\xi'| I_2$, and that of the operator $c(\partial)$ is $i \sum_{k \neq 3} \sigma_3 \sigma_k \xi_k$. \hfill $\square$
In what follows we write \( Q = Q_1 \) instead of \( Q \).

Now we observe that, instead of system (7.3), we could start with a similar second order system for \( v \):
\[
L_2 v := \sigma(D)(V + 1)^{-1}\sigma(D)v - (V - 1)v = 0.
\]
Assume that the Dirichlet problem in \( \Omega \) for this system also cannot have two different solutions in the weak sense. Denote the corresponding Poisson operator by \( P_2 \). Using this operator as above, we can first construct an operator expressing \( i\sigma(\nu)u^+ \) in terms of \( v^+ \):
\[
i\sigma(\nu)u^+ = -[(V + 1)^{-1}\sigma(\nu)\sigma(\partial)P_2v^+]^+.
\]
It follows that
\[
u^+ = iQ_2\sigma(\nu)v^+, \quad \text{where } Q_2 = \sigma(\nu)[(V + 1)^{-1}\sigma(\nu)\sigma(\partial)P_2\sigma(\nu)]^+.
\]
For this operator we obtain an analog of Proposition 9.1 with the only difference that, instead of (9.5), we get the following formula for the principal symbol:
\[
a_2(\xi') = (V + 1)^{-1}\left[|\xi'| + i\sum_{k\neq 3}\xi_k\sigma_k\sigma_3\right].
\]
As in \( \mathbb{H} \), the operators \( Q_1 \) and \( Q_2 \) are mutually inverse on the set of infinitely smooth functions. They are not elliptic.

We give yet another explanation of this fact. If we eliminate \( v^+ \) from the boundary condition (7), we obtain the problem
\[
L_1 u = 0 \text{ in } \Omega, \quad -\sigma(\nu)(V - 1)^{-1}\sigma(\nu)u^+ - \mu u^+ = g.
\]
We may assume that it was reduced to the equation in (9.4). This problem resembles the classical Steklov problem
\[
\Delta u = 0 \text{ in } \Omega, \quad \partial_\nu u^+ - \mu u^+ = g
\]
but, in contrast to the latter, is readily seen to be nonelliptic.

Recall that we assume \( V \pm 1 \) to be positive functions.

**Theorem 9.2.** For arbitrary nonzero real \( \alpha \) and \( \beta \), the pseudodifferential operator \( S_{\alpha\beta} = \alpha Q_1 + \beta Q_2 \) is elliptic. Its principal symbol has only positive eigenvalues for \( \beta > 0 > \alpha \) and eigenvalues of both signs for \( \alpha\beta > 0 \).

**Proof.** Consider a fixed boundary point and a coordinate system with origin at this point, the same as above. At this boundary point, we set
\[
(V - 1)^{-1}\alpha = \alpha_1,
\]
\[
(V + 1)^{-1}\beta = \beta_1.
\]
It is easy to check that the principal symbol of the operator \( S_{\alpha\beta} \) is the Hermitian matrix
\[
\begin{pmatrix}
-\alpha_1 + \beta_1|\xi'| & (\alpha_1 - \beta_1)(i\xi_1 + \xi_2) \\
(\alpha_1 - \beta_1)(-i\xi_1 + \xi_2) & -\alpha_1 + \beta_1|\xi'|
\end{pmatrix}.
\]
Its determinant is \(-4\alpha_1\beta_1|\xi'|^2\), thus the operator \( S_{\alpha\beta} \) is elliptic. Its eigenvalues are \( 2\beta_1|\xi'| \) and \(-2\alpha_1|\xi'|\). This implies the remaining assertions of the theorem. \( \square \)

Now we return to our choice of the coordinate system. It is easy to check that, under a rotation of the coordinate system in \( \mathbb{R}^3 \), the three matrices \( \sigma_1, \sigma_2, \sigma_3 \) are transformed to matrices that remain to be Hermitian, satisfy relations (4), and have the eigenvalues \( \pm 1 \). It is known that, by a unitary transformation of the variables \( u_1, u_2 \) (and by multiplication of the system from the left by the matrix of the inverse transformation), we can return these three matrices to their initial form \( \sigma_1, \sigma_2, \sigma_3 \) (see, e.g., \( \mathbb{H} \) Part II, \( 37 \)).
§10. Spectral properties of the operator $Q$

The following considerations refine those in [4]. This refinement is based on Theorem 9.2 absent in [4]. Only the operator $S$ alone was considered in that paper, which works, for instance, in the case of a free Dirac operator.

The operator $Q$ is formally self-adjoint in $L^2(\Omega)^2$. As in [4], this can be verified by integration by parts in $\Omega$. Therefore, every operator $S_{\alpha\beta}$ is formally self-adjoint as well. But it is a first order elliptic pseudodifferential operator, and hence $S_{\alpha\beta}$ can be viewed as a self-adjoint operator in $L^2(\Omega)^2$ with domain $H^1(\Omega)^2$. It has an orthonormal basis of eigenfunctions in $L^2(\Omega)^2$, which remains to be an unconditional basis in all Sobolev spaces $H^s(\Omega)^2$.

We take 1) $\alpha = \beta = 1$ and 2) $\alpha = -1, \beta = 1$, i.e., we consider the operators $Q^{-1} + Q$ and $Q^{-1} - Q$. We redenote them by $S_1$ and $S_2$.

The operator $S_1$ has eigenvalues of both signs tending to $\pm \infty$. Numbered monotonically with their multiplicities taken into account, the eigenvalues have the asymptotics

$$
\tau_n^{(1)} = \pm c_1^\pm |n|^{1/2} + O(1) \quad (n \to \pm \infty).
$$

The eigenvalues of $S_2$ tend to $+\infty$. Numbered in nondecreasing order, they have the asymptotics

$$
\tau_n^{(2)} = c_2 n^{1/2} + O(1) \quad (n \to +\infty).
$$

Here $c_1^\pm$ and $c_2$ are positive constants. See [39], where a method of calculation of these constants can be found. We shall not dwell on this.

For every eigenvalue $\tau$ the corresponding eigenspace of $S_1$ is finite-dimensional, consists of infinitely smooth functions, and is invariant with respect to the operator $Q$ that commutes with $S_1$ and satisfies the relation $Q^{-1} + Q = S_1$. Therefore, $Q$ has an orthonormal basis of eigenfunctions there, and the eigenvalues are the roots of the quadratic equation

$$
\mu^{-1} + \mu = \tau.
$$

We have a similar situation for the eigenspaces of $S_2$, and the corresponding quadratic equation is

$$
\mu^{-1} - \mu = \tau.
$$

Consider the root sequence $\tau_n^{(1)}$ in (10.1) with $n > 0$, which tends to $+\infty$. The formula for the roots of equation (10.3), namely,

$$
\mu = \frac{1}{2} \left( \tau \pm \sqrt{\tau^2 - 4} \right),
$$

implies that at least one of the points $+\infty$ or $+0$ is a limit point of the corresponding eigenvalues $\mu$ for the operator $Q$, but at this moment it is still unclear whether both of them are limit points. Here $+0$ means that the eigenvalues tend to 0 from the right. No more limit points may appear. If we assume that some subsequence of the eigenvalues (10.5) tends to $+\infty$, then (10.4) implies that the corresponding eigenvalues $\tau$ of $S_2$ tend to $-\infty$, which is impossible. Therefore, for all positive $n$ except, perhaps, a finite number of them, the minus sign should be taken in (10.5) and the corresponding eigenvalues of $Q$ tend to $+0$ with recalculation of the asymptotic behavior by (10.1) and (10.5).

Now we consider the sequence of eigenvalues $\tau_n^{(1)}$ of $S_1$ with negative $n$. It tends to $-\infty$. From (10.5) we see that the corresponding eigenvalues of $Q$ might have $-\infty$ and/or $-0$ as limit points. The second possibility contradicts the fact that the right-hand side
of (10.4) may tend to $+\infty$ only. Therefore, for all negative $n$ except, probably, a finite number of them, the eigenvalues (10.5) of $Q$ correspond to the "plus" sign in (10.5) (again with recalculation of the asymptotic behavior by using (10.1) and (10.5)).

Thus, the eigenvalues of $Q$ have two limit points, $+0$ and $-\infty$. The coefficients of the principal terms in the asymptotics can easily be expressed in terms of $c_1^\pm$ (see the theorem below). The remainder estimate follows from the remainder estimate in (10.1) and from the asymptotics for the roots of equation (10.5). We arrive at the following main result.

**Theorem 10.1.** The eigenfunctions of the operator $Q$ are infinitely smooth and form an orthonormal basis in $L_2(\Gamma)^2$ that remains to be an unconditional basis in all Sobolev spaces $H^s(\Gamma)^2$. The corresponding eigenvalues split in two sequences, one of them tends to $+0$ and the other to $-\infty$.

More precisely, these series of eigenvalues $\{\mu_n^\pm\}$ have the following asymptotic behavior:

\begin{align}
\mu_n^+ &= (c_1^+)^{-1}n^{-1/2} + O(n^{-1}) \quad (n \to +\infty), \\
\mu_n^- &= -c_1^-|n|^{1/2} + O(1) \quad (n \to -\infty).
\end{align}

Thus, the operator $Q$ is the orthogonal sum of an operator with discrete spectrum (i.e., with compact resolvent) in a subspace of $L_2(\Gamma)^2$ and a compact operator in another subspace. The sum of these two mutually orthogonal subspaces is $L_2(\Gamma)^2$. There is no uniqueness: any finite set of eigenspaces can be attributed arbitrarily to any of these two subspaces.

If $u^+$ is an eigenfunction of $Q$, then $v^+$ can be reconstructed by the formula $v^+ = -i\sigma(\nu)Qu^+$. After this, we reconstruct $u$ and $v$ in $\Omega$ by the formulas $u = P_1u^+$ and $v = P_2v^+$. These functions possess properties (9.1) and belong to $C^\infty(\overline{\Omega}\setminus\{0\})^2$.

### §11. Second formula for the $R$-matrix

This formula is simply the construction of the required operator $g \mapsto u^+$ by expansion of $g$ and $u^+$ in eigenfunctions of the operator $Q$. If $\{\varphi_n\}_{-\infty}^{\infty}$ is the orthonormal basis in $L_2(\Gamma)^2$ consisting of these eigenfunctions, then

\begin{equation}
(11.1) \quad g = \sum_{-\infty}^{\infty} (g, \varphi_n) \varphi_n,
\end{equation}

and for $\mu$ different from the eigenvalues $\mu_n$ we obtain

\begin{equation}
(11.2) \quad u^+ = \sum_{-\infty}^{\infty} \frac{(g, \varphi_n)\varphi_n}{\mu_n - \mu}.
\end{equation}

Here convergence improves together with the smoothness of $u^+$, and the latter increases together with that of $g$. Even a moderate smoothness of $g$ guarantees the uniform convergence: it suffices to assume $g \in H^{1+\varepsilon}(\Gamma)^2$, $\varepsilon > 0$, because the convergence in $H^{1+\varepsilon}(\Gamma)^2$ on a two-dimensional surface implies the uniform convergence.

By (8.13), the approximations of $u^+$ correspond to approximations of the solution $u$ in $\Omega_\varepsilon$ (with an arbitrarily small $\varepsilon$) with respect to the Sobolev norms of arbitrarily high order.

### §12. Concluding remarks

The results of this chapter can also be generalized to the case of a potential with many poles. Some matrix-valued $V$ are acceptable as well. We shall not dwell on this here.
In the case of the problem in the ball with purely Coulomb potential, the eigenfunctions can be written explicitly (cf. §5). They are expressed via spherical harmonics.

Without the assumption about unique solvability of the Dirichlet problem for the second order systems, these problems are still Fredholm, and a possibility remains to construct a basis of eigenfunctions with finite-dimensional defect.

Surely, in the considerations of this chapter, the assumptions about the smoothness of the boundary and of the potential outside the singularity can be relaxed.
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