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Abstract. The precise upper and lower bounds for the multiplicity of the spectrum band overlapping are given for the multidimensional periodic Schrödinger operators with rational period lattices. These bounds are based on very recent results on the lattice point problem.

§ 1. Main result

1.1. Introduction. The spectral analysis of the Schrödinger operator

\[ H = -\Delta + V \]

with a real-valued periodic potential is based on the standard Floquet decomposition; see, e.g., [8] or [9]. Let \( \Gamma \subset \mathbb{R}^d, d \geq 2 \), be the period lattice of the potential \( V \), \( V(x+\gamma) = V(x) \) for all \( \gamma \in \Gamma \). We denote by \( \mathcal{O} \) the standard fundamental set of \( \Gamma \), i.e., the parallelepiped (with opposite faces identified) that is spanned by \( d \) basis vectors of \( \Gamma \) chosen arbitrarily. In other words, \( \mathcal{O} \) is the torus \( \mathbb{R}^d/\Gamma \). The volume of \( \mathcal{O} \) is called the determinant of the lattice and is denoted by \( d(\Gamma) \). The symbols \( \Gamma^\perp \) and \( \mathcal{O}^\perp \) are reserved for the dual lattice and its fundamental set, respectively. If necessary, the dependence on the lattice is reflected in the notation: \( \mathcal{O}_\Gamma, \mathcal{O}^\perp_\Gamma \).

In \( \mathfrak{H} = L^2(\mathcal{O}) \), we introduce the operators

\[ H_0(k) = (D + k)^2, \quad D = -i\nabla, \]

\[ H(k) = H_0(k) + V \]

depending on the quasimomentum \( k \in \mathcal{O}^\perp \), with the natural domain \( H^2(\mathcal{O}) \). The spectrum of each \( H(k) \) consists of discrete eigenvalues \( \lambda_j(k) = \lambda_j(H(k)), j = 1, 2, \ldots \), which we arrange in ascending order, counting multiplicity. It is clear that the \( \lambda_j(\cdot) \) are continuous functions of \( k \). In general, for any bounded selfadjoint continuous operator-valued function \( B(k) \), the spectrum of \( \hat{H}(k) = H_0(k) + B(k) \) is discrete, and the eigenvalues \( \lambda_j(\hat{H}(k)) \) are continuous functions of \( k \in \mathcal{O}^\perp \). We introduce the counting functions

\[ n(\lambda; \hat{H}(k)) = n_T(\lambda; \hat{H}(k)) = \# \{ j : \lambda_j(\hat{H}(k)) < \lambda \}, \]

\[ N(\lambda; \hat{H}(k)) = N_T(\lambda; \hat{H}(k)) = \# \{ j : \lambda_j(\hat{H}(k)) \leq \lambda \}, \quad k \in \mathcal{O}^\perp. \]

It is clear that

\[ N(\lambda; \hat{H}(k)) = \lim_{\epsilon \to 0} n(\lambda + \epsilon; \hat{H}(k)). \]
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When $B(k) = V$, we usually write $n(\lambda; k), N(\lambda; k)$. If $V = 0$, we write $n_0$ and $N_0$ instead of $n$ and $N$. The images $\ell_j = \bigcup_{k \in \mathcal{O}} \lambda_j(k)$ of the functions $\lambda_j$ are called spectral bands. The spectrum of the initial operator $H$ is the union of the bands: $\sigma(H) = \bigcup_{j} \ell_j$. In order to characterize the overlapping of different bands, we introduce the overlap multiplicity:

$$m(\lambda) = m_r(\lambda) = \sharp\{j \in \mathbb{N} : \lambda \in \ell_j\}, \quad \lambda \in \mathbb{R},$$

which shows to how many bands a given value $\lambda$ belongs. The function $m(\lambda)$ can be found from the counting functions $n, N$. Let $n(\lambda; k)$ be either of the two functions $N(\lambda; k)$ or $n(\lambda; k)$. Denote

$$n^+(\lambda) = \max_k n(\lambda; k), \quad n^-(\lambda) = \min_k n(\lambda; k).$$

Then the elementary relation

$$m(\lambda) = N^+(\lambda) - N^-(\lambda)$$

is proved easily (see, e.g., [9], [10]). A $\Gamma$-periodic potential is also $\Lambda$-periodic for any sublattice $\Lambda \subset \Gamma$. Let us find out how the multiplicities $m_r(\lambda)$ and $m_\Lambda(\lambda)$ are related. A simple calculation shows that

$$n_\Lambda(\lambda; k) = \sum_{\nu \in \Lambda^1/\Gamma^1} n_r(\lambda; \nu + k), \quad k \in \mathcal{O}_\Lambda^1.$$

This implies the inequalities

$$n^+_\Lambda(\lambda) \leq \frac{d(\Lambda)}{d(\Gamma)} n^+_r(\lambda), \quad n^-_\Lambda(\lambda) \geq \frac{d(\Lambda)}{d(\Gamma)} n^-_r(\lambda),$$

whence, by (1.3),

$$m_\Lambda(\lambda) \leq \frac{d(\Lambda)}{d(\Gamma)} m_r(\lambda).$$

Our study of $m(\lambda)$ is based on the relationship with the counting function for the lattice $\Gamma^1$.

### 1.2. The overlap multiplicity and lattice points counting.

For any lattice $M \subset \mathbb{R}^d$, $d \geq 2$, we denote by $\mathcal{N}[C] = \mathcal{N}_M[C]$ the number of lattice points that belong to a bounded set $C \subset \mathbb{R}^d$, i.e.,

$$\mathcal{N}[C] = \#\{\gamma \in M : \gamma \in C\}.$$

We are interested in counting the lattice points inside the “shifted” sets $C$, i.e., inside

$$C(k) = \{\xi \in \mathbb{R}^d : \xi + k \in C\}, \quad k \in \mathbb{R}^d.$$

More precisely, for us it is important to have information on the counting function $\mathcal{N}[\cdot]$ for open balls

$$B(r; k) = \{\xi \in \mathbb{R}^d : |\xi + k| < r\}, \quad r > 0.$$

The functions $\mathcal{N}[\cdot]$ and $n_0(\lambda; k)$ are related in the following way:

$$n_0(\rho^2; k) = \mathcal{N}_{\Gamma^1}[B(\rho; k)], \quad \rho \geq 0.$$

For all $r > 0$ we define

$$\mathcal{N}_M^+(r) = \max_k \mathcal{N}_M[B(r; k)], \quad \mathcal{N}_M^-(r) = \min_k \mathcal{N}_M[B(r; k)],$$

and for any $\lambda > 0$ and any $\delta$ with $|\delta| < \lambda$ we put

$$V(\lambda, \delta) = V_M(\lambda, \delta) = \mathcal{N}_M^+\left(\sqrt{\lambda - \delta}\right) - \mathcal{N}_M^+\left(\sqrt{\lambda + \delta}\right).$$
We call this quantity the \( \delta \)-variation of the lattice counting function at the point \( \lambda \). Our aim is to show that the multiplicity \( m(\lambda) \) can be estimated from both sides by the \( \delta \)-variation. For convenience, from now on we assume that the mean value of the potential is zero, that is,

\[
\int_{\mathcal{O}} V(x) \, dx = 0.
\]

For general \( V \) the results can be recovered in an obvious way.

**Theorem 1.1.** Let \( d \geq 2 \), and let \( V \) be a continuous real-valued \( \Gamma \)-periodic function satisfying (1.9). Then for any \( \delta > 0 \) we have

\[
V_{\Gamma}(\lambda, \delta) - O(\lambda^{\omega d}) \leq m(\lambda) \leq V_{\Gamma}(\lambda; -\delta) + O(\lambda^{\omega d})
\]

for large \( \lambda \), where

\[
\zeta_l = \frac{l - 3}{2} + \frac{1}{l}, \quad l = 1, 2, \ldots.
\]

The proof of this theorem is postponed until the next section. We list the known properties of the function \( \mathcal{N}[B(\rho; k)] \), starting with a classical bound proved by E. Landau (see [1]) for arbitrary lattices \( M \subset \mathbb{R}^d, d \geq 1 \):

\[
\mathcal{N}_M[B(\rho; k)] = \frac{w_d}{d(M)} \rho^d + O(\rho^{2\omega_d+1})
\]

uniformly in \( k \in \mathbb{R}^d \). Here \( w_d \) is the volume of the unit ball in \( \mathbb{R}^d \), and \( \omega_d \) is defined in (1.11). Today more precise results are known (see [1] and the references therein). For instance, if \( d \geq 5 \), then

\[
\mathcal{N}_M[B(\rho; k)] = \frac{w_d}{d(M)} \rho^d + O(\rho^{d-2})
\]

uniformly in \( k \). The proof of (1.10) is based on (1.12). Should (1.13) be used instead, a more precise remainder estimate \( O(\lambda^{(d-3)/2}) \) in (1.10) (for \( d \geq 6 \)) would be obtained. However, for our purposes, the present more elementary estimate (1.10) suffices.

In order to obtain yet more precise estimates for the remainder in (1.12), we need to distinguish between rational and irrational lattices.

**Definition 1.2.** A lattice \( \Gamma \subset \mathbb{R}^d \) is said to be rational if for any two vectors \( \gamma_1, \gamma_2 \in \Gamma \) their inner product satisfies the relation

\[
\langle \gamma_1, \gamma_2 \rangle = \beta_\Gamma r_{12},
\]

where \( \beta_\Gamma \neq 0 \) is a real constant independent of \( \gamma_1, \gamma_2, \) and \( r_{12} = r_{21} \) is an integer. Otherwise the lattice is irrational.

It is clear that, in order to check the rationality of a lattice \( \Gamma \), it suffices to verify (1.14) only for the basis vectors of \( \Gamma \). Note also that for any rational (respectively, irrational) lattice \( \Gamma \) the dual lattice \( \Gamma^\perp \) is also rational (respectively, irrational).

In [1] it was shown that the remainder in (1.13) can be replaced by \( o(\rho^{d-2}) \) if and only if the lattice \( M \) is irrational. For any \( \delta > 0 \), from (1.8) and (1.13) it follows at once that

\[
V_M(\lambda; -\delta) \leq C(\delta) \lambda^{\frac{d-5}{2}}, \quad d \geq 5,
\]

and

\[
\lim_{\delta \to 0} \limsup_{\lambda \to \infty} \lambda^{-\frac{d-1}{2}} V_M(\lambda; -\delta) = 0 \quad \text{if \( M \) is irrational and \( d \geq 5 \),}
\]

for large \( \lambda \). For rational lattices the corresponding lower bound was proved in [11].
Proposition 1.3 (\textbf{1.1}). Let $M$ be a rational lattice, and let $d \geq 4$. Then there are three positive constants $\delta_0 = \delta_0(M)$, $\lambda_0 = \lambda_0(M)$, and $c_M$ such that for all $\delta \in [0, \delta_0]$ and all $\lambda \geq \lambda_0$ we have
\begin{equation}
V_M(\lambda, \delta) \geq \begin{cases} 
c_M \lambda^{\frac{d-2}{2}}, & d \geq 5, \\
c_M (\log \log \lambda)^{-1} \lambda, & d = 4, \\
c_M \lambda, & d = 4, M = \mathbb{Z}^4.
\end{cases}
\end{equation}

In combination with Theorem \textbf{1.1} the above properties of rational and irrational lattices lead to the following theorem, which constitutes the main result of the paper.

Theorem 1.4. Let $d \geq 4$, and let the lattice $\Gamma$ be rational. Suppose $V$ satisfies the conditions of Theorem \textbf{1.1} Then there exist positive constants $\lambda_0 = \lambda_0(\Gamma, V)$ and $c_\Gamma, C_\Gamma$ such that for all $\lambda \geq \lambda_0$ we have
\begin{equation}
c_\Gamma \lambda^{\frac{d-2}{2}} \leq m_\Gamma(\lambda) \leq C_\Gamma \lambda^{\frac{d-2}{2}}
\end{equation}
if $d \geq 5$, and
\begin{equation}
m_\Gamma(\lambda) \geq c_\Gamma (\log \log \lambda)^{-1} \lambda
\end{equation}
if $d = 4$. If $d = 4$ and $\Gamma$ contains a cubic sublattice, then
\begin{equation}
m_\Gamma(\lambda) \geq c_\Gamma \lambda.
\end{equation}
The constants $C_\Gamma, c_\Gamma$ depend on the lattice $\Gamma$ and do not depend on $V$.

The corresponding result for irrational lattices is the following

Theorem 1.5. Let $\Gamma \subset \mathbb{R}^d$, $d \geq 5$, be an irrational lattice, and let $V$ satisfy the conditions of Theorem \textbf{1.1}. Then
\begin{equation}
m_\Gamma(\lambda) = o(\lambda^{\frac{d-2}{2}}), \quad \lambda \to \infty.
\end{equation}

Proof of Theorem 1.4. Let $\delta \in (0, \delta_0]$ be a number such that estimates \textbf{(1.17)} are fulfilled. Then the lower bounds in \textbf{(1.18)}, \textbf{(1.19)} follow from Theorem \textbf{1.1} since $\kappa_d < (d - 2)/2$. The upper bound in \textbf{(1.18)} follows from Theorem \textbf{1.1} and \textbf{1.19}.

If $d = 4$ and $\Gamma$ contains a cubic sublattice, we view $V$ as being $\Lambda$-periodic. By a straightforward scaling transformation, $\Lambda$ is reduced to $\mathbb{Z}^4$, so that the bound \textbf{(1.17)} for $\mathbb{Z}^4$, Theorem \textbf{1.1} and \textbf{1.3} yield \textbf{(1.20)}.

Proof of Theorem 1.5. The argument is much more elementary than in the preceding proof. Since $\kappa_d < (d - 2)/2$, Theorem \textbf{1.1} shows that, for any $\delta > 0$,
\begin{equation}
\limsup_{\lambda \to \infty} \lambda^{\frac{d-2}{2}} m_\Gamma(\lambda) = \limsup_{\lambda \to \infty} \lambda^{\frac{d-2}{2}} V_\Gamma(\lambda, -\delta).
\end{equation}
Since $\delta > 0$ is arbitrary, the bound \textbf{(1.21)} immediately follows from \textbf{(1.16)}.

Comparing \textbf{(1.21)} with \textbf{(1.18)}, we see that the overlap multiplicity is sensitive (at least for $d \geq 5$) to the arithmetic properties of the underlying lattice: the lower bound in \textbf{(1.18)} is impossible if the lattice is irrational.

Note that for $d = 4$, Theorem \textbf{1.1} and estimate \textbf{(1.12)} immediately lead to the upper bound
\begin{equation}
m_\Gamma(\lambda) \leq C \lambda^\frac{d}{2}.
\end{equation}
However, this estimate is of a different order than the lower bound \textbf{(1.19)}, and for this reason we did not include it in Theorem \textbf{1.1}. It should be noted nevertheless that for rational lattices $M$ in $\mathbb{R}^4$ it is known (see [51] and [3] Chapter 4)) that
\begin{equation}
N_M[B(\rho; 0)] = \frac{w_4}{d(M)} \rho^4 + O(\rho^2 (\log \rho)^2).
\end{equation}
In this section we reduce the study of the spectrum counting function

\[ n(\lambda; k) \]

\[ m_r(\lambda) \leq C_T \lambda (\log \lambda)^2 \]

for all rational lattices \( \Gamma \subset \mathbb{R}^d \), which is the same as (1.20), at least in the power scale.

It is instructive to rephrase Theorem 1.4 in the following way.

**Corollary 1.6.** Let \( d \geq 4 \), and let \( \Gamma \) be a rational lattice. Suppose that \( V \) is as in Theorem 1.1. Then

\[ \lim_{\lambda \to \infty} \frac{\log m(\lambda)}{\log \lambda} = \frac{d - 2}{2}, \quad d \geq 5, \]

\[ \liminf_{\lambda \to \infty} \frac{\log m(\lambda)}{\log \lambda} \geq 1, \quad d = 4. \]

Estimates (1.22) and (1.23) follow from (1.18) and (1.19), respectively. Certainly, rewriting (1.18)–(1.20) by using the log-function leads to a loss of information. On the other hand, formulas (1.22) and (1.23) have a more invariant form than (1.18)–(1.20), because their right-hand sides do not depend on the choice of the lattice \( \Gamma \).

Again we emphasize that the upper bounds in Theorem 1.4 follow from the known asymptotic estimate (1.13), but the lower bounds require the new Proposition 1.3. Lower bounds of the form (1.18), (1.19) were proved initially in [9], and there the asymptotics (1.22) was stated as a conjecture (see [9, Introduction, (0.12)]). Although the methods of [9] are also based on the lattice point counting, the introduction of the \( \delta \)-variation in [11] substantially simplified the proofs of the lower bounds by separating the number-theoretic part of the argument from the spectral one.

Theorem 1.4 implies in particular that the number of gaps in the spectrum of \( H \) is finite. This fact, known as the Bethe–Sommerfeld conjecture, was proved initially for rational lattices and \( d \geq 4 \) in [9], and for arbitrary lattices and \( d = 3 \) in [10]. For further discussion and references we refer to [9, 10, 2, 6, 7].

**§2. Reduction to a lattice points problem**

**2.1. An intermediate estimate.** In this section we reduce the study of the spectrum counting function \( n(\lambda; k) \) to that of the lattice counting function \( N_{\Gamma^+}(r; k) \).

**Theorem 2.1.** For \( d \geq 2 \), suppose that \( V \) satisfies the conditions of Theorem 1.1. Then for any \( \delta > 0 \) there are two constants \( \lambda_0 = \lambda_0(\delta, V) > 0 \) and \( C = C(\delta) \) such that for all \( \lambda \geq \lambda_0 \) the distribution function \( n(\lambda; k) \) satisfies the estimate

\[ N_{\Gamma^+}(r; k) - C \lambda^\kappa \leq n(\lambda; k) \leq N_{\Gamma^+}(r; k) + C \lambda^\kappa, \]

where \( \kappa = \kappa_d \) is defined in (1.11).

Before proving Theorem 2.1, we show how to deduce Theorem 1.1 from it.

**Proof of Theorem 1.1.** We use Theorem 2.1 for some fixed \( \delta > 0 \) and \( \delta' < \delta \). By the definitions (1.22) and (1.7), we have

\[ N_{\Gamma^+}(\sqrt{\lambda - \delta}) - C \lambda^\kappa \leq n^{-}(\lambda) \leq N_{\Gamma^+}(\sqrt{\lambda + \delta}) + C \lambda^\kappa, \]

and, by (1.11),

\[ N_{\Gamma^+}(\sqrt{\lambda - \delta}) - C \lambda^\kappa \leq N^{+}(\lambda) \leq N_{\Gamma^+}(\sqrt{\lambda + \epsilon + \delta'}) + C \lambda^\kappa \]

for any \( \epsilon > 0 \). Take \( \epsilon = \delta - \delta' \). Now (1.13) follows from the definitions (1.3) and (1.3).
We note in advance that in the proof of the theorem we only need one piece of information on the lattice counting function: the elementary estimate (1.12).

We begin the proof of Theorem 2.1 with the following useful observation. If \( V(\mathbf{x}) \) and \( \hat{V}(\mathbf{x}) \) are two continuous \( \Gamma \)-periodic potentials and

\[
\delta' = \sup_{\mathbf{x}} |V(\mathbf{x}) - \hat{V}(\mathbf{x})|,
\]

then an elementary perturbation argument leads to the estimate

\[
N(\lambda - \delta'; H(\mathbf{k})) \leq N(\lambda; H(\mathbf{k})) \leq N(\lambda + \delta'; H(\mathbf{k})).
\]

Consequently, if estimate (2.1) is valid with a parameter \( \delta = \delta_0 > 0 \) for some given potential \( V \), then it is also valid for any other potential \( \hat{V} \) with \( \delta = \delta_0 + \delta' \). Thus, it suffices to prove Theorem 2.1 for potentials from a set that is dense in the class of all real-valued periodic continuous functions with zero mean. As such a set, it is convenient to take the set of all real trigonometric polynomials with zero mean value; so, we assume that

\[
V(\mathbf{x}) = \sum_{\mathbf{\theta} \in \Theta} V_{\mathbf{\theta}}(\mathbf{x}), \quad V_{\mathbf{\theta}}(\mathbf{x}) = v_{\mathbf{\theta}} e^{i(\mathbf{x}, \mathbf{\theta})},
\]

where \( v_{\mathbf{\theta}} = \overline{v_{-\mathbf{\theta}}} \) are the Fourier coefficients of the function \( V \) and \( \Theta \subset \Gamma^1 \), \( \Theta \neq \{0\} \), is a finite subset of the dual lattice. Observe that the requirement \( V = \nabla \) implies that the set \( \Theta \) is symmetric in the sense that \( \mathbf{\theta} \) and \( -\mathbf{\theta} \) belong or do not belong to \( \Theta \) simultaneously.

### 2.2. An auxiliary geometric construction

Let \( M \subset \mathbb{R}^d \) be an arbitrary lattice, and let \( \mathbf{\theta} \in M, \mathbf{\theta} \neq 0 \), be a fixed vector. We introduce the following orthogonal coordinates in \( \mathbb{R}^d \):

\[
\begin{align*}
\xi &= (z, y), \quad z \in \mathbb{R}, \quad y \in \mathbb{R}^{d-1}, \quad \langle y, \mathbf{\theta} \rangle = 0; \\
\xi &= zn(\mathbf{\theta}) + y, \quad n(\mathbf{\theta}) = |\mathbf{\theta}|^{-1}.
\end{align*}
\]

We fix two positive numbers \( A \) and \( B \) satisfying

\[
A > |\mathbf{\theta}|^2, \quad 4|\mathbf{\theta}|^{-2}A^2 + A < B,
\]

consider the spherical shell

\[
S(\lambda) = \{ \xi \in \mathbb{R}^d : \lambda - A < |\xi|^2 < \lambda + A \},
\]

and split it into two disjoint components:

\[
\begin{align*}
S(\lambda) &= \Omega_{\mathbf{\theta}}(\lambda) \cup \Lambda_{\mathbf{\theta}}(\lambda); \\
\Omega_{\mathbf{\theta}}(\lambda) &= \{ \xi \in S(\lambda) : |\xi|^2 > \lambda - B \}; \\
\Lambda_{\mathbf{\theta}}(\lambda) &= \{ \xi \in S(\lambda) : |\xi|^2 \leq \lambda - B \}.
\end{align*}
\]

In all the lemmas that follow we assume that \( \lambda \geq \lambda_0 \) with a sufficiently large number \( \lambda_0 = \lambda_0(A, B) > 0 \). First, we estimate the number of lattice points in the set \( \Omega_{\mathbf{\theta}}(\lambda; \mathbf{k}) \) defined as in (1.3).

**Lemma 2.2.** For any lattice \( M \subset \mathbb{R}^d, d \geq 2, \) and any numbers \( A, B \) satisfying (2.4), the estimate

\[
\max_{\mathbf{k} \in \mathbb{R}^d} N_M[\Omega_{\mathbf{\theta}}(\lambda; \mathbf{k})] \leq C\lambda^{d_a}
\]

is fulfilled with a constant \( C = C(\mathbf{\theta}, A, B) \) independent of \( \lambda \).
Proof. Instead of working with $\Omega_\theta$, we estimate the number of lattice points in the set $W_\theta(\lambda; k)$ with

$$W_\theta(\lambda) = \{ \xi \in \mathbb{R}^d : |z|^2 \leq A + B, \lambda - B < |y|^2 < \lambda + B \},$$

which contains $\Omega_\theta(\lambda; k)$ because $B > A$. Let $\Pi = \Pi_\theta$ be the hyperplane in $\mathbb{R}^d$ defined by the condition $z = 0$, and let $P$ be the orthogonal projection in $\mathbb{R}^d$ onto $\Pi$. By the definition of $W_\theta$, we have

$$PW_\theta(\lambda; k) = \{ y \in \Pi : \lambda - B < |y + Pk|^2 < \lambda + B \}.$$

Obviously, the projection $\Lambda = PM$ is a $(d - 1)$-dimensional lattice, and the points of $M$ lie on the straight lines

$$\ell_\eta = \{ \xi \in \mathbb{R}^d : \xi = \eta + t\theta, t \in \mathbb{R} \}, \quad \eta \in \Lambda.$$

If the intersection $\ell_\eta(\lambda, \theta, k) = \ell_\eta \cap W_\theta(\lambda; k)$ is not empty, then, by (2.10), this intersection is a straight segment of length $2\sqrt{A + B}$. Consequently, the number of lattice points $\gamma \in M$ on $\ell_\eta(\lambda, \theta, k)$ does not exceed $O(\sqrt{A + B})$. It remains to show that

$$\sup_{k \in \mathbb{R}^d} N_\Lambda[PW_\theta(\lambda; Pk)] \leq C\lambda^{nd}.$$  

Formula (1.12) applied to the $(d - 1)$-dimensional lattice $\Lambda$ shows that

$$N_\Lambda[PW_\theta(\lambda; Pk)] \leq N_\Lambda[B(\sqrt{\lambda - B}; Pk)] - N_\Lambda[B(\sqrt{\lambda + B}; Pk)] = O(B\lambda^d) + O(\lambda^{nd})$$

uniformly in $k \in \mathbb{R}^d$. The proof of (2.10) and of the lemma is complete. \hfill \Box

We emphasize that in the proof of the above lemma we have used only the elementary estimate (1.12) and did not appeal to the more precise, but much more difficult result (1.13).

Lemma 2.3. Let $\theta \in M \subset \mathbb{R}^d, |\theta| > 0$, be a fixed vector, and let $A, B$ satisfy (2.4). If $\xi \in \Lambda_\theta(\lambda)$, then $\xi + \theta \notin S(\lambda)$.

Proof. Using the coordinates (2.3) associated with the vector $\theta$, for $\xi = (z, y)$ we get $\xi + \theta = (z + |\theta|, y)$. Since $\xi \in \Lambda_\theta(\lambda)$, by (2.8) we have

$$z^2 = |\xi|^2 - |y|^2 \geq \lambda - A - \lambda + B = B - A.$$

On the other hand,

$$|\xi + \theta|^2 = |z + |\theta||^2 + |y|^2 = z^2 + |y|^2 + 2z|\theta| + |\theta|^2,$$

whence

$$|\xi + \theta|^2 - \lambda \geq 2z|\theta| - |\xi|^2 - \lambda - |\theta|^2 \geq 2\sqrt{B - A}|\theta| - A - |\theta|^2 \geq 2|\theta|\sqrt{B - A} - 4A + 2A \geq 2A.$$

Here we have used (2.4). By (2.5), this implies that $\xi + \theta \notin S(\lambda)$, as required.

For the vector $\xi - \theta$ the proof is the same with obvious modifications. \hfill \Box
§3. PROOF OF THEOREM 2.1

Let $\mathcal{P}(k; C)$ denote the projection in $\mathcal{H} = L^2(O)$ onto the subspace spanned by the orthonormal family of exponentials

$$e_\gamma(x) = \frac{1}{\sqrt{d(\Gamma)}} e^{i\gamma x}, \quad \gamma \in \Gamma \cap C(k).$$

Let $\mathcal{H}(k; C) = \mathcal{P}(k; C)\mathcal{H}$. Suppose that a bounded selfadjoint perturbation $B(k)$ is such that $\mathcal{H}(k; C)$ is an invariant subspace for the operator $\hat{H}(k) = H_0(k) + B(k)$. It is natural to define the “partial” counting functions $n(\lambda; \hat{H}(k), C)$ for $\hat{H}(k)$ restricted to the subspace $\mathcal{H}(k; C)$.

We begin the proof with reducing the operator $H(k) = H_0(k) + V$ to the operator $H_1(k) = H_0(k) + \mathcal{P}(k; S(\lambda))\mathcal{V}\mathcal{P}(k; S(\lambda))$. In the following lemma it suffices to assume that $V$ is a bounded real-valued function.

**Lemma 3.1.** Let $V$ be a bounded real-valued function, and let the set $S(\lambda)$ be as defined in (2.5). Then for any $\delta > 0$ there exist numbers $A_0 = A_0(\delta, V)$ and $\lambda_0 = \lambda_0(\delta)$ such that for all $A \geq A_0$ and $\lambda \geq \lambda_0$ we have

$$n(\lambda - \delta; H_1(k)) \leq n(\lambda; H(k)) \leq n(\lambda + \delta; H_1(k)).$$

**Proof.** For brevity, we denote

$$S = S(\lambda), \quad K = \mathbb{R}^d \setminus S, \quad \mathcal{P} = \mathcal{P}(k; S), \quad \mathcal{Q} = I - \mathcal{P}, \quad H = H(k), \quad H_1 = H_1(k), \quad H_0 = H_0(k).$$

Write $H$ in the form

$$H = H_0 + \mathcal{P}\mathcal{V}\mathcal{P} + \mathcal{Q}\mathcal{V}\mathcal{Q} + \mathcal{Q}\mathcal{V}\mathcal{P} + \mathcal{P}\mathcal{V}\mathcal{Q}.$$

We estimate the last two terms on the right-hand side for a function $u \in \mathcal{H}$:

$$|\langle (\mathcal{Q}\mathcal{V}\mathcal{P} + \mathcal{P}\mathcal{V}\mathcal{Q})u, u \rangle| \leq 2\|V\|\|\mathcal{Q}u\|\|\mathcal{P}u\|,$$

$$\leq \delta\|\mathcal{P}u\|^2 + \delta^{-1}\|V\|^2\|\mathcal{Q}u\|^2,$$

with an arbitrary $\delta > 0$. Consequently,

$$H \leq \mathcal{P}(H_1 + \delta)\mathcal{P} + \mathcal{Q}(H_0 + \|V\| + \delta^{-1}\|V\|^2)\mathcal{Q},$$

$$H \geq \mathcal{P}(H_1 - \delta)\mathcal{P} + \mathcal{Q}(H_0 - \|V\| - \delta^{-1}\|V\|^2)\mathcal{Q}.$$

We put

$$H^\pm = \mathcal{Q}(H_0 \pm \|V\| \pm \delta^{-1}\|V\|^2)\mathcal{Q},$$

so that

$$n(\lambda; H) \leq n(\lambda; H_1 - \delta, S) + n(\lambda; H^-; K),$$

$$n(\lambda; H) \geq n(\lambda; H_1 + \delta, S) + n(\lambda; H^+; K).$$

Obviously,

$$n(\lambda; H^\pm, K) = n(\lambda \mp \|V\| \mp \delta^{-1}\|V\|^2; \mathcal{Q}H_0\mathcal{Q}, K).$$

By (2.5), (1.6), and the definition of $\mathcal{P}$, the spectrum of the operator $\mathcal{Q}H_0\mathcal{Q}$ on the subspace $\mathcal{H}(k; K)$ lies outside the interval $(\lambda - A, \lambda + A)$. Consequently, by an elementary perturbation-theoretic argument, for a sufficiently large $A_0 = A_0(\delta, V)$ the right-hand side of (3.3) coincides with

$$n(\lambda; \mathcal{Q}H_0\mathcal{Q}, K) = n(\lambda \pm \|V\| \mp \delta^{-1}\|V\|^2; \mathcal{Q}H_0\mathcal{Q}, K).$$

By (3.3), (1.6), and the definition of $\mathcal{P}$, the spectrum of the operator $\mathcal{Q}H_0\mathcal{Q}$ on the subspace $\mathcal{H}(k; K)$ lies outside the interval $(\lambda - A, \lambda + A)$. Consequently, by an elementary perturbation-theoretic argument, for a sufficiently large $A_0 = A_0(\delta, V)$ the right-hand side of (3.3) coincides with

$$n(\lambda; \mathcal{Q}H_0\mathcal{Q}, K) = n(\lambda \pm \|V\| \mp \delta^{-1}\|V\|^2; \mathcal{Q}H_0\mathcal{Q}, K).$$
for all $A \geq A_0$. Therefore, (3.2) can be rewritten in the form
\begin{align*}
n(\lambda; H) &\leq n(\lambda + \delta; H_1, S) + n(\lambda + \delta; H_0, K) = n(\lambda + \delta; H_1), \\
n(\lambda; H) &\geq n(\lambda - \delta; H_1, S) + n(\lambda - \delta; H_0, K) = n(\lambda - \delta; H_1),
\end{align*}
as required. \hfill \square

Now we return to our usual assumption that $V$ is a trigonometric polynomial (2.2). Let $A, B$ be positive constants satisfying (3.3). Then for all sufficiently large $\lambda$ we have
\begin{equation}
H_1(k) = H_0(k) + \sum_{\theta \in \Theta} P(k; \Omega_0(\lambda))V_\theta P(k; \Omega_0(\lambda)).
\end{equation}

\textbf{Proof.} Formula (2.2) implies that
\[H_1(k) = H_0(k) + \sum_{\theta \in \Theta} P(k; S(\lambda))V_\theta P(k; S(\lambda)).\]
Therefore, by the definitions (2.7) and (2.8), it suffices to check that
\[P(k; S(\lambda))V_\theta P(k; A_0(\lambda)) = P(k; A_0(\lambda))V_\theta P(k; S(\lambda)) = 0,
\]
which is the same as checking the relation
\[P(k; S(\lambda))V_{\pm \theta} P(k; A_0(\lambda)) = 0.
\]
We only need to prove that
\begin{equation}
V_{\pm \theta} e_{\gamma} \notin S(k; S(\lambda))
\end{equation}
if $\gamma + k \in A_0(\lambda)$ (see (3.1) for the definition of $e_\gamma$). By the definition of $V_\theta$ (see (2.2)), we have
\[V_{\pm \theta} e_{\gamma} = v_{\pm \theta} e_{\gamma \pm \theta}.
\]
Inequalities (3.3) show that the parameters $A$ and $B$ satisfy (2.2) for all $\theta \in \Theta$. Consequently, by Lemma 2.3, the vectors $\gamma + k \pm \theta$ do not belong to $S(\lambda)$, that is, $e_{\gamma \pm \theta} \notin S(\lambda; k)$, whence we see that (3.7) is satisfied. \hfill \square

\textbf{Proof of Theorem 2.1} Recall that it suffices to prove the theorem for a trigonometric polynomial of the form (2.2). Let $\delta > 0$ be fixed, and let $A_0 = A_0(\delta)$ and $\lambda_0(\delta)$ be as in Lemma 3.1. Let $A \geq A_0, B > 0$ be arbitrary numbers satisfying (3.3). Since the set $\Theta$ is finite, Lemma 3.2 shows that the operator $H_1(k)$ is a finite rank perturbation of $H_0(k)$, and by Lemma 2.2 we have
\[\dim (H_1(k) - H_0(k)) \leq \sum_{\theta \in \Theta} \dim P(k; \Omega_0(\lambda)) \leq C\lambda^{\kappa_d}, \quad C = C(\delta).
\]
Lemma 3.1 allows us to write the estimate
\[n(\lambda - \delta; H_0(k)) - C\lambda^{\kappa_d} \leq n(\lambda; H(k)) \leq n(\lambda + \delta; H_0(k)) + C\lambda^{\kappa_d},
\]
which follows by an elementary perturbation argument. Now (2.1) is implied by (1.6). \hfill \square
As was explained earlier, Theorem 2.1 leads to Theorem 1.1 and consequently, to Theorem 1.7.
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