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Abstract. Representations of Hecke–Shimura rings of integral single-class positive
definite quadratic forms on relevant spaces of harmonic forms are considered, and
the problem of simultaneous diagonalization of the corresponding Hecke operators is
investigated. Explicit relations are deduced between zeta functions of the single-class
quadratic forms in two and four variables corresponding to the harmonic eigenforms
of genus 1 and 2, respectively, and zeta functions of the theta-series weighted by these
eigenforms.

Introduction

By definition an (integral proper) automorph of a nonsingular integral quadratic form
$q(X)$ in $m$ variables is an integral $(m \times m)$-matrix $D$ having positive determinant and
satisfying the condition

$$q(DX) = \mu q(X) \quad ('X = (x_1, \ldots, x_m));$$

the number $\mu = \mu(D)$ is the multiplier of the automorph. All automorphs form a
semigroup $A = A(q)$, the automorph semigroup of $q$, and the automorphs with multiplier
$\mu = 1$ form a subgroup $E = E(q)$, called the group of (proper) units of $q$. The Hecke–
Shimura ring or the automorph class ring of $q$ over $\mathbb{Z}$ consists of all finite formal linear
combinations with coefficients in $\mathbb{Z}$ of the symbols $(ED\mathbb{E}) = \tau(D)$ corresponding in a
one-to-one way to the double cosets $ED\mathbb{E}$ of $A$ modulo $E$, also called the double cosets,

$$\mathcal{H} = \mathcal{H}(q) = \left\{ \tau = \sum_{\alpha} a_{\alpha} \tau(D_{\alpha}) \mid a_{\alpha} \in \mathbb{Z}, D_{\alpha} \in A \right\},$$

where the product of two double cosets is defined by

$$\tau(D)\tau(D') = \sum_{ED\mathbb{E} \subset EDE'\mathbb{E}} c(D, D'; D'')\tau(D''),$$

and $c(D, D'; D'')$ is the number of pairs of representatives $D_i \in E \backslash EDE$ and $D'_j \in
E \backslash EDE'$ satisfying $D_iD'_j \in EDE'$. Generally speaking, little can be said about the ring
$\mathcal{H}$, and it should be replaced by a more complicated construction of a matrix Hecke–
Shimura ring, which we do not touch upon in this paper. However, in some cases, for
example, if the form $q$ belongs to a single-class genus, the ring $\mathcal{H}$ has many nice properties
and can be considered in its own right. In particular, the sums of double cosets of fixed multipliers,
\[(0.3) \quad \tau(\mu) = \sum_{D \in \mathcal{E}/\mathcal{A}/\mathcal{E}(D) = \mu} \tau(D) \in \mathcal{H},\]

satisfy the relations
\[(0.4) \quad \tau(\mu)\tau(\nu) = \tau(\nu)\tau(\mu) = \tau(\mu\nu)\]

if \(\mu\) and \(\nu\) are coprime and \(\mu\) or \(\nu\) is coprime to the determinant of \(q\). It follows that the formal Dirichlet series with the coefficients \(\tau(1), \tau(2), \ldots\) (note that \(\tau(1) = \tau(1_m)\) is the unity element of the ring \(\mathcal{H}\)) can be expanded in a formal Euler product:
\[(0.5) \quad \sum_{\mu=1}^{\infty} \frac{\tau(\mu)}{\mu^s} = \sum_{\nu | (\text{det } q)\infty} \frac{\tau(\nu)}{\nu^s} \prod_{p | \text{det } q, \delta = 0} \sum_{\nu} \tau(p^\delta)p^{-\delta s},\]

where \(\mu^s\) is viewed merely as a formal quasicharacter of the multiplicative semigroup \(N\) of positive integers, and \(\nu\) and \(p\) range (respectively) over all positive integers dividing some powers of \(\text{det } q\) and all prime numbers not dividing \(\text{det } q\). In a more general situation, in [An(94)] it was conjectured that, for each prime number \(p\) not dividing \(\text{det } q\), the formal power series with coefficients \(\tau(1), \tau(p), \tau(p^2), \ldots\) is (formally) a rational fraction over the ring \(\mathcal{H} = \mathcal{H}(q)\) with denominator of degree 2 and with numerator of degree at most \(2^k - 2\), provided the number \(m\) of the variables of \(q\) equals \(2k - 1\) or \(2k\):
\[\sum_{\delta=0}^{\infty} \tau(p^\delta)t^\delta = R_p(t)^{-1}S_p(t),\]

where
\[R_p(t) = \tau(1) + \sum_{1 \leq i \leq 2^k} \rho_it^i, \quad S_p(t) = \sum_{0 \leq j \leq 2^k - 2} \sigma_j t^j\]

with \(\rho_i = \rho_i(p), \sigma_j = \sigma_j(p) \in \mathcal{H}(q)\). In this case we shall say that the formal power series over \(\mathcal{H}(q)\) given by
\[(0.6) \quad Z_p(t, q) = R_p(t)^{-1}\]

is a local zeta-series of \(q\). In [An(94)] it was proved that this conjecture is true for the quadratic forms in \(m = 2, 3\), and 4 variables.

Now, suppose we are given a complex representation \(\tau \mapsto |\tau|\) of the ring \(\mathcal{H}(q)\), and \(P\) is a common eigenvector, so that \(P|\tau = \lambda(\tau)P\) with eigenvalues \(\lambda(\tau)\). Then, by analogy with the theory of zeta functions of Siegel modular forms, we can consider the power series
\[Z_p(t, P) = \left(1 + \sum_{1 \leq i \leq 2^k} \lambda(\rho_i)t^i\right)^{-1}\]

and the Euler product
\[(0.7) \quad Z^*(s, P) = \prod_{p | \text{det } q} Z_p(p^{-s}, P),\]

which can naturally be called (respectively) the local and the (regular) global orthogonal zeta function of the form \(q\) corresponding to the eigenvector \(P\), and we can ask about the properties of these zeta functions. Below we shall show that in some cases the orthogonal zeta functions can be expressed explicitly in terms of spinor zeta functions of appropriate Siegel modular forms.

In §1 we present a survey of the basic definitions and properties of the automorph class rings. In §2 we examine the standard representations of automorph class rings on spaces of harmonic forms and study the existence of eigenfunctions. In §3, in particular, we find
explicit expressions of the zeta functions of single-class positive definite quadratic forms in \( m = 2 \) and 4 variables corresponding to these eigenfunctions in terms of the Hecke zeta function if \( m = 2 \) and, if \( m = 4 \), in terms of the Andrianov zeta function of genus 2 of harmonic theta-series with the harmonic eigenfunctions as coefficients (Theorems 3.3 and 3.4, respectively). By examples of binary quadratic forms of discriminants \(-4\) and \(-3\), in §4 it is shown that the corresponding global zeta functions coincide, in fact, with the zeta functions of relevant quadratic fields with appropriate Hecke characters.

The assumption that the quadratic forms under consideration are single-class can be lifted. My next paper will be devoted to this problem.

There is little doubt that the results of rather elaborate calculations presented here reflect much more general links between automorphic representations of Hecke–Shimura algebras of orthogonal and symplectic groups over global fields. The transformation formalism that expresses the images of harmonic theta-series under the action of Hecke algebras of orthogonal and symplectic groups in terms of the action of automorph class rings on their harmonic coefficients, as well as the underlying relations between the Hecke–Shimura rings of symplectic groups and the automorph class rings, may provide an initial tool for investigation of these links (see, e.g., [An(91)], [An(92)], and [An(96)]). Nevertheless, direct approaches to orthogonal zeta functions, not based on reduction to the symplectic case, would also be of considerable interest.

**Notation.** As usual, we reserve the letters \( N, Z, Q, \) and \( C \) for the set of positive rational integers, the ring of rational integers, the field of rational numbers, and the field of complex numbers, respectively.

If \( \mathcal{A} \) is a set, \( \mathcal{A}_{m}^{n} \) denotes the set of all \((m \times n)\)-matrices with elements in \( \mathcal{A} \). If \( \mathcal{A} \) is a ring with identity element, then \( 1_{n} \) denotes the identity element of the ring \( \mathcal{A}_{n}^{n} \). The transpose of a matrix \( M \) is denoted by \( M^{t} \). For two matrices \( S \) and \( N \) of appropriate sizes, we write

\[
S[N] = N^{t}SN.
\]

**§1. Automorph class rings of single-class quadratic forms**

A quadratic form

\[
q(X) = \frac{1}{2}Q[X] \quad (X = (x_{1}, \ldots, x_{m}))
\]

in \( m \) variables with matrix \( Q \) is said to be integral if its matrix \( Q \) belongs to the set

\[
\mathbb{E}_{m} = \left\{ Q = (Q_{ij}) \in \mathbb{Z}_{m}^{m} \mid Q_{ii} \in 2\mathbb{Z}; \ Q_{ij} = Q_{ji} \ (i, j = 1, \ldots, m) \right\}
\]

of even matrices of order \( m \). Instead of the language of integral quadratic forms, we shall mainly use the equivalent language of even matrices. We recall that two even matrices \( Q \) and \( Q' \) of order \( m \) are said to be (properly) equivalent, \( Q \cong Q' \), if

\[
Q' = Q[U] \quad \text{with some} \ U \in \Lambda = \Lambda^{m} = SL_{m}(\mathbb{Z}).
\]

The set

\[
\{ Q \} = \left\{ Q' = Q[U] \mid U \in \Lambda^{m} \right\}
\]

of all matrices \( Q' \) equivalent to a given matrix \( Q \) is called the (proper) equivalence class of \( Q \). The basic characteristics of an integral quadratic form \( q \) with matrix \( Q \), such as the signature (i.e., the number of positive and negative squares in a real diagonalization of \( q \)), the determinant \( d = d(q) = \det Q \), the divisor (for \( q \neq 0 \); this is the largest natural number \( \delta \) such that \( \delta^{-1}Q \) is an even matrix), and the level (for \( \det Q \neq 0 \); this is the smallest natural number \( q \) such that \( qQ^{-1} \) is an even matrix), all depend only on the equivalence class of the matrix \( Q \). In accordance with the reduction theory of
integral quadratic forms (see, e.g., [Ca(78), Chapter 9]), the set of all even matrices of fixed size and fixed nonzero determinant is the union of finitely many classes of integrally equivalent matrices. We say that an even nonsingular matrix is a single-class matrix if all the matrices having the same signature, divisor, level, and determinant as those of Q belong to the equivalence class \{Q\}.

We fix a nonsingular matrix \(Q \in \mathbb{E}_m\). Then condition (0.1) means that \(Q[D] = \mu Q\), and we denote by

\begin{equation}
A(\mu) = A(Q, \mu) = \left\{ D \in \mathbb{Z}_m^m \mid \det D > 0, Q[D] = \mu Q \right\}
\end{equation}

the set of (integral proper) automorphs of the matrix Q with multiplier \(\mu\). The set

\[ E = E(Q) = A(Q, 1) \]

is called the group of (proper) units of Q. It is clear that

\begin{equation}
A(\mu)A(\nu) \subset A(\mu\nu) \quad \text{and} \quad EA(\mu)E = A(\mu).
\end{equation}

The set

\[ A = A(Q) = \bigcup_{\mu=1}^{\infty} A(Q, \mu) \]

is the semigroup of automorphs of Q, and

\[ A_{\text{reg}} = A_{\text{reg}}(Q) = \bigcup_{\mu \geq 1, \gcd(\mu, \det Q) = 1} A(Q, \mu) \]

denotes the semigroup of regular automorphs of Q.

**Lemma 1.1.** The mapping

\begin{equation}
D \mapsto D^* = \mu(D)D^{-1} \quad (D \in A_{\text{reg}}(Q))
\end{equation}

is one-to-one on each subset \(A(Q, \mu) \subset A_{\text{reg}}(Q)\) and determines a second-order antiautomorphism of the semigroup \(A_{\text{reg}}(Q)\).

**Proof.** If \(D \in A(Q, \mu) \subset A_{\text{reg}}(Q)\), then \(Q[D] = \mu DQ = \mu Q\) and \(\gcd(\mu, \det Q) = 1\). It follows that \(D^* = \mu D^{-1} = Q^{-1} \mu DQ\), and hence the matrix \(D^*\) is integral, because its products by coprime numbers \(\det D = \mu^{m/2}\) and \(\det Q\) are integral matrices. Next, clearly, we have \(Q[D^*] = \mu Q\), whence \(D^* \in A(Q, \mu)\) and \(D^{**} = D\). Finally, by (1.1),

\[ (DD_1)^* = \mu(DD_1)(DD_1)^{-1} = \mu(D_1)(D_1)^{-1}\mu(D)D^{-1} = D_1^*D^*. \]

Next, we introduce the automorph class ring \(H = H(Q)\) of Q (over \(\mathbb{C}\)) as the automorph class ring (0.2) of the quadratic form with matrix Q, and denote by

\[ H_{\text{reg}} = H_{\text{reg}}(Q) \subset H(Q) \]

the regular automorph class ring of Q consisting of all finite linear combinations of the double cosets of regular automorphs.

**Lemma 1.2.** For each nonsingular matrix \(D \in \mathbb{Z}_m^m\), the intersection \(\Lambda^mD \cap A(Q)\) either is empty, or else consists of a unique left coset \(E(Q)D'\) of the semigroup \(A(Q)\) relative to the group \(E(Q)\). In particular, each double coset \(E(Q)DE(Q)\) contained in \(A(Q)\) is a finite union of left cosets modulo \(E(Q)\).

**Proof.** Indeed, if \(D', D'' \in A \cap \Lambda D\), then \(D'' = UD'\) with \(U \in \Lambda\) and

\[ Q[U] = Q[D''(D')^{-1}] = \mu''(\mu')^{-1}Q = Q, \]

where \(\mu'' = \mu(D'') = \mu(D') = \mu'\), whence \(U \in E\) and \(D'' \in ED'\). The second assertion follows, since it is well known that the number of left cosets \(\Lambda \backslash \Lambda D\Lambda\) is finite for every integral nonsingular \(D\).
It will be convenient to write each double coset \( \tau(D) \in \mathcal{H} \) as a formal linear combination of different left cosets contained in \( \mathbf{EDE} \),
\[
(1.6) \quad \tau(D) = \sum_{D_i \in \mathbf{EDE}} (\mathbf{ED}_i) \quad (D \in \mathbf{A}).
\]

Then the multiplication of double cosets defined in the Introduction can be written in the form
\[
(1.7) \quad \tau(D) \tau(D') = \sum_{D_i \in \mathbf{EDE}} (\mathbf{ED}_i) \sum_{D'_j \in \mathbf{EDE}} (\mathbf{ED}'_j) = \sum_{D_i, D'_j} (\mathbf{ED}_i D'_j).
\]

The following proposition extends the antiautomorphism defined in Lemma 1.1 to regular automorphism class rings.

**Proposition 1.3.** The map defined on the linear combinations of double cosets by the rule
\[
(1.8) \quad \mathcal{H}_{\text{reg}}(Q) \ni \tau = \sum_i a_i \tau(D_i) \mapsto \tau^* = \sum_i a_i \tau(D_i^*),
\]
where the star stands for the mapping (1.5), is a linear second-order antiautomorphism of the regular ring \( \mathcal{H}_{\text{reg}}(Q) \).

**Proof.** By Lemma 1.1 and the definition, the mapping (1.8) is a linear mapping of the ring \( \mathcal{H}_{\text{reg}} \) into itself, and \((\tau^*)^* = \tau\). In particular, it is one-to-one.

It remains to prove that the map is a multiplicative antihomomorphism, i.e., it satisfies
\[
(\tau_1 \tau_2)^* = \tau_1^* \tau_2^* \quad (\tau_1, \tau_2 \in \mathcal{H}_{\text{reg}}).
\]

We extend the ring \( \mathcal{H}_{\text{reg}} \) to a similar ring \( \mathcal{H}' \) consisting of all formal finite linear combinations with integral coefficients of double cosets modulo the group \( \mathbf{E} = E(Q) \) of all matrices \( D \in \mathbb{Q}_m \) satisfying the relations \( Q[D] = \mu(D)Q \) with \( \mu(Q) > 0 \), where multiplication is defined again by (1.7). By [An(87)] Proposition 3.1.7, the linear mapping of the ring \( \mathcal{H}' \) into itself defined on the double classes \( \mathbf{EDE} \) by \( \mathbf{EDE} \mapsto \mathbf{ED}^{-1}E \) is an antiautomorphism of the ring. Moreover, clearly, the linear mapping of the ring \( \mathcal{H}' \) into itself defined on the double classes by \( \mathbf{EDE} \mapsto \mathbf{E} \mu(D^{-1})D \mathbf{E} \) is a homomorphic embedding. It follows that the mapping \( \tau \mapsto \tau^* \), which can be regarded as the restriction to the subring \( \mathcal{H}_{\text{reg}} \subset \mathcal{H}' \) of the composition of these two mappings, satisfies the required condition. \( \Box \)

In accordance with the theory of elementary divisors for the group \( \Lambda = \Lambda^m \) (see [An(87)] §3.2.1 for the case of the group \( GL_m(\mathbb{Z}) \); the case of the special linear group is quite similar), for each matrix \( D \in \mathbb{Z}^m_m \) with positive determinant \( d = \det D \) there exist unique positive integers \( d_1 = d_1(D), \ldots, d_m = d_m(D), \) the **elementary divisors of** \( D \), that satisfy the conditions
\[
(1.9) \quad d_1 | d_2 | \cdots | d_m \quad \text{and} \quad D \in \Lambda \text{diag}(d_1, \ldots, d_m) \Lambda.
\]

The elementary divisors of \( D \) depend only on the double coset \( \Lambda DA \), and
\[
(1.10) \quad d_i(D)d_i(D') = d_i(DD') \quad (i = 1, \ldots, m) \quad \text{if gcd}(\det D, \det D') = 1.
\]

We denote by
\[
(1.11) \quad \mathcal{D}(D) = \text{diag}(d_1(D), \ldots, d_m(D))
\]
the diagonal matrix of elementary divisors of \( D \).
Lemma 1.4. The elementary divisors of an automorph \( D \in A_{\text{reg}}(Q) \) of a nonsingular even matrix \( Q \) satisfy the relations

\[
\mathcal{D}(D) = \mathcal{D}(\mu(D)D^{-1}) \iff d_i(D)d_{m-i+1}(D) = \mu(D) \quad (i = 1, \ldots, m).
\]

Proof. Since \( \det D = \mu(D)^{m/2} \) is coprime to \( \det Q \), writing the relation \( \mathcal{D}QD = \mu(D)Q \) in the form \( \mathcal{D}Q = \mu(D)D^{-1} \) and using (1.10), we see that \( \mathcal{D}(\mathcal{D}Q) = \mathcal{D}(\mathcal{D}Q) = \mathcal{D}(Q) = \mathcal{D}(Q) = \mathcal{D}(Q) = \mathcal{D}(Q) = \mathcal{D}(Q) \), which implies (1.12).

For positive integers \( d_1, \ldots, d_m \) satisfying \( d_1|d_2| \cdots |d_m \) and \( d_i|d_{m-i+1} = \mu \) for \( i = 1, \ldots, m \), we introduce the following elements of the ring \( \mathcal{H} = \mathcal{H}(Q) \):

\[
\tau[d_1, \ldots, d_m] = \sum_{D \in E \setminus A(Q)/E; \ \mathcal{D}(D) = \text{diag}(d_1, \ldots, d_m)} \tau(D)
\]

and

\[
\tau(\mu) = \sum_{D \in E \setminus A(Q)/E; \ \mathcal{D}(D) = \mu} \tau[d_1, \ldots, d_m]
\]

\[
= \sum_{D \in E \setminus A(Q)/E; \ \mathcal{D}(D) = \mu} \tau(D) = \sum_{D \in E \setminus A(\mu), \ \mathcal{D}(D) = \mu} (ED),
\]

where \( E = E(Q) \).

Lemma 1.5. Let \( Q \) be a nonsingular even matrix of order \( m \). Then the elements of \( \mathcal{H}_{\text{reg}}(Q) \) of the form (1.13), (1.14) satisfy the relations

\[
\tau[d_1, \ldots, d_m]^* = \tau[d_1, \ldots, d_m], \quad \tau[\mu]^* = \tau[\mu].
\]

Proof. By (1.13) and Lemma 1.4, we have

\[
\tau[d_1, \ldots, d_m]^* = \sum_{D \in E \setminus A(Q)/E; \ \mathcal{D}(D) = \text{diag}(d_1, \ldots, d_m)} \tau(D^*)
\]

\[
= \sum_{D' \in E \setminus A(Q)/E; \ \mathcal{D}(D^*) = \text{diag}(d_1, \ldots, d_m)} \tau(D^*) = \tau[d_1, \ldots, d_m]. \quad \square
\]

Generally speaking, the automorph class rings are noncommutative. However, in the single-class case their elements satisfy important commutation relations.

Proposition 1.6. Let \( Q \) be a single-class matrix, and let \( \tau(D) \) and \( \tau(D') \) be two double cosets of \( \mathcal{H} = \mathcal{H}(Q) \). Suppose that their multipliers \( \mu = \mu(D) \) and \( \mu' = \mu(D') \) are coprime and at least one of these multipliers is relatively prime to \( \det Q \). Then the following relations are fulfilled in the ring \( \mathcal{H} \):

\[
\tau(D)\tau(D') = \tau(DD'),
\]

\[
\tau(D)\tau(D') = \tau(D')\tau(D),
\]

and

\[
[a]\tau(D) = \tau(D)[a] = \tau(aD) \quad (a = 1, 2, \ldots),
\]

where

\[
[a] = [a]_m = \tau(a \cdot 1_m) = \tau(a, \ldots, a).
\]
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Proof. We write the double cosets listed above in the form (1.6):

\[ \tau(D) = \sum_{\alpha} (ED_{\alpha}), \quad \tau(D') = \sum_{\beta} (ED'_{\beta}), \quad \text{and} \quad \tau(DD') = \sum_{\gamma} (ER_{\gamma}). \]

To prove (1.16), we must show that the products \( D_{\alpha}D'_{\beta} \) form a system of representatives for the left cosets modulo \( E \) contained in the double coset \( EDD'E \). Since

\[ \gcd(\det D, \det D') = \gcd(\mu^{m/2}, (\mu')^{m/2}) = 1, \]

we can argue as in [An(87)] Proposition 3.2.5 to obtain the following relation in the Hecke–Shimura ring of the group \( \Lambda = SL_m(\mathbb{Z}) \):

\[
(\Lambda D\Lambda)(\Lambda D'\Lambda) = \sum_{g \in \Lambda \setminus \Lambda D\Lambda} (\Lambda g) \sum_{h \in \Lambda \setminus \Lambda D\Lambda} (\Lambda h)
\]

\[
= \sum_{g,h} (\Lambda gh) = (\Lambda D D'\Lambda).
\]

(1.20)

It follows that all the products \( D_{\alpha}D'_{\beta} \) are contained in the double coset \( \Lambda D \Lambda \), and they belong to distinct left cosets modulo \( \Lambda \). In particular, they belong to distinct left cosets modulo the subgroup \( E \subset \Lambda \). Now, we take an arbitrary representative \( R_{\gamma} \in E \setminus EDD'E \). By (1.20), \( R_{\gamma} \) can be written in the form

\[ R_{\gamma} = gh, \quad \text{where} \quad g \in \Lambda D\Lambda, \ h \in \Lambda D'\Lambda. \]

By (1.4), we have \( R_{\gamma} \in A(\mu\mu') \), whence \( Q[R_{\gamma}] = \mu\mu'Q \). Consequently,

\[
\mu^{-1}Q[g] = \mu'Q[h^{-1}].
\]

(1.21)

The denominators of the entries of the rational symmetric matrix on the left in (1.21) are products of primes that divide \( \mu \), while the denominators on the right-hand side are products of primes that divide \( \det h = \det D' = (\mu')^{m/2} \). Since \( \mu \) and \( \mu' \) are relatively prime, it follows that both matrices in (1.21) are integral and have the same determinant equal to \( \det Q \). Furthermore, since at least one of the numbers \( \mu \) and \( \mu' \) is odd, both matrices are even. If, say, \( \mu \) is coprime to \( \det Q \), then, since each of the prime divisors of the divisor or the level of \( Q \) must divide \( \det Q \) (see, e.g., [An(87)] Lemma 5.1.5), we conclude that the even matrix (1.21) has the same divisor and level, respectively, as those of \( Q \). Since \( Q \) is a single-class matrix, it follows that

\[ \mu^{-1}Q[g] = \mu'Q[h^{-1}] = Q[u] \quad \text{with} \quad u \in \Lambda, \]

so that \( Q[gu^{-1}] = \mu Q \) and \( Q[uh] = \mu'Q \). Thus, \( uh \in A(\mu') \cap \Delta D'\Lambda \) and consequently, by Lemma 1.2, \( uh = vD'_{\beta} \) with \( v \in E \). Similarly, we obtain \( gu^{-1}v = wD_{\alpha} \) with \( w \in E \). Then

\[ R_{\gamma} = gh = gu^{-1}vuh = wD_{\alpha}D'_{\beta}. \]

This proves (1.16). Relation (1.17) follows from (1.16), (1.20), and the commutativity of the Hecke ring of \( \Lambda \) (see [An(87)] Theorem 3.2.3]). Relations (1.18) are obvious. □

Applying Proposition 1.6 to the sums (1.13), (1.14), we obtain the following.

**Corollary 1.7.** For a single-class matrix \( Q \), the elements of \( \mathcal{H}_{reg}(Q) \) of the form (1.13) satisfy the relations

\[
\tau[d_1, \ldots, d_m] \tau[d'_1, \ldots, d'_m] = \tau[d_1d'_1, \ldots, d_md'_m]
\]

if

\[ \gcd \left( \frac{d_m}{d_1}, \frac{d'_m}{d'_1} \right) = 1, \quad \text{and} \quad \gcd \left( \frac{d_m}{d_1}, \det Q \right) = 1 \quad \text{or} \quad \gcd \left( \frac{d'_m}{d'_1}, \det Q \right) = 1, \]

(1.22)
and the elements (1.14) satisfy

\[ \tau(\mu)\tau(\mu') = \tau(\mu \mu') \]

if \( \gcd(\mu, \mu') = 1 \), and \( \gcd(\mu, \det Q) = 1 \) or \( \gcd(\mu', \det Q) = 1 \).

Relation (1.23) implies that the elements of the form (1.14), which can be defined for all \( \mu = 1,2, \ldots \), belong to \( \mathcal{H} = \mathcal{H}(Q) \) and satisfy (0.4); this justifies the formal Euler factorization (0.5). As to the regular Euler factors, it is known that for each integral single-class quadratic form \( \mathbf{q} \) in \( m = 2,3 \), or 4 variables with matrix \( Q \), and each prime number \( p \) not dividing \( \det Q \), the following formal identities are true (we use the notation (1.13), (1.14), and (1.19)):

\[
\sum_{\delta=0}^{\infty} \tau(p^\delta)c^\delta = \begin{cases} 
(1) - \tau(p^t) + \chi_Q(p)p^t + (1 - \chi_Q(p))p^t & (m = 2), \\
(1) - (\tau(p^2) - [p])p^2 + \chi_Q(p)p^2 + (1 - \chi_Q(p))p^2 & (m = 3), \\
(1) - \tau(p^t) + \tau(p^2)p^t - p[p]\tau(p)p^3 + p^2[p^2]p^3 & (m = 4),
\end{cases}
\]

where \( \chi_Q \) is the character of the quadratic form \( \mathbf{q} \), i.e., for \( p \mid \det Q \) and \( m = 2 \) we have \( \chi_Q(p) = 1 \) if the congruence \( q(X) \equiv 0 \pmod{p} \) has a nontrivial solution and \( \chi_Q(p) = -1 \) otherwise, and \( \chi_Q(p) = \left(\frac{\det Q}{p}\right) \) is the Legendre symbol if \( m = 4 \), and where

\[
\tilde{\tau}(p^t) = \chi_Q(p)\tau[1,p,p,p^2] + (1 + \chi_Q(p))p[p]
\]

(see [An(93)] and [An(94)] Theorems 1.1 and 1.3). It follows that the local zeta-series \( Z_p(t, Q) = \tau^\ast(t, \mathbf{q}) \) in these cases are of the form

\[
\begin{align*}
Z_p(t, Q) &= (1) - \tau(p^t) + \chi_Q(p)p^t - 1 & (m = 2); \\
Z_p(t, Q) &= (1) - (\tau(p^2) - [p])p^2 + \chi_Q(p)p^2 - 1 & (m = 3); \\
Z_p(t, Q) &= (1) - \tau(p^t) + \tau(p^2)p^t - p[p]\tau(p)p^3 + p^2[p^2]p^3 - 1 & (m = 4).
\end{align*}
\]

It should be noted that these formulas were proved in the paper cited above without the assumption that \( \mathbf{q} \) is a single-class positive definite form, but for more general automorph class rings.

The summation formulas quoted above imply new commutation relations in the regular rings of single-class forms in 2, 3, and 4 variables.

**Proposition 1.8.** Let \( Q \) be a single-class matrix of order \( m = 2,3, \) or 4, and let \( p \) be a prime number not dividing \( \det Q \). Then all elements of \( \mathcal{H}_{\text{reg}}(Q) \) of the form \( \tau(p^t) \) with \( \delta = 0,1,2, \ldots \) belong to the ring of polynomials over \( \mathbb{Z} \) in the following elements commuting with each other: \( \tau(p), [p] \) if \( m = 2 \); \( \tau(p^2), [p] \) if \( m = 3 \); \( \tau(p), \tau[1,p,p,p^2], [p] \) if \( m = 4 \) and \( \chi_Q(p) = 1 \); and \( \tau[1,p,p,p^2], [p] \) if \( m = 4 \) and \( \chi_Q(p) = -1 \).

**Proof.** The cases of \( m = 2 \) and \( m = 3 \) follow directly from (1.18) and formulas (1.22), (1.23). In the case where \( m = 4 \), for the same reason, it suffices to check that the element \( \tau[1,p,p,p^2] \) commutes with \( \tau(p) \) if \( \chi_Q(p) = 1 \), and that \( \tau(p) = 0 \) if \( \chi_Q(p) = -1 \). The latter claim follows from [An(94)] (6.13). Finally, if \( \chi_Q(p) = 1 \), then we can use [An(94)] (6.37) to write

\[
\tau[1,p,p,p^2]\tau(p) = \tau[1,p,p^2] + (p + 1)[p]\tau(p).
\]

Thus, by Corollary 1.7 and Lemma 1.1, we obtain

\[
\tau[1,p,p,p^2]\tau(p) = (\tau[1,p,p,p^2]\tau(p))^* = \tau(p)^*\tau[1,p,p^2]^* = \tau(p)^*\tau[1,p,p^2] = \tau(p)^*\tau[1,p,p^2].
\]
§2. Representations on harmonic forms

In this section we define linear representations of automorph class rings of integral positive definite single-class quadratic forms on spaces of harmonic polynomials and consider the question concerning the existence of eigenfunctions for the operators of these representations.

We recall that a polynomial $P_0 = P_0(X)$ with complex coefficients, where $X = (x_{ij})$ is an $(m \times n)$-matrix of variables, is called a harmonic form of order $m$, genus $n$, and weight $k$ if it is a harmonic function in $mn$ variables $x_{ij}$ in the sense that

\begin{equation}
\Delta P_0 = \sum_{i,j} \frac{\partial^2 P_0}{\partial x_{ij}^2} = 0
\end{equation}

and satisfies the condition

\begin{equation}
P_0(XA) = (\det A)^k P_0(X) \quad \text{for every matrix } A \in GL_n(\mathbb{C}).
\end{equation}

This definition implies that, for every harmonic form $P_0$ of order $m$, genus $n$, and weight $k$ and every matrix $U$ of order $m$ in the real orthogonal group $O_m(\mathbb{R})$, the polynomial $P_0(UX)$ is again a harmonic form of order $m$, genus $n$, and weight $k$. In this sense the definition of the harmonic forms is related to the quadratic form $q_0 = x_1^2 + \cdots + x_m^2$ with the matrix $Q_0 = 2 \cdot 1_m$, for which the group of real automorphisms is $O_m(\mathbb{R})$.

Now, we are going to introduce the harmonic forms that are related in a similar manner to an arbitrary real positive definite quadratic form (1.1) in $m$ variables with matrix $Q$. Since the matrix $Q$ is positive definite, there is a real matrix $S$ such that $Q = 2^sSS$, and for a harmonic form $P_0$ of order $m$, genus $n$, and weight $k$ we define a harmonic form $P = P_0(X)$ of genus $n$ and weight $k$ with respect to the quadratic form with matrix $Q$ (or simply with respect to $Q$) by putting

\begin{equation}
P(X) = P_0(X) = (P_0|S)(X) = P_0(SX).
\end{equation}

By (2.2), obviously, this polynomial satisfies

\begin{equation}
P(XA) = (\det A)^k P(X) \quad \text{for every matrix } A \in GL_n(\mathbb{C}),
\end{equation}

and for every matrix

\[ U \in O(Q, \mathbb{R}) = \left\{ U \in \mathbb{R}_m^{m} \mid Q[U] = Q \right\} = S^{-1}O_m(\mathbb{R})S \]

the polynomial

\[ (P|U)(X) = P(UX) = P_0(SUX) = (P_0|SUS^{-1})(SX) \]

is again a harmonic form of genus $n$ and weight $k$ with respect to $Q$. Clearly, the set $\mathcal{P}_k^n(Q)$ of all harmonic forms of genus $n$ and weight $k$ with respect to $Q$ is a linear space over $\mathbb{C}$. By (2.4), each polynomial in $\mathcal{P}_k^n(Q)$ is homogeneous of degree $nk$. Thus, the space $\mathcal{P}_k^n(Q)$ is finite-dimensional.

The general linear group $GL_m(\mathbb{R})$ acts on the functions $P : \mathbb{R}_n^m \mapsto \mathbb{C}$ by linear transformations of variables,

\begin{equation}
U \mapsto [U : P(X) \mapsto (P|U)(X) = P(UX) \quad (U \in GL_m(\mathbb{R})),
\end{equation}

these operators preserve the polynomials satisfying (2.2), and we have

\begin{equation}
|U|V = |UV \quad (U, V \in GL_m(\mathbb{R})).
\end{equation}

Lemma 2.1. Each of the operators $|U$ with $U \in GL_m(\mathbb{R})$ maps the space $\mathcal{P}_k^n(Q)$ bijectively onto $\mathcal{P}_k^n(Q[U])$. 
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Proof. If $S$ satisfies $2^4SS = Q$, then $Q[U] = 2^4(SU)(SU)$. Thus, by definition,
$$P_{Q[U]}(X) = P_0(SUX) = (P_Q|U)(X),$$
where $P_0 = P_{2-1}(X) ∈ P_0^k(Q_0)$ is a harmonic form of genus $n$ and weight $k$.

Now we define a (Hermitian) scalar product of every two (say, continuous) functions $f, g : \mathbb{R}_m^n → \mathbb{C}$ relative to the matrix $Q$ of a positive definite quadratic form in $m$ variables:
$$\langle f, g \rangle_Q = (\det Q)^{\frac{1}{2}} \int_{Q[X] ≤ 1_n} f(X)\overline{g(X)} dX,$$
where $dX = d(x_{ij}) = \prod_{i,j} dx_{ij}$ is the Euclidean volume element in $\mathbb{R}_m^n$, and the inequality $A ≤ B$ for two real symmetric matrices of the same order means that the matrix $B - A$ is positive semidefinite.

Lemma 2.2. For any matrix $U ∈ GL_m(\mathbb{R})$ and any functions $f, g : \mathbb{R}_m^n → \mathbb{C}$, the scalar product (2.7) satisfies the relation
$$\langle f|U|g[U] \rangle_Q = \langle f, g \rangle_Q,$$
where $|U$ is the operator (2.5). In particular,
$$\langle f|U|g|U^{-1} \rangle_Q = \langle f, g \rangle_Q \quad \text{if } U ∈ O(Q, \mathbb{R}).$$

Proof. By the change of variables $X → Y = UX$, we obtain
$$\langle f|U|g[U] \rangle_Q = |\det U|^n (\det Q)^{\frac{1}{2}} \int_{Q[UX] ≤ 1_n} f(UX)\overline{g(UX)} dX$$
$$= (\det Q)^{\frac{1}{2}} \int_{Q[Y] ≤ 1_n} f(Y)\overline{g(Y)} dY.$$
The lemma follows. \qed

The following proposition describes the spaces of harmonic forms of genus $n$ and weight $k$ with respect to positive definite quadratic forms.

Proposition 2.3. The space of harmonic forms $P_0^k(Q)$ relative to the matrix $Q$ of a positive definite quadratic form in $m$ variables is spanned over $\mathbb{C}$ by the polynomials
$$P(X) = \det(\Omega Q X)^k,$$
where $\Omega$ is a matrix in $\mathbb{C}_m^n$ satisfying $\Omega Q \Omega = 0$ if $k > 1$.

Proof. If $S$ is a real matrix satisfying $Q = 2^4SS$, then $P(X) = P_0(SX)$, where $P_0 ∈ P_0^k(Q_0)$ with $Q_0 = 2-1_m$. By a consequence of the Kashiwara–Verne theory (see [KV(78)]) observed by Freitag in [Fr(91), Proposition 6.20], our proposition is true for $Q = Q_0$. Then it is also true for $Q = S Q_0 S$, because $\Omega Q \Omega = 0$ means that $\langle S \Omega Q_0 S \rangle = 0$. (For a simple proof for $n = 1$, see [Ogg(69)], Chapter VI.) \qed

Let $T_0^k(Q)$ be the subspace of all polynomials in $P_0^k(Q)$ that are invariant with respect to all operators $|U$ of the form (2.5) with $U ∈ E(Q)$, i.e.,
$$T_0^k(Q) = \{ P ∈ P_0^k(Q) \mid P(U X) = P(X) \text{ for all } U ∈ E(Q) \}.$$
With each element
$$\tau = \sum_\alpha a_\alpha(E(Q)D_\alpha) ∈ \mathcal{H} = \mathcal{H}(Q),$$
we associate the Hecke operator $\tau$ on $T_0^k(Q)$ given by
$$|\tau : P ↦ P|\tau = \sum_\alpha a_\alpha P|D_\alpha \quad (P ∈ T_0^k(Q)), $$
where the $|D_n|$ are the operators (2.5). Relation (2.6) and the definitions of the space $\mathcal{I}_k^n(Q)$ and the ring $\mathcal{H}$ show that each Hecke operator is independent of the choice of representatives in the corresponding left cosets and maps this space into itself. Moreover, by (2.6) and the definition of multiplication in $\mathcal{H}$, any product of the elements in $\mathcal{H}$ goes to the product of corresponding operators. Thus, the mapping $\tau \mapsto |\tau|$ is a linear representation of the ring $\mathcal{H}(Q)$ on the space $\mathcal{I}_k^n(Q)$.

**Theorem 2.4.** For every even positive definite matrix $Q$ and every element $\tau$ of the regular automorph class ring $\mathcal{H}_{reg} = \mathcal{H}_{reg}(Q)$, the Hecke operators $|\tau|$ and $|\tau^*|$ on the space $\mathcal{I}_k^n(Q)$ (the star stands for the antiautomorphism (1.8)) are conjugate with respect to the scalar product (2.7), i.e.,

\[(P|\tau, P'|_Q = (P, P'|\tau^*)_Q \quad (P, P' \in \mathcal{I}_k^n(Q), \tau \in \mathcal{H}(Q)).\]

**Proof.** It suffices to prove (2.14) in the case where $\tau = \tau(D)$ is a double coset of the form (1.6) with $D$ belonging to a set $A(\mu) = A(\mu, Q)$ of the form (1.3) with a positive integer $\mu$ coprime to $Q$. Clearly, if $D' \in \mathcal{E}D\mathcal{E} \in A(\mu)$, where $\mathcal{E} = E(Q)$, then $(\sqrt{\mu})^{-1}D' \in O(Q, \mathbb{R})$, and, by (2.4), for every polynomial $R \in \mathcal{I}_k^n(Q)$ we can write

\[R|D' = P|R\left((\sqrt{\mu})^{-1}\sqrt{\mu} \cdot 1_m\right) = \mu^{nk/2}R\left((\sqrt{\mu})^{-1}D'\right).\]

Hence, by Lemma 2.2 and the definition of the Hecke operators, we have

\[\begin{align*}
(P|\tau(D), P') & = P|\sum_{D' \in \mathcal{E}\mathcal{E}D\mathcal{E}} (\mathcal{E}D', P') = \sum_{D' \in \mathcal{E}\mathcal{E}D\mathcal{E}} (P|D', P') \\
& = \sum_{D' \in \mathcal{E}\mathcal{E}D\mathcal{E}} \mu^{nk/2}(P|(\sqrt{\mu})^{-1}D', P') = \sum_{D' \in \mathcal{E}\mathcal{E}D\mathcal{E}} \mu^{nk/2}(P, P'|D'(1)^{-1}) \\
& = \sum_{D' \in \mathcal{E}\mathcal{E}D\mathcal{E}} (P, P'|(D')^*).
\end{align*}\]

Since $\{D'\}$ is a system of representatives for the left cosets modulo $\mathcal{E}$ in the double coset $\mathcal{E}\mathcal{E}\mathcal{E}$, Lemma 1.1 shows that $\{(D')^*\}$ is a system of representatives for the right cosets modulo $\mathcal{E}$ in $\mathcal{E}\mathcal{E}\mathcal{E}$. If we can choose the system $\{D'\}$ so that it is a set of common representatives both for the left and right cosets of $\mathcal{E}\mathcal{E}\mathcal{E}$ modulo $\mathcal{E}$, then the set $\{(D')^*\}$ will also be a set of common representatives for the left and the right cosets of $\mathcal{E}\mathcal{E}\mathcal{E}$ modulo $\mathcal{E}$, which would imply that the right-hand side of (2.16) can be written in the form

\[\sum_{(D')^* \in \mathcal{E}\mathcal{E}\mathcal{E}} (P, P'|(D')^*) = (P, P'|(D')^*) = (P, P'|(D)^*),\]

as desired.

Since each left coset of $\mathcal{E}\mathcal{E}\mathcal{E}$ modulo $\mathcal{E}$ meets each right coset, in order to prove the existence of a common system of representatives both for the right and the left cosets it suffices to check that the number of left cosets is equal to the number of right cosets. By [An(87)] Lemma 3.1.2, the number of left cosets modulo $\mathcal{E}$ in the double coset $\mathcal{E}\mathcal{E}\mathcal{E}$ is equal to the index $\nu = [\mathcal{E} : \mathcal{E} \cap D^{-1}\mathcal{E}]$. Similarly, the number of right cosets modulo $\mathcal{E}$ in $\mathcal{E}\mathcal{E}\mathcal{E}$ is equal to the index $\nu' = [\mathcal{E} : \mathcal{E} \cap D\mathcal{E}D^{-1}]$. Since the matrix $Q$ is positive definite, the group $\mathcal{E}$ is finite. Clearly, the finite subgroups $\mathcal{E} \cap D^{-1}\mathcal{E}$ and $\mathcal{E} \cap D\mathcal{E}D^{-1}$ are conjugate in $O(Q, \mathbb{R})$, so that they are of the same order. Thus, $\nu = \nu'$.

**Proposition 2.5.** For a positive definite even matrix $Q$, the Hecke operators on the space $\mathcal{I}_k^n(Q)$ corresponding to every system of mutually commuting elements $\tau \in \mathcal{H}_{reg}(Q)$ with $\tau^* = \tau$ can be diagonalized simultaneously on each invariant subspace.
Proof. By Theorem 2.3, the Hecke operators \(|\tau|\) with \(\tau\) satisfying \(\tau^* = \tau\) are selfadjoint with respect to the Hermitian scalar product (2.7). By a well-known theorem of linear algebra, any family of mutually commuting selfadjoint linear operators on a finite-dimensional Hilbert space can be diagonalized simultaneously. \(\square\)

§3. ACTION OF HECKE OPERATORS ON THETA-SERIES WITH HARMONIC COEFFICIENTS

Given an integral positive definite quadratic form (1.1) with matrix \(Q\) and a harmonic form \(P(X) \in P^m_k(Q)\) of weight \(k\) and genus \(n\) with respect to \(Q\), we introduce the \(\theta\)-series of genus \(n\) with the harmonic form \(P\) by

\[
\theta(Z; P, Q) = \sum_{N \in \mathbb{Z}^m} P(N)e^{\pi i \sigma(Q|N|Z)},
\]

where the variable \(Z\) belongs to the upper half-plane \(\mathbb{H}_n\) of genus \(n\),

\[
\mathbb{H}_n = \{ Z = X + iY \in \mathbb{C}^m \mid \text{Im}(Z) > 0 \},
\]

and \(\sigma(A)\) denotes the trace of a square matrix \(A\). Obviously, this series converges absolutely and uniformly on the compact subsets of \(\mathbb{H}_n\), thus giving a holomorphic function in \(n(n+1)/2\) complex variables. The Fourier expansion of the \(\theta\)-series

\[
\theta(Z; P, Q) = \sum_{A \in \mathbb{H}_n, A \geq 0} r(A; P, Q)e^{\pi i \sigma(AZ)}
\]

has constant Fourier coefficients

\[
r(A; P, Q) = \sum_{N \in \mathbb{Z}^m, Q|N| = A} P(N).
\]

Replacing \(N\) by \(UN\) with \(U \in \Lambda^m\), we get the identity

\[
\theta(Z; P|U, UQU) = \theta(Z; P, Q),
\]

where \(P|U\) is defined by (2.5); in particular,

\[
\theta(Z; P|U, Q) = \theta(Z; P, Q), \quad U \in E(Q).
\]

After the replacement, if necessary, of the polynomial \(P\) by its average

\[
\#(E(Q))^{-1} \sum_{U \in E(Q)} P|U
\]

over the unit group \(E(Q)\), which does not change the \(\theta\)-series, without loss of generality we may assume that \(P \in T_k^m(Q)\).

By [AM(75)] (see also [An(95)]), if \(m\) is even, then the \(\theta\)-series (3.1) belongs to the space \(M^m_{m/2+k}(q, \chi_Q)\) of modular forms of weight \(m/2 + k\) for the group

\[
\Gamma_0^m(q) = \left\{ M = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \text{Sp}_n(\mathbb{Z}) \mid C \equiv 0 \pmod{q} \right\},
\]

where \(q\) is the level of \(Q\), with the Dirichlet character \(\chi_Q\) modulo \(q\) satisfying the conditions \(\chi_Q(-1) = (-1)^{m/2}\) and

\[
\chi_Q(p) = \frac{(-1)^{m/2} \det(Q)}{p} \quad \text{(the Legendre symbol)}
\]

if \(p\) is an odd prime number not dividing \(q\). In particular, for the \(\theta\)-series we have

\[
\det(CZ + D)^{-(m/2+k)}\theta((AZ + B)(CZ + D)^{-1}; P, Q) = \chi_Q(\det D)\theta(Z; P, Q)
\]

for every matrix \(\begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \Gamma_0^m(q)\).
Following the general pattern of the theory of Hecke operators on spaces of modular forms (see, e.g., [An(87), Chapter 4], or [An(96) §2]), now we recall the basic definitions and the simplest properties of (regular) Hecke operators on the spaces $\mathcal{M}^r_c(q, \chi)$ of modular forms of integral weight $r$ and character $\chi$ for the group $\Gamma_0^n(q)$. Let

$$\mathcal{H}^n_0(q) = \mathcal{H}(\Gamma_0^n(q), \Sigma^0_0(q))$$

denote the Hecke–Shimura ring of the semigroup

$$\Sigma^n_0(q) = \left\{ M = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \mathbb{Z}^{2n}_{2n} \mid \right.$$ 

\[
t^*M J_n M = \mu(M)J_n, \mu(M) > 0, \gcd(\det M, q) = 1, C \equiv 0 \pmod{q} \right\}
\]

$$J_n = \begin{pmatrix} 0 & 1_n \\ -1_n & 0 \end{pmatrix}$$

relative to the group $\Gamma_0^n(q)$ (over $\mathbb{C}$). The ring $\mathcal{H}_0^n(q)$ is generated over $\mathbb{C}$ by the mutually commuting algebraically independent elements

$$\left\{ \begin{array}{l}
T^n(p) = (\text{diag}(1, \ldots, 1, 1, \ldots, p))_{\Gamma_0^n(q)}, \\
T^n_j = (\text{diag}(1, \ldots, 1, 1, p^2, \ldots, p^2, \ldots, p))_{\Gamma_0^n(q)} \quad (1 \leq j \leq n),
\end{array} \right.$$  

(3.5)

where $p$ runs over all prime numbers not dividing $q$, and

$$\left( M \right)_T = \sum_{M' \in \Gamma \setminus \Gamma M \Gamma} (\Gamma M') \quad (\Gamma = \Gamma_0^n(q), M \in \Sigma^n_0(q))$$

is the double coset of $M$ modulo $\Gamma_0^n(q)$ (see [An(87)] Theorem 3.3.23).

For

$$T = \sum_i c_i (\Gamma_0^n(q) M_i) \in \mathcal{H}_0^n(q),$$

the Hecke operator $|T| = |_{r, \chi} T$ on the space $\mathcal{M}_r^n(q, \chi)$ can be defined by

$$F|_{r, \chi} T = \sum_i c_i F|_{r, \chi} M_i \quad (F \in \mathcal{M}_r^n(q, \chi)), \quad (3.7)$$

where

$$F|_{r, \chi} \begin{pmatrix} A & B \\ C & D \end{pmatrix} = \chi(\det A) \det(CZ + D)^{-\tau} F ((AZ + B)(CZ + D)^{-1})$$

are the Petersson operators. The Hecke operators map the space $\mathcal{M}_r^n(q, \chi)$ into itself and are independent of the choice of representatives $M_i \in \Gamma_0^n(q) M_i$.

Quite often, Hecke operators map theta-series to linear combinations of similar theta-series. An easy modification of a particular case of [An(96)] Theorem 4.1 can be formulated as follows. Let $Q$ be an even positive definite single-class matrix of even order $m$, and let $q$ be the level of $Q$. Suppose that a double coset $(M) = (M)_{\Gamma_0^n(q)} \in \mathcal{H}_0^n(q)$ of the form (3.6), where $n \leq m$, belongs to the image of the ring $\mathcal{H}_0^n(q)$ under the Zharkovskaya map

$$\Psi^{m, n} = \Psi_{\Psi_{Q}^m}^{m} = \Psi_{m/2, \chi Q} : \mathcal{H}_0^n(q) \rightarrow \mathcal{H}_0^n(q)$$

(3.8)
(3.10) \[
I(D, Q, T^m(p)) = \begin{cases} 
\frac{p^m/2 \prod_{j=1}^{m/2} (1 + \chi_Q(p)p^{-j})}{\alpha_m(p)} & \text{if } D \in \Lambda D^m_{m/2}(p) \Lambda, \\
0 & \text{otherwise},
\end{cases}
\]

where \(\Lambda = \Lambda^m = GL_m(\mathbb{Z}), D^m_{m/2}(p) = \text{diag}(1, \ldots, 1, p, \ldots, p)\).

\[(3.11) \quad I(D, Q, T^m_{m-1}(p^2)) = \begin{cases} 
\frac{\chi_Q(p)p^{2+m-m^2}/2}{\alpha_m(p)} & \text{if } D \in \Lambda D^m_{m-2,1}(p) \Lambda, \\
0 & \text{otherwise},
\end{cases}
\]

where \(D^m_{m-2,1}(p) = \text{diag}(1, p, \ldots, p, p^2)\), and

\[
\alpha_m(p) = \chi_Q(p)p^{2+m-m^2}/2 \left(\frac{p^m - 1}{p - 1}\right) + p^{-m^2/2}(\chi_Q(p)p^{m^2/2} - 1),
\]

\[(3.12) \quad I(D, Q, \langle p \rangle_m) = \begin{cases} 
\frac{p^{-m^2/2}}{\alpha_m(p)} & \text{if } D \in \Lambda(p1_m), \\
0 & \text{otherwise},
\end{cases}
\]

where for brevity we have set

\[T^m_n(p^2) = (p \cdot 1_{2n}) T^m_n(q) = \langle p \rangle_n.\]

In later references, the sums \(\gamma(Q, D, T)\) similar to the coefficients \(I(D, Q, T)\) were defined and computed for \(T = T^m(p)\). In \([\text{An}(93)]\) §2, the sums \(\gamma(Q, D, T)\) were, in fact, computed for \(T = \langle p \rangle_m = T^m_n(p^2) = (p1_{2m}) T^m_n(q)\) and \(T = T^m_{m-1}(p^2)\); see also \([\text{An}(87)]\) Lemma 3.3.32 for the presentation of \(T^m_{m-1}(p^2)\) used in \([\text{An}(93)]\). The definition of these sums shows immediately that \(I(D, Q, \langle M \rangle) = \chi_Q(\mu)^m/\gamma(Q, D^{-1}, \langle M \rangle) = \mu^{m/2}\gamma(Q, D^{-1}, T)\), where \(\mu = \mu(M)\).

In particular, formulas (3.10)–(3.12) imply that, for the elements

\[(3.13) \quad T = T^m(p), \quad \langle p \rangle_m = T^m_m(p^2), \quad \text{and } T^m_{m-1}(p^2)
\]

with primes \(p\) not dividing \(\det Q\), the coefficients \(I(D, Q, T)\) as functions of \(D\) depend only on the double coset \(\Lambda DA\). Therefore, if \(\Psi^{n,m}(M)\) is a linear combination of elements
Lemma 3.1. The following formulas are true for the action of the Zharkovskaya map
\( \Psi = \Psi^{n-1}_{r,\chi} : \mathcal{H}_0^0(q) \mapsto \mathcal{H}_0^{-1}(q) \) on some of the elements (3.5) for \( n > 1 \) and each prime number \( p \) not dividing \( q \):

\[\Psi^{n,n-1}(T^m(p)) = (1 + \bar{\chi}(p)p^{n-r})T^{m-1}(p); \tag{3.15}\]
\[\Psi^{n,n-1}(\langle p \rangle_n) = \bar{\chi}(p)p^{-r}\langle p \rangle_{n-1}; \tag{3.16}\]
\[\Psi^{n,n-1}(T_{n-1}^m(p^2)) = \bar{\chi}(p)p^{1-r}T_{n-2}^{m-1}(p^2) + b_n(p)\langle p \rangle_{n-1}, \tag{3.17}\]

where \( b_n(p) = b_{n,r,\chi}(p) = \bar{\chi}(p^2)p^{2n-2r} + \bar{\chi}(p)(p-1)p^{-r} + 1. \)

Proof. The action of the Zharkovskaya map corresponding to the action of the Hecke operators on the spaces \( \mathfrak{M}^n_r(q, \chi) \) was calculated in [An(87)] Subsection 4.2.4. However, applying the results of this calculation, we must take into account the fact that the Hecke operators defined in [An(87)] (2.4.11), and (2.4.12) have normalization different from that used here and in [An(96)] formulas (1.10) with \( l = 0 \), (2.13), (2.14), and (2.20) with \( Q = H \) and \( P = 0 \) and differ from the latter operators by the factor \( \chi(\mu^n)\mu^{nr-n(n+1)/2} \) on the homogeneous elements of the multiplier \( \mu \).

The formula (3.15) follows from Propositions 4.2.17 and 4.2.18 and formula (4.2.80) in [An(87)] applied to the Hecke operators \( \|_r \chi(p^n)p^{nr-n(n+1)/2}T^m(p) \) (note the difference in normalization mentioned above). Formula (3.16) follows by similar arguments from [An(87)] Lemma 3.3.34. As to formula (3.17), the situation is slightly more complicated. First, by using [An(87)] factorization (3.5.69) of Theorem 3.5.23, formulas (3.3.34), (3.4.15), (3.5.33), and (3.3.61), we get the relation

\[T_{n-1}^m(p^2) = -p^n\langle p \rangle_n, \tag{3.18}\]

where \( r_1^n(p) \) is the first coefficient of the Rankin \( p \)-polynomial \( R^n(p) \) defined in [An(87)] formulas (3.15.15) and (3.15.16). Since \( \mu(r_1^n(p)) = 1 \), from [An(87)] Theorem 4.2.18 and relation (4.2.82) it follows that

\[\Psi^{n,n-1}(r_1^n(p)) = r_1^{n-1}(p) - \bar{\chi}(p)p^{n-r} - \chi(p)p^{r-n}. \tag{3.19}\]

Since the Zharkovskaya map is a ring homomorphism, formula (3.17) follows from (3.18), (3.16), (3.19) by an easy computation. \qed
Applying formulas (3.15) repeatedly for the images of $T^m(p), \ldots, T^n(p)$ with $r = m/2, \chi = \chi_Q$, and $n < m$, we obtain

$$
\Psi^{m,n}(T^n(p)) = \gamma_n^{m}(p) T^n(p), \quad \text{where} \quad \gamma_n^{m}(p) = \left\{ \prod_{i=0}^{m-n-1} (1 + \chi_Q(p)p^{m/2-i}) \right\}.
$$

The factor $\gamma_n^{m}(p)$ is equal to 0 if and only if $m/2 \leq m - n - 1$, i.e., $n \leq m/2 - 1$, and $\chi_Q(p) = -1$. Hence,

$$
(3.20) \quad \Psi^{\gamma_n^{m},n}(T^n(p)) = \gamma_n^{m}(p)^{-1} T^n(p) \quad \text{unless} \quad n \leq m/2 - 1 \quad \text{and} \quad \chi_Q(p) = -1.
$$

Similarly, by (3.16), $\Psi^{\gamma_n^{m},n}(p)_n = (\chi_Q(p)p^{-m/2})^{m-n}(p)_n$, whence

$$
(3.21) \quad \Psi^{\gamma_n^{m},n}(p)_n = \chi_Q(p)^n p^n(m-n/2)^2(p)_m
$$

because $\chi_Q(p) = \pm 1$. By an easy induction, for $2 \leq n < m$, from (3.16) and (3.17) we deduce the relations

$$
\Psi^{\gamma_n^{m},n}(T^n(p)_2) = (ap)^{m-n}T^n(p)_2 + a^{m-n-1} \left( \sum_{i=0}^{m-n-1} p^i b_{m-i}(p) \right) (p)_n,
$$

where $a = \chi_Q(p)p^{-m/2}$. This relation and (3.21) imply that we can take

$$
\Psi^{\gamma_n^{m},n}(T^n(p)_2) = \chi_Q(p)T^n(p)_2 \left( \frac{p^{m-n}p^{m-n/2}T^n(p)}{1 + \chi_Q(p)p^{-m/2}} \right)
$$

(note that $\chi_Q(p) = \pm 1$ and $m$ is even), whence, in particular,

$$
(3.22) \quad \Psi^{T^2(p)} = p^2 T(p)^2 - \chi_Q(p)p^2(1 + \psi(p))\chi(p_4)
$$

Now we turn to formulas for the action on theta-series of the Hecke operators corresponding to certain coefficients of the spinor $p$-polynomials

$$
Q_p^n(t) = \sum_{j=0}^{2^n} (-1)^j q_j^n(p)t^j
$$

over $p$-subrings of the rings $\mathcal{H}_q^n(p)$ for prime $p$ not dividing $q$ (see, e.g., An(87) (3.3.78))). These polynomials are of considerable interest because the substitution $t = \psi(p)p^{-s}$ with a Dirichlet character $\psi$ and the replacement of the coefficients by the eigenvalues $\Lambda(q_j^n(p))$ of the corresponding Hecke operators acting on an eigenfunction $F \in M_p^n(\chi, \psi)$ lead to the denominators

$$
Q_p^n(p^{-s}, \Lambda) = \sum_{j=0}^{2^n} (-1)^j \Lambda(q_j^n(p))p^{-sj}
$$

of the $p$-factor of the regular zeta function with character $\psi$,

$$
(3.23) \quad Z_F(s, \psi) = \prod_{p|q} Q_p^n(p^{-s}, \Lambda)^{-1},
$$

corresponding to this eigenfunction. For $n = 1$ this is the Hecke zeta function of the elliptic modular form $F$; for $n = 2$ the above product determines the Andrianov zeta function of the eigenfunction $F$ of genus 2. We shall restrict ourselves to the action on theta-series of the Hecke operators corresponding to the coefficients $q_1^n(p), q_{n-1}^n(p), q_2^n(p)$, and $q_2^2(p)$. This will be sufficient for computation of the Euler product (3.23) corresponding to eigenfunctions of genus $n = 1$ and 2. By using $\Lambda(q_j^n(p))$ (3.3.81),
(3.3.79), (3.3.80), and Exercise 3.3.38] and the above notation, these coefficients can be written in the form
\[ q^n_1(p) = T^n(p), \]
\[ q^n_{2^k-1}(p) = (p^{n(n+1)/2}(p)_n)^{2n-1}T^n(p), \]
\[ q^n_2(p) = (p^{n(n+1)/2}T^n(p^2))^{2n-1} = (p^{n(n+1)/2}(p)_n)^{2n-1}, \]
\[ q^2_2(p) = pT^2_1(p^2) + p(p^2 + 1)(p)_2. \]
\[ (3.24) \]

In particular, we have
\[ Q_1^m(t) = \langle 1 \rangle_1 - T^1(p)t + p(p)_1 t^2, \]
\[ Q_2^m(t) = \langle 1 \rangle_2 - T^2(p)t + pT^2_1(p^2) + p(p^2 + 1)(p)_2 t^2 - p^3(p)_2 T^2(p)t^3 + p^6(p)_2^2 t^4. \]
\[ (3.25) \]

Hence, it suffices to consider the action of the operators corresponding to the elements \( T^n(p), \langle p \rangle_n, \) and \( T^2_1(p^2) \). By (3.14), (3.10), (3.20), and (1.14), we obtain
\[ \theta(Z; P, Q)|T^n(p) = \delta^n_m(p)\theta(Z; P|\tau(p), Q), \]
where, unless \( n \leq m/2 - 1 \) and \( \chi_Q(p) = -1 \), we have
\[ \delta^n_m(p) = p^{-n+k+m/2}m^{m/2} \prod_{j=1}^{m/2} (1 + \chi_Q(p)p^{-j}) \]
\[ = \chi_Q(p)^n p^{-n(m/2+k)} \prod_{j=1}^{m/2} (1 + \chi_Q(p)p^{-j})^{-1} \text{ if } n < m/2 \text{ and } \chi_Q(p) \neq -1, \]
\[ = \prod_{j=1}^{n/2} (1 + \chi_Q(p)p^{-j})^{-1} \text{ if } n = m/2, \]
\[ = \prod_{j=1}^{m/2} (1 + \chi_Q(p)p^{-j}) \text{ if } n > m/2; \]
\[ (3.26) \]

next, by (3.14), (3.12), and (3.21), we obtain
\[ (3.27) \]

finally, if \( m = 4 \), by (3.14), (3.11), (3.22), and (3.27), we get
\[ \theta(Z; P, Q)|T^2_1(p^2) \]
\[ = \chi_Q(p)^2 p^{-3+4k} \theta(Z; P|\tau[1, p, p, p^2], Q) \]
\[ + p^{2-4k} (\alpha_4(p) - \chi_Q(p)p^{-6}(b_4(p) + pb_3(p))) \theta(Z; P|[p]_4, Q) \]
\[ = \chi_Q(p)^2 p^{-3+4k} \theta(Z; P|\tau[1, p, p, p^2], Q) \]
\[ + p^{-4-4k} (\chi_Q(p)p^2 - 1) \theta(Z; P|[p]_4, Q). \]
\[ (3.28) \]

We consider the action of Hecke operators on harmonic theta-series of genus \( n = 1 \) in more detail. In this case,
\[ T(p) = T^1(p) = \sum_{M \in \Gamma_0(q) \setminus \{ M \in \Sigma_0(q), \det M = p \}} (\Gamma_0(q)M) \]
\[ = \sum_{b=0}^{p-1} \left( \Gamma_0 \left( \begin{array}{cc} 1 & b \\ 0 & p \end{array} \right) + \left( \Gamma_0(q) \left( \begin{array}{cc} p & 0 \\ 0 & 1 \end{array} \right) \right) \right), \]
where \( \Gamma_0(q) = \Gamma_0(q), \Sigma_0(q) = \Sigma_0(q), \) and
\[ \langle p \rangle = \langle p \rangle_1 = \left( \begin{array}{cc} p & 0 \\ 0 & p \end{array} \right), \]
\[ \langle p \rangle_2 = \left( \begin{array}{cc} p & 0 \\ 0 & p \end{array} \right). \]
for all prime numbers \( p \) not dividing \( q \). The definition shows that, for every modular form
\[
F = \sum_{a=0}^{\infty} f(a)e^{2\pi i az} \in \mathcal{M}_r(q, \chi) \quad (z \in \mathbb{H} = \mathbb{H}_1)
\]
and every prime number \( p \) not dividing \( q \), we have
\[
F|T(p) = p^{-r} \sum_{b=0}^{p-1} F \left( \frac{z + b}{p} \right) + \chi(p)F(pz)
\]
(3.29)
\[
= p^{1-r} \left( \sum_{a=0}^{\infty} f(ap)e^{2\pi i az} + \chi(p)p^{r-1} \sum_{a=0}^{\infty} f(a)e^{2\pi i az} \right).
\]

Let \( Q \) be the matrix of a single-class positive definite quadratic form of level \( q \) in an even number \( m \) of variables, and let \( P \in \mathcal{I}_k(Q) = \mathcal{I}_k^1(Q) \) be an invariant harmonic polynomial of weight (= degree) \( k \) relative to \( Q \). Let \( p \) be a prime number not dividing \( q \) and satisfying the condition \( \chi_Q(p) = 1 \) if \( m > 2 \). Then, by formula (3.26), the image of the theta-series \( \theta(z; P, Q) \in \mathcal{M}_{k+m/2}(q, \chi_Q) = \mathcal{M}_{k+m/2}^1(q, \chi_Q) \) under the Hecke operator \( |T(p)| \) can be written in the form
\[
\theta(z; P, Q)|T(p) = \delta_{0}^{m}(p)\theta(z; P|\tau(p), Q).
\]
(3.30)

Since, by Proposition 1.6, the elements \( \tau(p) \) with primes \( p \nmid q \) commute with each other and, obviously, are invariant under the map (1.8), from Proposition 2.5 it follows that each of the spaces \( \mathcal{I}_k(Q) \) has a basis of common eigenfunctions for all operators \( \tau(p) \). If \( P \in \mathcal{I}_k(Q) \) is such an eigenfunction with the eigenvalues \( \lambda(\tau(p)) \), then, by (3.30), the theta-series \( \theta(z; P, Q) \) is an eigenfunction for the Hecke operator \( |T(p)| \) with the eigenvalue
\[
\Lambda(T(p)) = \delta_{0}^{m}(p)\lambda(\tau(p)),
\]
(3.31)

So, we obtain the following statement.

**Proposition 3.2.** Let \( Q \) be an even positive definite single-class matrix of even order \( m = 2k \). Then each of the spaces
\[
\{ \theta(z; P, Q) \mid P \in \mathcal{I}_k(Q) \}
\]
has a basis of common eigenfunctions for all Hecke operators \( T(p) \) with prime numbers \( p \) not dividing the level of \( Q \) and satisfying \( \chi_Q(p) = 1 \) if \( k > 2 \). The corresponding eigenvalues are of the form (3.31).

We consider an application of the above results to the case of theta-series with constant spherical functions. Clearly, for each positive definite matrix \( Q \) the space \( \mathcal{I}_k^0(Q) \) coincides with \( \mathcal{P}^1_0(Q) \) and is generated by the constant function \( P_0(X) \) identically equal to 1. The function \( P_0 \) is obviously an eigenfunction for all Hecke operators \( |\tau(d)| \) of the form (2.13) corresponding to the elements \( \tau(d) \) of the form (1.14), with the eigenvalues given by
\[
\lambda(\tau(d)) = \#(A(Q, d))/\#(E(Q)) \quad (\gcd(d, \text{det}Q) = 1).
\]
(3.32)
The theta-series of genus \( n = 1 \) with spherical polynomial \( P_0 \) is the ordinary theta-series of the quadratic form \( q \) with matrix \( Q \),
\[
\theta(z; Q) = \theta(z; P_0, Q) = \sum_{N \in \mathbb{Z}^m} e^{2\pi i q(N)z} = \sum_{a=0}^{\infty} r(a, Q)e^{2\pi i az},
\]
(3.33)
whose \( a \)th Fourier coefficient \( r(a, Q) \) is equal to the number of solutions of the equation \( q(X) = a \) in integral vectors \( X = N \in \mathbb{Z}^m \). By Proposition 3.2, the theta-series (3.33) is an eigenfunction for the Hecke operator \( |T(p)| \),
\[
\theta(z; Q)|T(p) = \Lambda(T(p))\theta(z; Q).
\]
(3.34)
Comparing the constant terms of the series on both sides of (3.29), we obtain
\[ \Lambda(T(p)) = p^{1-m/2}(1 + \chi_Q(p)p^{m/2-1}). \]

By (3.32) and (3.26), this leads to the formula
\begin{equation}
\frac{\#(\mathcal{A}(Q, p))}{\#(E(Q))} = \lambda(\tau(p)) = \lambda(T(p))\delta_1^m(p)^{-1} = \begin{cases} 1 + \chi_Q(p) & \text{if } m = 2, \\ \prod_{i=0}^{m/2-1}(1 + p^i) & \text{if } m > 2. \end{cases}
\end{equation}

Now, we consider the relationship between the zeta functions (0.7) corresponding to eigenfunctions of automorph class rings of binary and quaternion quadratic forms on spaces of harmonic forms and the zeta functions (3.23) of the theta-series weighted by these harmonic forms.

Let \( Q \) be the matrix of a single-class positive definite quadratic form in two variables, and let \( P \in \mathcal{I}_k^1(Q) \) be an eigenfunction for all Hecke operators \( |\tau(p)\rangle \) with prime numbers \( p \) not dividing the level \( q \) of \( Q \). By our assumption and (2.4), for these primes we have
\[ P|\tau(p)\rangle = \lambda(\tau(p))P \quad \text{and} \quad P|p\rangle = P(pX) = p^kP = \lambda([p])P. \]

Consequently, the \( p \)-factor of the zeta function (0.7) of \( P \) looks like this:
\[ Z_P(t, \lambda) = (1 - \lambda(\tau(p))p^{-s} + \chi_Q(p)\lambda([p])p^{-2s})^{-1}. \]

On the other hand, by (3.26) and (3.27), the theta-series \( \theta(z; P, Q) \in \mathfrak{M}_{1+k}(q, \chi_Q) \) is an eigenfunction of the Hecke operators \( |T(p)| = |T^1(p)| \) with the eigenvalues
\[ \Lambda(T(p)) = \delta_1^2(p)\lambda(\tau(p)) = \chi_Q(p)p^{k-1}\lambda(\tau(p)), \]
\[ \Lambda(|p\rangle) = \chi_Q(p)p^{-(1+k)} = \chi_Q(p)p^{-(1+2k)}\lambda([p]), \]
respectively. It follows that, for the \( p \)-factor of the zeta function (3.23) with character \( \psi = \chi_Q \) of the eigenfunction \( \theta(z; P, Q) \), we obtain the identity
\[ Q_p^1(\chi_Q(p)p^{k-s}) = (1 - \Lambda(T(p))\chi_Q(p)p^{k-s} + \Lambda(|p\rangle)p(\chi_Q(p)p^{k-s})^2)^{-1}
= (1 - \lambda(\tau(p))p^{-s} + \chi_Q(p)\lambda([p])p^{-2s})^{-1} = Z_P(t, P). \]

These identities for the local zeta functions for all primes \( p \) not dividing the level of \( Q \) imply equality of the Euler products (0.7) and (3.23).

**Theorem 3.3.** Let \( Q \) be the matrix of a single-class positive definite binary quadratic form, let \( q \) be the level of \( Q \), and let \( \chi_Q \) be the corresponding Dirichlet character modulo \( q \).

If \( P \in \mathcal{I}_k^1(Q) \) is a harmonic eigenform for all Hecke operators \( |\tau(p)\rangle \) with prime numbers \( p \mid q \), then the theta-series of \( Q \) with harmonic form \( P \),
\[ F = \theta(z; P, Q) \in \mathfrak{M}_{1+k}(q, \chi_Q), \]
is an eigenfunction for all Hecke operators \( |T(p)| = |T^1(p)| \) with primes \( p \) as above, and the zeta functions (0.7) and (3.23) of these eigenfunctions are related by the identity
\[ Z^*(s, P) = Z_F(s-k, \chi_Q). \]

Finally, we prove that similar relations are valid also in the case of quadratic forms in \( m = 4 \) variables, for harmonic forms of genus \( n = 2 \) and the corresponding theta-series.

**Theorem 3.4.** Let \( Q \) be the matrix of a single-class positive definite quaternion quadratic form, let \( q \) be the level of \( Q \), and let \( \chi_Q \) be the corresponding Dirichlet character modulo \( q \).

If \( P \in \mathcal{I}_k^2(Q) \) is a harmonic eigenform for all Hecke operators \( |\tau(p)\rangle \) and \( |\tau[1, p, p, p^2]\rangle \) with prime numbers \( p \mid q \), then the theta-series of \( Q \) with harmonic form \( P \),
\[ F = \theta(Z; P, Q) \in \mathfrak{M}_{2+k}(q, \chi_Q), \]
is an eigenfunction for all Hecke operators $|T^1(p)$ and $T^2_1(p^2)$ with primes $p$ as above, and the zeta functions (0.7) and (3.23) of these eigenfunctions are related by the identity
\[ Z^*(s, P) = Z_F(s - 2k - 1, \chi_0), \]
where $\chi_0$ is the unit character modulo $q$.

Proof. By assumption, for each prime number $p$ with $p \nmid q$ we have
\[ P|\tau(p) = \lambda(\tau(p))P, \quad P|\tau[1, p, p, p^2] = \lambda(\tau[1, p, p, p^2])P. \]
By (2.4),
\[ P|p^4 = P(pX) = p^{2k}P = \lambda([p]_4)P. \]
Consequently, by (1.28) and (1.25), the $p$-factor of the orthogonal zeta function (0.7) of the eigenform $P$ looks like this:
\[ Z_p(t, \lambda) = (1 - \lambda(\tau(p))p^{-s} + (\chi_Q(p)\lambda(\tau[1, p, p, p^2])) + (1 + \chi_Q(p))p\lambda([p]_4)p^{-2s} - p\lambda([p]_4)\lambda(\tau(p))p^{-3s} + p^2\lambda([p]_4^2)p^{-4s})^{-1}. \]

On the other hand, using (3.26), (3.27), and (3.28), we obtain
\[
\begin{align*}
\theta(Z; P, Q)|T^2_1(p^2) &= \delta_1^1(p)\theta(Z; P|\tau(p), Q) = p^{-2k-1}\lambda(\tau(p))\theta(Z; P, Q), \\
\theta(Z; P, Q)|\langle p \rangle_2 &= \chi_Q(p)^2p^{-2(k+2)}\theta(Z; P|p)_4, Q) = p^{-4k-4}\lambda([p]_4)\theta(Z; P, Q), \\
\end{align*}
\]
and
\[
\begin{align*}
\theta(Z; P, Q)|T^2_1(p^2) &= \chi_Q(p)p^{-4(k+3)}\theta(Z; P|\tau[1, p, p, p^2], Q) + p^{-4k-4}(\chi_Q(p)p^2 - 1)\theta(Z; P|p)_4, Q) \\
&= (\chi_Q(p)p^{-4(k+3)}\lambda(\tau[1, p, p, p^2]) + p^{-2k-1}\lambda(\tau(p))p^{-4k-4}\lambda([p]_4))\theta(Z; P, Q). \\
\end{align*}
\]
Hence, by (3.25), we conclude that the $p$-factor of the zeta function (3.23) with $s - 2k - 1$ in place of $s$ and $\psi = \chi_0$, corresponding to the eigenfunction $F = \theta(Z; P, Q)$ of the Hecke operators $|T$ in the ring $\mathcal{H}_2^0(q)$, is equal to
\[
Q(p^{2k+1-s}, \Lambda) = \left(1 - \Lambda(T^2(p))t + \Lambda(pT_2^2(p^2) + p(p^2 + 1)p_2)t^2 - \Lambda(p^3(p)_2T_2^2(p))t^3 + p^6\Lambda(p(p)_2t^4)^{-1}, \right.
\]
where the $\Lambda(T)$ are the corresponding eigenvalues and $t = p^{2k+1-s}$. Thus, we have
\[
Q(p^{2k+1-s}, \Lambda) = \left(1 - p^{-2k-1}\lambda(\tau(p))t \\
+ (p\chi_Q(p)p^{-4(k+3)}\lambda(\tau[1, p, p, p^2]) + p^{-4k-4}p(\chi_Q(p)p^2 - 1)\lambda([p]_4) \\
+ p(p^2 + 1)p^{-2k-1}\lambda([p]_4)t^2 \\
+ p^3p^{-4k-4}\lambda([p]_4)p^{-2k-1}\lambda(\tau(p))t^3 + p^6p^{-8k-8}\lambda([p]_4^2)t^4)^{-1} \\
= (1 - p^{-2k-1}\lambda(\tau(p))p^{-s} + \chi_Q(p)\lambda(\tau[1, p, p, p^2]) + (1 + \chi_Q(p))p\lambda([p]_4)p^{-2s} \\
- p\lambda([p]_4)\lambda(\tau(p))p^{-3s} + p^2\lambda([p]_4^2)p^{-4s})^{-1} \\
= Z_p(t, \lambda).
\]
These identities for the local zeta functions for all primes $p$ not dividing the level of $Q$ imply that the Euler products (0.7) and (3.23) are equal. \(\square\)
§4. Examples

1. Let $Q = \begin{pmatrix} a & 0 \\ b & 2 \end{pmatrix}$ be the matrix of the sum of two squares

$$Q(X) = \frac{1}{2} X Q X = x_1^2 + x_2^2 \quad \left( X = \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \right).$$

An integral matrix $D = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ is an automorph of $Q$ with multiplier $\mu$ if and only if $a^2 + c^2 = b^2 + d^2 = \mu$ and $ab + cd = 0$. Hence, if $\mu = 0$, then $D = 0$, but if $\mu \neq 0$, then $\mu > 0$, $(b, d) = \lambda(-c, a)$, and $\lambda^2 = 1$, so that $D = \begin{pmatrix} a & -c \\ c & a \end{pmatrix}$. We conclude that the set of proper automorphs of $Q$ has the form

$$A = A(Q) = \bigcup_{\mu = 0}^{\infty} A(Q, \mu) \quad \text{with} \quad A(Q, \mu) = \left\{ D = \begin{pmatrix} a & -c \\ c & a \end{pmatrix} \mid a, c \in \mathbb{Z}, a^2 + c^2 = \mu \right\},$$

and the group of proper units is

$$E = E(Q) = \left\{ U = \pm \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \pm \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \right\}.$$

It follows that the set of matrices of proper automorphs of $Q$ is a ring with respect to the standard matrix addition and multiplication, and it can easily be checked that the mapping

$$\alpha : D = \begin{pmatrix} a & -c \\ c & a \end{pmatrix} \mapsto \alpha(D) = a - \sqrt{-1}c$$

is an isomorphism between the ring $A$ and the ring $O = \mathbb{Z}[\sqrt{-1}]$ of Gaussian integers; moreover, the group $E$ is mapped onto the group of units of $O$. In particular, each double coset $EDE \subset A$ coincides with the left coset $ED$, and the principal ideals $\alpha(D)O$ are in one-to-one correspondence with the double or left cosets. This correspondence, which will still be denoted by $\alpha$, so that $\alpha(EDE) = \alpha(D)O$, is clearly compatible with multiplication of double cosets in the automorph class ring $H = H(Q)$ and the usual multiplication of ideals in $O$, and

$$N(\alpha(D)O) = N(\alpha(D)) = \mu(D),$$

where $N$ stands for the norm. Hence, the linear extension of this correspondence to the entire $H$ is an isomorphism of the ring $H$ onto the semigroup ring over $\mathbb{Z}$ of the semigroup of nonzero ideals of the ring $O$ (note that all ideals of $O$ are principal). This allows us to rewrite the formal Dirichlet series (0.5) in terms of ideals:

$$\sum_{\mu = 1}^{\infty} \frac{\tau(\mu)}{\mu^s} \Rightarrow \sum_{\mu = 1}^{\infty} \frac{\alpha(\tau(\mu))}{\mu^s} = \sum_a \frac{a}{N(a)^s},$$

where $a$ ranges over all nonzero ideals of $O$, and use the multiplicative theory of ideals for Euler factorization of the series. We get the formal Euler factorization of the last-written series in the form

$$\prod_{p} \prod_{a = 0}^{p^2} \frac{p^\delta}{N(p)^a} = \prod_{p} \left( 1 - \frac{p}{N(p)^s} \right)^{-1} = \prod_{p \mid \rho} \prod_{p \mid p} \left( 1 - \frac{p}{N(p)^s} \right)^{-1},$$

where $p$ runs through all prime ideals of $O$, $(1) = O$ is the unit ideal, $p$ runs through all rational prime numbers, and in the last product $p$ ranges over all prime ideals dividing the ideal $(p) = pO$. We recall the well-known laws of factorization of prime numbers into prime ideals of the ring $O$. If $p = 2$, there is only one prime ideal $p = (1 + \sqrt{-1})$ dividing $(p)$, $(p) = p^2$, $N(p) = p$, and $\rho = \alpha(\tau(p))$. If $p$ is odd and $\chiQ(p) = (\frac{-1}{p})^{\frac{p-1}{2}} = 1$, then there are two conjugate prime ideals $p = (a + \sqrt{-1}c)$ and $\rho = (a - \sqrt{-1}c)$ dividing
where \( a^2 + c^2 = p \), \( (p) = \mathfrak{p} \mathfrak{p} \), \( N(p) = N(\mathfrak{p}) = p \), \( \mathfrak{p} + \mathfrak{p} = \alpha(p) \), and \( \mathfrak{p} \mathfrak{p} = \alpha([p]) \).

Finally, if \( p \) is odd and \( \chi_Q(p) = (-1)^{\frac{p-1}{2}} = -1 \), then the ideal \( (p) = \mathfrak{p} \) is prime, \( N(p) = p^2 \), \( \alpha(p) = 0 \), and \( \mathfrak{p} = \alpha([p]) \). Therefore, the Euler product expansion can be rewritten in terms of automorphs as

\[
\sum_{\mu=1}^{\infty} \frac{\tau(\mu)}{\mu^s} = \left( \frac{1}{2^s} - 1 \right)^{-1} \prod_{p \text{ odd primes}} \left( \frac{1}{p^s} + \frac{\chi_Q(p)p^k}{p^{2s}} \right)^{-1}.
\]

Now we turn to the representation of the ring \( \mathcal{H} = \mathcal{H}(\mathcal{Q}) \) on the space \( \mathcal{P}_k = \mathcal{P}_k^1(\mathcal{Q}) \) of harmonic forms of genus 1 and weight \( k \) relative to \( \mathcal{Q} \). Using Proposition 2.3, we see that the space \( \mathcal{P}_k \) for \( k > 1 \) is spanned over \( \mathbb{C} \) by the forms

\[
P_k(X) = (x_1 - \sqrt{-1}x_2)^k \quad \text{and} \quad \overline{P}_k(X) = (x_1 + \sqrt{-1}x_2)^k \quad \left( X = \left( \begin{array}{c} x_1 \\ x_2 \end{array} \right) \right).
\]

It is easy to check that the subspace \( \mathcal{I}_k = \mathcal{I}_k^1(\mathcal{Q}) \) of \( \mathcal{E} \)-invariant forms contain a nonzero form if and only if \( k \) is divisible by 4, and in this case \( \mathcal{I}_k = \mathcal{P}_k \). The image of a form \( P \in \mathcal{P}_k \), where \( k \) is divisible by 4, under the action (2.13) of the Hecke operator \( |\tau(D)\rangle \) corresponding to a basic element (1.6) of the ring \( \mathcal{H} \) is equal to

\[
P|\tau(D)\rangle = \sum_{D' \in \mathcal{E}} P(D'X) = P(DX),
\]

because \( \mathcal{E} \mathcal{D} \mathcal{E} = \mathcal{D} \mathcal{E} \) and \( \mathcal{P}_k = \mathcal{I}_k \). If \( P = P_k \) and \( D = (\begin{smallmatrix} a & -c \\ c & a \end{smallmatrix}) \), then, by (4.4), we have

\[
P_k|\tau(D)\rangle = P_k(DX) = (ax_1 - cx_2 - \sqrt{-1}(cx_1 + ax_2))^k = (a - \sqrt{-1}c)^k(x_1 - \sqrt{-1}x_2)^k = \alpha(D)^k P_k,
\]

where \( \alpha \) is the mapping (4.1). Similarly,

\[
\overline{P}_k|\tau(D)\rangle = \overline{P}_k(DX) = (a + \sqrt{-1}c)^k(x_1 + \sqrt{-1}x_2)^k = \overline{\alpha}(D)^k \overline{P}_k.
\]

Thus, the polynomials (4.3) present a basis of eigenfunctions for all Hecke operators on \( \mathcal{P}_k \). In particular, it is a basis of eigenfunctions of the Hecke operators \( |\tau(p)\rangle \) and \( |\alpha(p)\rangle \) for all prime numbers \( p \). By the decomposition laws cited above and formulas (4.5), (4.6), and (2.4), we obtain the formulas

\[
P|\tau(p)\rangle = \lambda_k(p) P \quad \text{and} \quad P|[\alpha(p)] = p^k P,
\]

where

\[
\lambda_k(p) = \begin{cases} 
(1 + \sqrt{-1})^k = (1 - \sqrt{-1})^k & \text{if } p = 2, \\
(a + \sqrt{-1}c)^k + (a - \sqrt{-1}c)^k & \text{if } (-1)^{\frac{p-1}{2}} = 1 \text{ and } a^2 + c^2 = p, \\
0 & \text{if } (-1)^{\frac{p-1}{2}} = -1;
\end{cases}
\]

formulas (4.7) are valid for \( P = P_k, \overline{P}_k \) and hence for every \( P \in \mathcal{P}_k \). It follows that, for every positive integer \( \mu \) and \( P \in \mathcal{P}_k \), we have

\[
P|\tau(\mu)\rangle = \lambda_k(\mu) P,
\]

where \( \lambda_k \) is the totally multiplicative function on \( \mathbb{N} \) given on prime numbers by (4.8). Thus, we obtain the Euler product presentation of the global orthogonal zeta function of the quadratic form \( \mathcal{Q} \) with the character \( \lambda(\tau(\mu)) = \lambda_k(\mu) \):

\[
Z(s, P) = \sum_{\mu=1}^{\infty} \frac{\lambda_k(\mu)}{\mu^s} = \left( 1 - \frac{\lambda_k(2)}{2^s} \right)^{-1} \prod_{p \text{ odd primes}} \left( 1 - \frac{\lambda_k(p)}{p^s} + \frac{\chi_Q(p)p^k}{p^{2s}} \right)^{-1}.
\]
Returning to the ring $\mathcal{O}$ of Gaussian integers, we can interpret this identity in terms of ideals of $\mathcal{O}$ rather than automorphs of $q$. For $l$ divisible by 4, let $\Psi_l$ denote the Hecke character of the semigroup of nonzero ideals of $\mathcal{O}$ given by

$$
\Psi_l(a) = \Psi_l((\alpha)) = \left(\frac{\alpha}{|\alpha|}\right)^l.
$$

Then, since

$$
\lambda_k(a) = \lambda_k((\alpha)) = \alpha^k = (\alpha \overline{\alpha})^{k/2} \left(\frac{\alpha}{|\alpha|}\right)^k = N(a)^{k/2} \Psi_k(a) \quad (k \equiv 0 \pmod{4}),
$$

it is not hard to show that the Euler product above can be written in the form

$$
\prod_p \left(1 - \frac{\Psi_k(p)}{N(p)^{s-k/2}}\right)^{-1},
$$

where $p$ runs through all prime ideals of $\mathcal{O}$. Thus, finally, we arrive at the identity

$$
(4.10) \quad Z(s, P) = \zeta_{\mathcal{O}}(s - k/2, \Psi_k),
$$

where the function

$$
\zeta_{\mathcal{O}}(s, \Psi_k) = \sum_a \frac{\Psi_k(a)}{N(a)^s} = \prod_p \left(1 - \frac{\Psi_k(p)}{N(p)^s}\right)^{-1},
$$

with $a$ running through all nonzero ideals of $\mathcal{O}$, is the Hecke zeta function of the ring $\mathcal{O}$ with the character $\Psi_k$. It follows that the Dirichlet series $Z(s, \lambda_k, q)$ converges absolutely and uniformly in each right half-plane $\Re s \geq 1 + k/2 + \epsilon$ with $\epsilon > 0$. In every domain of absolute convergence, the function $Z(s, \lambda_k, q)$ can be presented in terms of the Mellin integral of the theta-series integral of the theta-series

$$
r(2, P, Q)Z(s, P) = \frac{(2\pi)^s}{\Gamma(s)} \int_0^{\infty} \left(\theta(\sqrt{-1}t; P, Q) - P(0)\right)t^{s-1} dt,
$$

where $r(2, P, Q)$ is the coefficient of $t^{2\pi iz}$ in the expansion (3.2) of the theta-series, and $\Gamma(s)$ is the gamma function. This representation makes it possible to prove that the zeta function admits meromorphic analytic continuation to the entire $s$-plane and satisfies a functional equation. Alternatively, the analytic properties of the zeta function $\zeta_{\mathcal{O}}(s, \Psi_k)$ can be investigated in the spirit of J. Tate with the help of Fourier analysis on the adele space of the field $\mathbb{Q}(\sqrt{-1})$.

2. Now we consider another important single-class quadratic form: let

$$
q(X) = \frac{1}{2} (XQX) = x_1^2 - x_1 x_2 + x_2^2 = (x_1 - \rho x_2)(x_1 - \overline{\rho} x_2), \quad \text{where} \quad \rho = \frac{1 + \sqrt{-3}}{2},
$$

with the matrix $Q = \begin{pmatrix} 2 & -1 \\ -1 & 2 \end{pmatrix}$. An integral matrix $D = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ is a proper automorph of $q$ with multiplier $\mu$ if and only if $\det D = ad - bc > 0$ and

$$
q(DX) = (ax_1 + bx_2 - \rho (cx_1 + dx_2))(ax_1 + bx_2 - \overline{\rho} (cx_1 + dx_2))
$$

$$
= (a - \rho c)(a - \overline{\rho} c) \left( x_1 - \frac{-b + \rho d}{a - \rho c} x_2 \right) \left( x_1 - \frac{-b + \overline{\rho} d}{a - \overline{\rho} c} x_2 \right)
$$

$$
= \mu (x_1 - \rho x_2)(x_1 - \overline{\rho} x_2),
$$

i.e., $(a - \rho c)(a - \overline{\rho} c) = a^2 - ac + c^2 = \mu$ and $(-b + \rho d)(a - \rho c)^{-1} = \rho$, because both $\rho$ and $(-b + \rho d)(a - \rho c)^{-1}$ with $ad - bc > 0$ belong to the upper complex half-plane. The last relation means that

$$
- b + \rho d = \rho (a - \rho c) = \rho a - (\rho - 1)c = c + \rho (a - c), \quad \text{i.e.,} \quad b = -c, \quad d = a - c.
$$
We conclude that the set of proper automorphs of $q$ has the form
\[ A = A(q) = \bigcup_{\mu=0}^{\infty} A(q, \mu) \]
with
\[ A(q, \mu) = \left\{ D = \begin{pmatrix} a & -c \\ c & a-c \end{pmatrix} \mid a, c \in \mathbb{Z}, a^2 - ac + c^2 = \mu \right\}, \]
and the group of proper units is
\[ E = E(q) = \left\{ U = \pm \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \pm \begin{pmatrix} 0 & -1 \\ 1 & -1 \end{pmatrix}, \pm \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix} \right\}. \]
It follows that the matrices of the proper automorphs of $q$ form a ring with respect to the standard matrix addition and multiplication, and it is easily seen that the mapping
\[
\beta : D = \begin{pmatrix} a & -c \\ c & a-c \end{pmatrix} \mapsto \beta(D) = a - \rho c
\]
is an isomorphism of the ring $A$ into the ring $\mathcal{O} = \mathbb{Z}[\rho]$ of integers of the quadratic extension $K = \mathbb{Q}(\rho)$ of the rational number field; moreover, the group $E$ is mapped onto the group of units of $\mathcal{O}$. In particular, each double coset $EDE \subset A$ coincides with the left coset $ED$, and the principal ideals $\beta(D)\mathcal{O}$ are in one-to-one correspondence with the double or left cosets. This correspondence, which will still be denoted by $\beta$, so that $\beta(EDE) = \beta(D)\mathcal{O}$, is clearly compatible with multiplication of double cosets in the automorph class ring $\mathcal{H} = \mathcal{H}(q)$ and the usual multiplication of ideals in $\mathcal{O}$, and
\[
N(\beta(D)\mathcal{O}) = N(\beta(D)) = \mu(D),
\]
where $N$ stands for the norm in the field $K$. Hence, the linear extension of this correspondence to the entire ring $\mathcal{H}$ is an isomorphism of $\mathcal{H}$ onto the semigroup ring over $\mathbb{Z}$ of the semigroup of nonzero ideals of the ring $\mathcal{O}$ (note that all ideals of $\mathcal{O}$ are principal). This allows us to rewrite the formal Dirichlet series (0.5) in terms of ideals:
\[
\sum_{\mu=1}^{\infty} \frac{\tau(\mu)}{\mu^s} \Rightarrow \sum_{\mu=1}^{\infty} \frac{\alpha(\tau(\mu))}{\mu^s} = \sum_{a} \frac{a}{N(a)^s},
\]
where $a$ ranges over all nonzero ideals of $\mathcal{O}$, and we can use the multiplicative theory of ideals for Euler factorization of series. We get the formal Euler product presentation of the last-written series in the form
\[
\prod_{p} \prod_{\delta=0}^{\infty} \frac{p^\delta}{N(p)^{\delta s}} = \prod_{p} \left( 1 - \frac{p}{N(p)^s} \right)^{-1} = \prod_{p} \prod_{p|p} \left( 1 - \frac{p}{N(p)^s} \right)^{-1},
\]
where $p$ runs through all prime ideals of $\mathcal{O}$, $(1) = \mathcal{O}$ is the unit ideal, $p$ runs through all rational prime numbers, and $p$ in the rightmost product ranges over all prime ideals dividing the ideal $(p) = p\mathcal{O}$. We use the well-known laws of factorization of prime numbers into prime ideals of the ring $\mathcal{O} = \mathbb{Z}[\rho]$. If $p = 3$, there is only one prime ideal $p = (1 - \rho) = (1 - \rho)$ dividing $(p)$, $(p) = p^2$, $N(p) = p$, and $p = \beta(\tau(p))$. If $p \neq 3$ and $\chi_{\mathcal{O}}(p) = 1$, then there are two conjugate prime ideals $p = (a + pc)$ and $\overline{p} = (a + \overline{c})$ dividing $(p)$, where $a^2 - ac + c^2 = p$, $(p) = p\overline{p}$, $N(p) = N(\overline{p}) = p$, $p + \overline{p} = \alpha(\tau(p))$, and $p\overline{p} = \alpha([p])$. Finally, if $p$ is odd and $\chi_{\mathcal{O}}(p) = -1$, then the ideal $(p) = p$ is prime, $N(p) = p^2$, $\alpha(\tau(p)) = 0$, and $p = \alpha([p])$. Therefore, the Euler product expansion can be rewritten in terms of automorphs as
\[
\sum_{\mu=1}^{\infty} \frac{\tau(\mu)}{\mu^s} = \left( 1 - \frac{\tau(3)}{3^s} \right)^{-1} \prod_{p \text{ primes, } p \neq 3} \left( 1 - \frac{\tau(p)}{p^s} + \frac{\chi_{\mathcal{O}}(p)[p]}{p^{2s}} \right)^{-1}.
\]
We turn to the representation of the ring \( \mathcal{H} = \mathcal{H}(Q) \) on the space \( \mathcal{P}_k = \mathcal{P}_k^1(Q) \) of harmonic forms of genus 1 and weight \( k \) relative to \( Q \). Using Proposition 2.3, we see that the space \( \mathcal{P}_k \) for \( k > 1 \) is spanned over \( \mathbb{C} \) by the forms

\[
P_k(X) = (x_1 - \rho x_2)^k \quad \text{and} \quad \overline{P}_k(X) = (x_1 - \overline{\rho} x_2)^k \quad (X = \begin{pmatrix} x_1 \\ x_2 \end{pmatrix}),
\]

It is easy to check that the subspace \( \mathcal{I}_k = \mathcal{I}_k^1(Q) \) of \( \mathfrak{E} \)-invariant forms of \( \mathcal{P}_k \) contains a nonzero form if and only if \( k \) is divisible by 6, and in this case \( \mathcal{I}_k = \mathcal{P}_k \). The image of a form \( P \in \mathcal{P}_k \), where \( k \) is divisible by 6, under the action (2.13) of the Hecke operator \( |\tau(D)| \) corresponding to a basic element (1.6) of the ring \( \mathcal{H} \) is equal to

\[
P|\tau(D) = \sum_{D' \in \mathfrak{E}, \mathfrak{E} \mathfrak{E}} P(D'X) = P(DX),
\]

because \( \mathfrak{E} \mathfrak{E} \mathfrak{E} = \mathfrak{E} \mathfrak{D} \) and \( \mathcal{P}_k = \mathcal{I}_k \). If \( P = P_k \) and \( D = \begin{pmatrix} a & -c \\ c & a-c \end{pmatrix} \), then, by (4.14), we have

\[
P_k|\tau(D) = P_k(DX) = (ax_1 - cx_2 + \rho(cx_1 + (a-c)x_2))^k
\]

\[
= (a - \rho c)^k(x_1 + \rho x_2)^k = \beta(D)^k P_k,
\]

where \( \beta \) is the mapping (4.11). Similarly,

\[
\overline{P}_k|\tau(D) = \overline{P}_k(DX) = (a - \overline{\rho} c)^k(x_1 - \overline{\rho} x_2)^k = \overline{\beta}(D)^k \overline{P}_k.
\]

Thus, the polynomials (4.13) present a basis of eigenfunctions for all Hecke operators on \( \mathcal{P}_k \). In particular, it is a basis of eigenfunctions of the Hecke operators \( |\tau(p) \) and \( |p \) for all prime numbers \( p \). By the decomposition laws cited above and formulas (4.15), (4.16), and (2.4), we obtain the formulas

\[
P|\tau(p) = \lambda_k(p)P \quad \text{and} \quad P|[p] = p^k P,
\]

where

\[
\lambda_k(p) = \begin{cases} 
(1 - \rho)^k = (1 - \overline{\rho})^k & \text{if } p = 3, \\
(a - \rho c)^k + (a - \overline{\rho} c)^k & \text{if } \chi_Q(p) = 1 \text{ and } a^2 - ac + c^2 = p, \\
0 & \text{if } \chi_Q(p) = -1;
\end{cases}
\]

the formulas are valid for both \( P = P_k, \overline{P}_k \) and hence for every \( P \in \mathcal{P}_k \). Consequently, for every positive integer \( \mu \) and \( P \in \mathcal{P}_k \) we have

\[
P|\tau(\mu) = \lambda_k(\mu)P,
\]

where \( \lambda_k \) is the totally multiplicative function on \( \mathbb{N} \) given on prime numbers by (4.18). Thus, we obtain the Euler product expansion of the global orthogonal zeta function of the quadratic form \( q \) with the character \( \lambda(\tau(\mu)) = \lambda_k(\mu) \):

\[
Z(s, P) = \sum_{\mu=1}^{\infty} \frac{\lambda_k(\mu)}{\mu^s} = \left(1 - \frac{\lambda_k(3)}{3^s}\right)^{-1} \prod_{p \text{ primes}, \ p \neq 3} \left(1 - \frac{\lambda_k(p)}{p^s} + \frac{\chi_Q(p)p^{k}}{p^{2s}}\right)^{-1}.
\]

Returning to the ring \( \mathcal{O} \) of integral numbers of the field \( K = \mathbb{Q}(\rho) \), we can interpret this identity in terms of ideals of \( \mathcal{O} \) instead of automorphs of \( q \). For \( l \) divisible by 6, let \( \Psi_l \) denote the Hecke character of the semigroup of nonzero ideals of \( \mathcal{O} \) given by

\[
\Psi_l(a) = \Psi_l((\alpha)) = \left(\frac{\alpha}{|\alpha|}\right)^l.
\]
Then, since
\[ \lambda_k(a) = \lambda_k((\alpha)) = \alpha^k = (\alpha\overline{\alpha})^{k/2} = N(a)^{k/2} \Psi_k(a) \quad (k \equiv 0 \pmod{6}), \]
it is not hard to check that the above Euler product can be written in the form
\[ \prod_p \left( 1 - \frac{\Psi_k(p)}{N(p)^{s-k/2}} \right)^{-1}, \]
where \( p \) runs through all prime ideals of \( \mathcal{O} \). Thus, finally, again we arrive at the identity
\[ (4.20) \quad Z(s, P) = \zeta_{\mathcal{O}}(s - k/2, \Psi_k), \]
where the function
\[ \zeta_{\mathcal{O}}(s, \Psi_k) = \sum_a \frac{\Psi_k(a)}{N(a)^s} = \prod_p \left( 1 - \frac{\Psi_k(p)}{N(p)^s} \right)^{-1}, \]
with \( a \) running through all nonzero ideals of \( \mathcal{O} \), is the Hecke zeta function of the ring \( \mathcal{O} \) with the character \( \Psi_k \). It follows that the Dirichlet series \( Z(s, \lambda_k, q) \) converges absolutely and uniformly in each right half-plane \( \Re s > 1 + k/2 + \epsilon \) with \( \epsilon > 0 \). In every domain of absolute convergence, the function \( Z(s, \lambda_k, q) \) can be presented by means of the Mellin integral of the theta-series \( \theta(z; P, Q) \),
\[ r(2, P, Q)/Z(s, P) = \frac{(2\pi)^s}{\Gamma(s)} \int_0^\infty (\theta(\sqrt{-1}t; P, Q) - P(0))t^{s-1} \, dt, \]
where \( r(2, P, Q) \) is the coefficient of \( e^{2\pi iz} \) in the expansion (3.2) of the theta-series, and \( \Gamma(s) \) is the gamma function. This representation makes it possible to prove that the zeta function admits meromorphic analytic continuation to the entire \( s \)-plane and satisfies a functional equation. Alternatively, the analytic properties of the zeta function \( \zeta_{\mathcal{O}}(s, \Psi_k) \) can be investigated with the help of Fourier analysis on the adele space of the field \( \mathbb{Q}(\sqrt{-3}) \).

The general case of positive definite single-class binary quadratic forms can be treated similarly and leads to similar formulas.
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