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Abstract. Sufficient conditions for the existence of extremal functions in Sobolev-type inequalities on manifolds with or without boundary are established. Some of these conditions are shown to be sharp. Similar results for embeddings in some weighted $L_q$-spaces are obtained.

§1. Introduction

Let $n \geq 2$, and let $\Omega$ be a smooth compact $n$-dimensional Riemannian manifold (with or without boundary) with metric $g$. In the sequel we shall omit the words “smooth”, “compact” and “Riemannian”. For $1 < p < n$, we denote by $p^* = \frac{np}{n-p}$ the Sobolev conjugate of $p$, i.e., the critical exponent for the embedding $W^{1,p}_p(\Omega) \hookrightarrow L^{p^*}(\Omega)$.

Since the embedding operator $W^{1,p}_p(\Omega) \hookrightarrow L^{p^*}(\Omega)$ is noncompact, the problem as to whether this operator attains its norm (i.e., the existence problem for an extremal function in the embedding theorem) is nontrivial. This problem was treated in many papers (see, e.g., [Br, LPT] and references therein).

In this paper we establish sufficient conditions for the existence of an extremal function in four embedding theorems:

(I) $\lambda_1(n, p, \Omega) = \inf_{v \in W^{1,p}_p(\Omega) \setminus \{0\}} \frac{\|\nabla v\|_{p, \Omega}}{\|v\|_{p^*, \Omega}} > 0$;

(II) $\lambda_2(n, p, \Omega) = \inf_{v \in W^{1,p}_p(\Omega) \setminus \{0\}} \frac{\|v\|_{W^{1,p}_p(\Omega)}}{\|v\|_{p^*, \Omega}} > 0$

(the norm in the numerator is defined as $\|v\|_{W^{1,p}_p(\Omega)} = \|\nabla v\|_{p, \Omega} + \|v\|_{p, \Omega}$);

(III) $\lambda_3(n, p, \Omega) = \inf_{v \in W^{1,p}_p(\Omega) \setminus \{0\}} \frac{\|\nabla v\|_{p, \Omega}}{\|v - \overline{v}\|_{p^*, \Omega}} > 0$

(here we use the notation $\overline{v} = |\Omega|^{-1} \int_\Omega v \, dV_g$);

(IV) $\lambda_4(n, p, \Omega) = \inf_{v \in W^{1,p}_p(\Omega) \setminus \{0\}} \sup_{a \in \mathbb{R}} \frac{\|\nabla v\|_{p, \Omega}}{\|v - a\|_{p^*, \Omega}} > 0$.
It is well known that if \( \Omega \) is a bounded domain in \( \mathbb{R}^n \), then the infimum in (I) is not attained, does not depend on \( \Omega \), and is equal to \( \frac{1}{k(n,p)} \), where

\[
K(n,p) = \sup_{v \in C_0^\infty(\mathbb{R}^n) \setminus \{0\}} \frac{\|v\|_{L^p(\Omega)}^p}{\|\nabla v\|_{L^p(\Omega)}} = \omega_{n-1}^{-1} \cdot k(n,p),
\]

and

\[
k(n,p) = n^{-\frac{1}{p}} \left( \frac{p-1}{n-p} \right)^{\frac{1}{p}} \left( B\left( \frac{n}{p}, \frac{n}{p'} + 1 \right) \right)^{-\frac{1}{p}}
\]

is the sharp constant in the Bliss inequality \([B]\). The second identity in (1) was obtained in \([Aub, Tal]\). Note that the supremum in (1) is only attained on radially symmetric functions

\[
w_\varepsilon(r) \equiv (\varepsilon + r^{p'})^{-\frac{1}{p'}}, \quad \varepsilon \in \mathbb{R}_+, \]

with noncompact support, and on their translates and dilations.

On the other hand (see \([LPT]\)), the infimum in (I) can be attained, under certain additional assumptions, if we deal with functions in \( W_1^1(\Omega) \) that do not belong to \( W_1^1(\Omega) \) but vanish on some part of \( \partial \Omega \).

In some particular cases, results on the attainability or nonattainability of the infimum in (II) were obtained for domains \( \Omega \) in \( \mathbb{R}^n \) \([AM, W]\) and for manifolds \( \Omega \) without boundary \([Dr]\). Note that the existence problem for extremal functions in (II) is closely related to the optimal constants in Sobolev inequalities \([Aub, HV, Dr]\). Finally, inequalities (III) and (IV) on manifolds without boundary were studied in \([Zhu]\). However, the proofs of Theorems 1.1 and 1.3 in \([Zhu]\) have some gaps. Moreover, in [Dr] we shall disprove Theorem 1.3 in [Zhu].

The following proposition is of crucial importance for the discussions to follow.

**Proposition 1.1.** Let \( \Omega \) be a manifold with boundary (problem (I)) or without boundary (problems (II)–(IV)). Suppose that the infimum of the corresponding problem satisfies the inequality

\[
\lambda_m(n,p,\Omega) < \frac{1}{K(n,p)}.
\]

Then the infimum is attained.

**Proof.** Consider a minimizing sequence \( \{v_k\} \) normalized in \( L_\infty(\Omega) \). Without loss of generality, we may assume that \( v_k \rightharpoonup v \) in \( W_1^1(\Omega) \). By the Lions theorem (see [Le] Part 1) and also \([LPT]\) Lemma 2.2), we have

\[
|v_k|^{p'} \rightharpoonup |v|^{p'} + \sum_j c_j \delta(x - x_j), \quad |\nabla v_k|^p \rightharpoonup |\nabla v|^p + \sum_j C_j \delta(x - x_j)
\]

(with convergence in the space of measures on \( \Omega \)), where \( \{x_j\} \) is an at most countable set of distinct points in \( \Omega \), and \( c_j, C_j \) are positive constants.

Since \( \{v_k\} \) is a minimizing sequence, a word-for-word repetition of the proof of Theorem 2.2 in \([LPT]\) yields the following alternative: either \( v \) is a minimizer of the corresponding problem and the set \( \{x_j\} \) is empty, or \( v = 0 \) and the set \( \{x_j\} \) contains a unique point \( x_0 \). In the second case we have \( c_0 = 1 \) and \( C_0 = \lambda_m^\ast(n,p,\Omega) \); moreover, \( x_0 \notin \partial \Omega \) in the case of problem (I).

If the second case occurs, then, arguing as in Corollary 2.1 in \([LPT]\), we multiply \( v_k \) by a cut-off function with a sufficiently small support and show easily that \( \lambda_m(n,p,\Omega) \geq \frac{1}{K(n,p)} \). This contradiction proves the claim. \( \Box \)
Thus, to prove that the infimum in (I)–(IV) is attained, it suffices to present a function for which the corresponding quotient is less than \( \frac{1}{K(n,p)} \). Following \([LP1]\) and assuming certain conditions on the exponent \( p \) and on the manifold \( \Omega \), we construct such a function in the form of a function having small support and simulating the behavior of \( w_\varepsilon(r) \). It is interesting to note that, in some cases, this very specific approach leads to sharp results.

This paper is organized as follows. §2 contains auxiliary integral estimates. Some of them were obtained in \([Dr, Zm]\); we present these estimates for the reader’s convenience. Problem (I) for manifolds with boundary is considered in §3 Problems (II), (III), and (IV) for manifolds without boundary are treated in §§4 and 5 respectively. §7 is devoted to problems (II)–(IV) for a domain in \( \mathbb{R}^n \) and for a manifold with boundary. In §§8 we investigate analogs of problems (I)–(IV) that correspond to critical embeddings into Lebesgue spaces with singular weights. Finally, in §9 we generalize the results of §§7–8 to various definitions of the norms occurring in the numerators in (I)–(IV).

We fix some notation: \( \omega_{n-1} = \frac{2\pi^{n/2}}{\Gamma(n/2)} \) is the area of the unit sphere in \( \mathbb{R}^n \); \( p' = \frac{p}{p-1} \) is the Hölder conjugate exponent to \( p \); \( B \) is the Euler beta function. We write \( o_\rho(1) \) for a quantity that tends to zero as \( \rho \to 0 \).

We use the letter \( C \) to denote various positive constants. To indicate that \( C \) depends on some parameters, we write \( C(\cdots) \).

§2. Auxiliary calculations

Let \( x_0 \in \Omega \). We denote \( r = \text{dist}_g(x,x_0) \). For sufficiently small \( \varepsilon > 0 \) and \( \rho > 0 \), we introduce the function
\[
(3) \quad u(x) = u(r) = \varphi(r)w_\varepsilon(r),
\]
where \( w_\varepsilon \) is the function defined in \([2]\), and \( \varphi(r) \) is a smooth cut-off function such that
\[
(4) \quad \varphi(r) = \begin{cases} 1 & \text{if } r \leq \frac{\rho}{2}, \\ \\ < 1 & \text{if } \frac{\rho}{2} < r \leq \rho, \\ \\ 0 & \text{if } r \geq \rho. 
\end{cases}
\]

We note (see, e.g., \([Dr]\)) that, when integrating a function depending only on \( r \), for the volume form in a neighborhood of \( x_0 \) we have
\[
dV_g = \omega_{n-1}\left( r^{n-1} - \frac{R_g(x_0)}{6n} r^{n+1} + o(r^{n+1}) \right) dr,
\]
where \( R_g(x_0) \) stands for the scalar curvature at \( x_0 \). Thus, all estimations reduce to manipulations with one-dimensional integrals.

2.1. Estimates of \( \|\nabla u\|_{p,\Omega} \) for \( 1 < p \leq \frac{n+2}{3} \). We apply the estimate
\[
(5) \quad |\nabla (fg)|^p \leq |f| |\nabla g|^p + C (|\nabla f|^p + |\nabla g| : |\nabla g|^{p-1})
\]
to \( \nabla u \). Since \( \nabla \varphi(r) \) is nonzero only for \( \rho/2 < r < \rho \), we have
\[
(6) \quad \int_\Omega \left( |\nabla \varphi(r)w_\varepsilon(r)|^p + |\nabla \varphi(r)w_\varepsilon(r)| \cdot |\varphi(r)\nabla w_\varepsilon(r)|^{p-1} \right) dV_g \leq C \int_{\rho/2}^{\rho} \left( \rho^{-p}(\varepsilon + r^{p'})^{p-n} + \rho^{-1}(\varepsilon + r^{p'})^{1-n} \right) r^{n-1} dr \leq C\rho^{\frac{p-n}{p-1}}.
\]
Furthermore,
\[
|\varphi(r)\nabla w_\varepsilon(r)|^p \leq |\nabla w_\varepsilon(r)|^p = \left( \frac{n-p}{p-1} \right)^p r^{p'}(\varepsilon + r^{p'})^{-n}.
\]
Inequalities (6) and (8) imply
\(\int_{\Omega} |\nabla u|^p \, dV_g \leq I_1 - I_2(R_g(x_0) + o_\rho(1)) + C \rho^{\frac{n}{p-1}},\)
where
\[I_1 = \omega_{n-1} \int_0^1 \left( \frac{n-p}{p-1} \right)^p \rho^{p'} (\varepsilon + r^{p'})^{-n} r^{n-1} \, dr,
\]
\[I_2 = \frac{\omega_{n-1}}{6n} \int_0^2 \left( \frac{n-p}{p-1} \right)^p \rho^{p'} (\varepsilon + r^{p'})^{-n} r^{n+1} \, dr.
\]

It is easily seen that
\[I_1 \leq E_1 \varepsilon^{1-\frac{2}{p}},\]
where
\[E_1 = \omega_{n-1} \left( \frac{n-p}{p-1} \right)^p \int_0^\infty (1 + t^{p'})^{-n} t^{n+1} \, dt
\]
\[= \frac{\omega_{n-1}}{p'} \left( \frac{n-p}{p-1} \right)^p \mathcal{B} \left( \frac{n+1}{p'} + \frac{n-1}{p}, \frac{n-1}{p} \right).
\]

Next,
\[I_2 = \frac{\omega_{n-1}}{6n} \left( \frac{n-p}{p-1} \right)^p \varepsilon^{1-\frac{2}{p} + \frac{2}{p'}} \int_0^2 \left( 1 + t^{p'} \right)^{-n} t^{n+1} \, dt.
\]

If \(p < \frac{n+2}{3},\) we have
\[I_2 \geq E_2 \varepsilon^{1-\frac{2}{p} + \frac{2}{p'}} - C \rho^{\frac{n}{p-1} + 2}.
\]
Here
\[E_2 = \frac{\omega_{n-1}}{6n} \left( \frac{n-p}{p-1} \right)^p \int_0^\infty (1 + t^{p'})^{-n} t^{n+1} \, dt
\]
\[= \frac{\omega_{n-1}}{6np'} \left( \frac{n-p}{p-1} \right)^p \mathcal{B} \left( \frac{n+2}{p'} + \frac{n-2}{p}, \frac{n-2}{p} \right).
\]

But if \(p = \frac{n+2}{3},\) we obtain
\[I_2 \geq C \left( 1 - |\ln \rho| + \ln \varepsilon^{-\frac{2}{p'}} \right).
\]

2.2. Estimates of \(|u|_{p^*, \Omega}\) for \(1 < p < \frac{n+2}{3}.\) We have
\[\int_{\Omega} u^{p^*} \, dV_g \geq \int_{r < \rho/2} u^{p^*}(r) \, dV_g = J_1 - J_2(R_g(x_0) + o_\rho(1)),\]
where
\[J_1 = \omega_{n-1} \int_0^{\frac{2}{\rho}} (\varepsilon + r^{p'})^{-n} r^{n-1} \, dr,
\]
\[J_2 = \frac{\omega_{n-1}}{6n} \int_0^{\frac{2}{\rho}} (\varepsilon + r^{p'})^{-n} r^{n+1} \, dr.
\]

Setting
\[D_1 = \omega_{n-1} \int_0^\infty (1 + t^{p'})^{-n} t^{n-1} \, dt = \frac{\omega_{n-1}}{p'} \mathcal{B} \left( \frac{n}{p'}, \frac{n}{p} \right),
\]
\[D_2 = \frac{\omega_{n-1}}{6n} \int_0^\infty (1 + t^{p'})^{-n} t^{n+1} \, dt = \frac{\omega_{n-1}}{6np'} \mathcal{B} \left( \frac{n+2}{p'}, \frac{n+2}{p} - 2 \right),
\]
we arrive at the inequalities
\[J_1 \geq D_1 \varepsilon^{-\frac{2}{p'}} - C \rho^{-\frac{n}{p-1}}, \quad J_2 \leq \varepsilon^{-\frac{2}{p'} + \frac{2}{p'}} D_2.
\]
2.3. Estimates for $\|u\|_{p, \Omega}$. The relation $dV_g \leq Cr^{n-1} dr$ yields

$$\int_{\Omega} u^p dV_g \leq C \int_0^\rho w_\varepsilon(r)^{r_{n-1}} dr = C\varepsilon^{2-n} \int_0^{\rho \varepsilon^{-\frac{1}{p'}}} (1 + t^{p/(p-1)})^{p-n} t^{n-1} dt$$

(17)

$$\leq \begin{cases} C\varepsilon^{\frac{2-n}{p'}} & \text{if } 1 < p < \sqrt{n}, \\ C(1 + |\ln \rho| + \ln \varepsilon^{-\frac{1}{p'}}) & \text{if } p = \sqrt{n}, \\ C & \text{if } p > \sqrt{n}. \end{cases}$$

2.4. Estimates for $\int_{\Omega} u dV_g$. We have

$$\int_{\Omega} u dV_g \leq C \int_0^\rho w_\varepsilon(r)^{r_{n-1}} dr = C\varepsilon^{\frac{n+p-2n}{p}} \int_0^{\rho \varepsilon^{-\frac{1}{p'}}} (1 + t^{p'})^{1-\frac{n}{p}} t^{n-1} dt$$

(18)

$$\leq \begin{cases} C\varepsilon^{\frac{n+p-2n}{p}} & \text{if } 1 < p < \frac{2n}{n+1}, \\ C(1 + |\ln \rho| + \ln \varepsilon^{-\frac{1}{p'}}) & \text{if } p = \frac{2n}{n+1}, \\ C & \text{if } p > \frac{2n}{n+1}. \end{cases}$$

Suppose $p > \frac{2n}{n+1}$. Then the relation $dV_g \geq Cr^{n-1} dr$ implies the estimate

$$\int_{\Omega} u dV_g \geq \int_0^{\rho/2} w_\varepsilon(r) dr = C\varepsilon^{\frac{n+p-2n}{p}} \int_0^{\rho \varepsilon^{-\frac{1}{p'}}} (1 + t^{p'})^{1-\frac{n}{p}} t^{n-1} dt \geq C\varepsilon^{\frac{n+p-2n}{p-1}}$$

for all $\rho \leq 1$ and all sufficiently small $\varepsilon$.

2.5. Estimates for $\int_{\Omega} u^{p-1} dV_g$. We have

$$\int_{\Omega} u^{p-1} dV_g \leq C \int_0^\rho w_\varepsilon^{p-1}(r)^{r_{n-1}} dr$$

(20)

$$= C\varepsilon^{-1} \int_0^{\rho \varepsilon^{-\frac{1}{p'}}} (1 + t^{p'})^{\frac{n-p-n+2n}{p}} t^{n-1} dt \leq C\varepsilon^{-1}.$$

On the other hand, given $\rho$, for $\varepsilon$ sufficiently small we obtain

$$\int_{\Omega} u^{p-1} dV_g \geq C \int_0^{\rho/2} w_\varepsilon^{p-1}(r)^{r_{n-1}} dr$$

(21)

$$= C\varepsilon^{-1} \int_0^{\rho \varepsilon^{-\frac{1}{p'}}} (1 + t^{p'})^{\frac{n-p-n+2n}{p}} t^{n-1} dt \geq C\varepsilon^{-1}.$$

2.6. The case of a domain in $\mathbb{R}^n$. Let $\Omega \subset \mathbb{R}^n$ be a bounded domain with $\partial \Omega$ of class $C^2$. We take $x_0 \in \partial \Omega$ and consider the function $u$ defined in (18) with $r = |x - x_0|$.

When integrating a function depending only on $r$, for the volume form in a neighborhood of $x_0$ we have

$$dx = \frac{1}{2} (\omega_{n-1} r^{n-1} - H(x_0) \omega_{n-2} r^n + o(r^n)) dr,$$

where $H(x_0)$ stands for the mean curvature of $\partial \Omega$ at $x_0$ with respect to the inward normal.
Arguing as above, we see that

\begin{equation}
\int_{\Omega} |\nabla u|^p \, dx \leq \begin{cases} 
\frac{\omega_n-2}{2} \left( \frac{n-p}{p-1} \right)^p \int_0^\infty (1 + t^{p'})^{-n/p' + 1} dt 
\leq \frac{\omega_n-2}{2p'} \left( \frac{n-p}{p-1} \right)^p B \left( \frac{n+1}{p'} - 1 \right), & \text{if } p < \frac{n+2}{3}, \\
\frac{\omega_n-2}{2} \left( \frac{n-p}{p-1} \right)^p \int_0^\infty (1 + t^{p'})^{-n/p' + 1} dt 
\leq \frac{\omega_n-2}{2p'} \left( \frac{n-p}{p-1} \right)^p B \left( \frac{n+1}{p'} - 1 \right). & \text{if } p = \frac{n+2}{3},
\end{cases}
\end{equation}

Moreover, as in the case of manifolds, estimates (17)–(21) are valid.

§3. The Sobolev inequality on a manifold with boundary, $n \geq 2$

\textbf{Theorem 3.1.} Let $n \geq 2$, and let $\Omega$ be an $n$-dimensional manifold with boundary. Suppose that the scalar curvature is positive at some point of $\Omega$. Then, for some $\beta > 0$ and all $1 < p < \frac{n+2}{3} + \beta$, the infimum in (1) is attained.

\textbf{Proof.} Let $x_0 \in \Omega$ be a point with positive scalar curvature, and let $u$ be the function defined in (3). Using (7), (9), (10), and (12), we get

\begin{equation}
\int_{\Omega} |\nabla u|^p \, dV \leq \begin{cases} 
E_1 \varepsilon^{1 - \frac{p}{n}} - E_2 \varepsilon^{1 - \frac{p}{n}} + \tilde{E}_2 (R_g(x_0) + o_p(1)) + C \rho^{\frac{n+2}{p}} & \text{if } p < \frac{n+2}{3}; \\
E_1 \varepsilon^{1 - \frac{p}{n}} - C (R_g(x_0) + o_p(1)) \ln \varepsilon^{- \frac{p}{n}} + C \rho^{\frac{n+2}{p}} & \text{if } p = \frac{n+2}{3},
\end{cases}
\end{equation}

where $E_1$ and $E_2$ are the quantities defined in (9) and (11).

Estimates (13) and (16) yield

\begin{equation}
\int_{\Omega} u^{p^*} \, dV \geq D_1 \varepsilon^{- \frac{p}{n}} - D_2 (R_g(x_0) + o_p(1)) \varepsilon^{- \frac{p}{n}} + C \rho^{- \frac{n+2}{p'}}
\end{equation}

for $1 < p < \frac{n+2}{3}$, where $D_1$ and $D_2$ are the quantities defined in (14) and (15).

For $p < \frac{n+2}{3}$, inequalities (24) and (25) result in

\begin{equation}
\frac{||\nabla u||_{p,\Omega}^p}{||u||_{p^*,\Omega}^{p^*}} \leq \frac{E_1}{D_1^{p/2}} \left[ 1 + \left( \frac{p}{p^*} D_2 \frac{D_2}{D_1} E_2 E_1 \right) (R_g(x_0) + o_p(1)) \varepsilon^{\frac{p}{p'}} + o(\varepsilon^{\frac{p}{p'}}) \right].
\end{equation}

Direct computations show that if $p < \frac{n+2}{3}$, then

\begin{equation}
\frac{p}{p^*} \frac{D_2}{D_1} \frac{E_2}{E_1} = - \frac{p}{2n^3} \frac{B(\frac{n+2}{p'}, \frac{n+2}{p} - 3)}{B(\frac{n}{p}, \frac{n}{p} - 1)} < 0.
\end{equation}

Consequently, for sufficiently small $\varepsilon$ and $\rho$ we have

\begin{equation}
\frac{||\nabla u||_{p,\Omega}}{||u||_{p^*,\Omega}} \leq \frac{E_1^{1/p}}{D_1^{1/p^*}} = \frac{1}{K(n,p)}.
\end{equation}
For \( p = \frac{n+2}{\beta} \), we also obtain (27) for \( \varepsilon \) and \( \rho \) sufficiently small. By continuity, for some \( \beta > 0 \) and \( p < \frac{n+2}{\beta} + \beta \) we have

\[
\lambda_1(n, p, \Omega) < \frac{1}{K(n, p)}.
\]

Applying Proposition 1.1, we complete the proof. \( \square \)

Now we show that the statement of Theorem 3.1 is sharp.

**Theorem 3.2.** For any \( \beta > 0 \), there exists \( \theta_\ast > 0 \) such that if \( p \geq \frac{n+2}{\beta} + \beta \), then the infimum in (1) on the spherical “hat”

\[
\Omega = \{(\theta, \phi_1, \ldots, \phi_{n-1}) \in \mathbb{S}^n : 0 < \theta < \theta_\ast\}
\]

is not attained.

**Proof.** Let \( u \in W_p^1(\Omega) \) be a minimizer. Spherical symmetrization arguments allow us to assume that \( u \) depends only on \( \theta \) and is monotone decreasing. Then \( u(\theta) = 0 \) and

\[
\|\nabla u\|_{p, \Omega} = \frac{1}{\omega_{n-1}} \cdot \left( \int_0^{\theta_\ast} |u'(\theta)|^p \sin^{n-1}(\theta) \, d\theta \right)^{\frac{1}{p}}.
\]

Set \( \mu = \frac{n-1}{p-1} > 1 \). Then the change of variables

\[
x(\theta) = \int_{\theta}^{\theta_\ast} \sin^{-\mu}(t) \, dt
\]

yields

\[
\|\nabla u\|_{p, \Omega} = \frac{1}{\omega_{n-1}} \cdot \left( \int_0^{\theta_\ast} |u'(x)|^p \sin^{n-1}(\theta) \, d\theta \right)^{\frac{1}{p}}.
\]

(29)

where \( f(x) = \sin^{\mu p}(\theta) \).

Similarly, for the function \( v(x) = u(\varkappa x) \) we have

\[
\|\nabla v\|_{p, \Omega} = \frac{1}{\omega_{n-1}} \cdot \left( \int_0^{\theta_\ast} |u'(x)|^p \sin^{n-1}(\theta) \, d\theta \right)^{\frac{1}{p}}.
\]

(30)

\[
\|v\|_{p, \Omega} = \frac{1}{\omega_{n-1}} \cdot \left( \int_0^{\theta_\ast} |u'(x)|^p \sin^{n-1}(\theta) \, d\theta \right)^{\frac{1}{p}} \cdot \varkappa^{1-\frac{1}{p}}.
\]

We claim that the following inequality is true for \( \varkappa < 1 \):

\[
f\left(\frac{x}{\varkappa}\right) > f(x)\varkappa^{-\frac{n-1}{p}}, \quad x \in \mathbb{R}_+.
\]

Then, (29) and (30) show that \( \frac{\|\nabla u\|_{p, \Omega}}{\|u\|_{p, \Omega}} > \frac{\|\nabla v\|_{p, \Omega}}{\|v\|_{p, \Omega}} \), which contradicts the minimality of \( u \), and the theorem follows.

Let \( \theta_1 \) be defined by the relation \( \int_0^{\theta_1} \sin^{-\mu}(t) \, dt = \frac{\theta_\ast}{\varkappa} \). Then \( f(\frac{\theta_\ast}{\varkappa}) = \sin^{\mu p}(\theta_1) \), and (31) can be rewritten as

\[
\frac{\sin^{\mu-1}(\theta_1)}{\sin^{\mu-1}(\theta)} = \int_{\theta}^{\theta_1} \sin^{-\mu}(t) \, dt \cdot \left( \int_{\theta_1}^{\theta_\ast} \sin^{-\mu}(t) \, dt \right)^{-1}.
\]
Let $h(\theta) = \sin^{\mu-1}(\theta) \cdot \int_\theta^{\theta_*} \sin^{-\mu}(t) \, dt$ be the function defined in (3). Estimates (24) and (17) imply to the fact that the function $h(\theta)$ is strictly monotone decreasing. Obviously, $h'(\theta) < 0 \iff (\mu - 1) \sin^{\mu-1}(\theta) \cos(\theta) \int_\theta^{\theta_*} \sin^{-\mu}(t) \, dt < 1$.

Observe that $\mu > \frac{n+2}{3}$ we have $\mu < 3$. Therefore, $\sin^{2-\mu}(t)$ is integrable in a neighborhood of zero, and the expression in the square brackets is negative for $0 < \theta < \theta_*$ if $\theta_*$ is sufficiently small. This implies (32). □

Remark 1. If $\theta_* = \pi/2$ (the case of a hemisphere), inequality (32) is valid for $\mu \leq 2$, i.e., for $p \geq \frac{n+1}{2}$.

§4. THE LIMIT EMBEDDING THEOREM ON MANIFOLDS WITHOUT BOUNDARY, $n \geq 5$

**Theorem 4.1.** Let $n \geq 5$, and let $\Omega$ be an $n$-dimensional manifold without boundary. Suppose that the scalar curvature is positive at some point of $\Omega$. Then, for some $\beta > 0$ and all $2 < p < \frac{n+2}{3} + \beta$, the infimum in (II) is attained.

**Proof.** Let $x_0 \in \Omega$ be a point with positive scalar curvature, and let $u$ be the function defined in (3). Estimates (24) and (17) imply

$$
\|u\|_{W^{1,p}(\Omega)}^p \leq \begin{cases} 
E_1 \epsilon^{1-\frac{n}{p}} - E_2 (R_0(x_0) + o_(1)) \epsilon^{1-\frac{n}{p}} \tilde{\varphi} + C \epsilon^{\frac{n^2-n}{p}} + C(\rho) & \text{if } 1 < p < \sqrt{n}, \\
E_1 \epsilon^{1-\frac{n}{p}} - E_2 (R_0(x_0) + o_(1)) \epsilon^{1-\frac{n}{p}} \tilde{\varphi} + C \ln \epsilon^{\frac{n}{p}} + C(\rho) & \text{if } p = \sqrt{n}, \\
E_1 \epsilon^{1-\frac{n}{p}} - E_2 (R_0(x_0) + o_(1)) \epsilon^{1-\frac{n}{p}} \tilde{\varphi} + C(\rho) & \text{if } \sqrt{n} < p < \frac{n+2}{3}, \\
E_1 \epsilon^{1-\frac{n}{p}} - C(R_0(x_0) + o_(1)) \ln \epsilon^{\frac{n}{p}} + C \rho^{\frac{n^2-n}{3}} & \text{if } p = \frac{n+2}{3},
\end{cases}
$$

where $E_1$ and $E_2$ are as in (9) and (11).

Since $1 - \frac{n}{p} + \frac{2}{p'} < \frac{p^2-n}{p}$ for $p > 2$, taking (25) into account, for $2 < p < \frac{n+2}{3}$ we get

$$
\|u\|_{W^{1,p}(\Omega)}^p \leq \frac{E_1}{D_1^{1/p}} \left[1 + \left(\frac{p}{p'} \frac{D_2}{D_1} - \frac{E_2}{E_1}\right) (R_0(x_0) + o_(1)) \epsilon^{\frac{n}{p}} + o(\epsilon^{\frac{n}{p}}) \right].
$$

Recalling (20), we obtain

$$
\frac{\|u\|_{W^{1,p}(\Omega)}}{\|u\|_{p',\Omega}} < \frac{E_1^{1/p}}{D_1^{1/p'}} = \frac{1}{K(n,p)}
$$

for $\epsilon$ and $\rho$ sufficiently small. Similarly, we have

$$
\lambda_2(n,p,\Omega) < \frac{1}{K(n,p)}
$$

for $\epsilon$ and $\rho$ sufficiently small.
for \( p = \frac{n+2}{3} \). By continuity, this inequality remains valid for \( p < \frac{n+2}{3} + \beta \) with some \( \beta > 0 \).

Applying Proposition 1.1 we complete the proof. \( \Box \)

**Remark 2.** For \( 2 < p < \sqrt{n} \), a statement equivalent to Theorem 1.1 was proved in \[Dr\]. Note that for \( n \geq 5 \) we have \( \sqrt{n} < \frac{n+2}{3} \).

**Corollary 4.1.** Under the assumptions of Theorem 1.1 the Neumann problem for the equation

\[
-\Delta_p u = |u|^{p-2} u - |u|^{p-2} u
\]

(33)

(here \( \Delta_p u = \text{div}(|\nabla u|^{p-2} \nabla u) \) is the \( p \)-Laplacian) has a nonconstant positive solution in \( \Omega \).

**Proof.** In \[NShch\] Proposition 1.3 it was shown that for \( p > 2 \) the minimizer of (II) cannot be a constant. Therefore, under the assumptions of Theorem 1.1 problem (II) has a nonconstant minimizer \( u \). After multiplying \( u \) by a suitable constant, the Euler equation for (II) reduces to the form (33). The Neumann condition is the natural boundary condition for (II). Finally, the positivity of \( u \) can be proved by the standard argument involving the Harnack inequality (see [11]). \( \Box \)

We introduce the manifold \( \Omega(\kappa) \) as a “dilation” of \( \Omega \) with the metric \( g(\kappa) = \kappa^2 g \). Since the quotient in (II) is not homogeneous with respect to dilations, the attainability of the infimum, generally speaking, depends on \( \kappa \).

Let \( n \geq 2 \), and let \( \Omega \) be an arbitrary \( n \)-dimensional manifold without boundary or with a strictly Lipschitz boundary. Then for any \( 1 < p < n \) there exists \( \kappa_* > 0 \) such that the infimum in (II) is attained on \( \Omega(\kappa) \) for \( \kappa < \kappa_* \) (see \[NShch\] Theorem 1.1)). On the other hand, in \[Au6\] Theorem 8 it was shown that for the standard sphere \( \Omega = S^n \) and for \( 1 < p < 2 \), the so-called optimal Sobolev inequality

\[
||v||_{p, \Omega} \leq K^p(n, p) \cdot ||\nabla v||_{p, \Omega} + C(p) \cdot ||v||_{p, \Omega}, \quad v \in W^1_p(\Omega),
\]

(34)
is true with some \( C(p) > 0 \). For \( n \geq 3 \) and \( p = 2 \) this is true for an arbitrary manifold \( \Omega \) without boundary \[HV\]. In a similar way, in \[Dr\] it was shown that the optimal Sobolev inequality is valid for any \( 1 < p < n \) on the torus \( \Omega = T^n \) and on the hyperbolic manifold \( \mathbb{H}^n \) without boundary.

It is easily seen that (34) implies that the infimum in (II) on \( \Omega(\kappa) \) is not attained for sufficiently large \( \kappa \). We can make two conclusions: first, the positivity of the scalar curvature at some point of \( \Omega \) is necessary for the infimum to be attained; second, the lower bound of the interval for \( p \) in Theorem 1.1 cannot be reduced in general.

**Conjecture.** Let \( n \geq 3 \), let \( \Omega \) be an \( n \)-dimensional manifold without boundary, and let \( \frac{n+2}{3} < p < n \). Then there exists \( \kappa^* > 0 \) such that the infimum in (II) is not attained on \( \Omega(\kappa) \) with \( \kappa > \kappa^* \).

§5. The Sobolev–Poincaré inequality on manifolds without boundary, \( n \geq 3 \)

**Theorem 5.1.** Let \( n \geq 3 \), and let \( \Omega \) be an \( n \)-dimensional manifold without boundary. Suppose that the scalar curvature is positive at some point of \( \Omega \). Then, for some \( \beta > 0 \) and all \( 1 < p < \frac{n+2}{3} + \beta \), the infimum in (III) is attained.

**Proof.** To construct a function in \( \Omega \) with zero mean and with the quotient (III) less than \( \frac{1}{K(n, p)} \), we modify the function (3). For large \( p \), we subtract a suitable function with small support, while for small \( p \) we subtract a constant.
1. First, let \( p > \frac{2n}{n+1} \). Let \( x_1 \in \Omega \) be a point with positive scalar curvature, and let \( x_2 \) be another point of the manifold. Consider the function \( u_1 \) defined as in \([3]\), with \( r \) being the distance from \( x \) to \( x_1 \), and with parameters \( \varepsilon_1 \) and \( \rho_1 \). In the same way, we define a function \( u_2 \), with \( r \) being the distance from \( x \) to \( x_2 \) and with parameters \( \varepsilon_2 \) and \( \rho_2 \). Choosing \( \rho_1 \) and \( \rho_2 \) such that the supports of \( u_1 \) and \( u_2 \) are disjoint, we introduce the following function with zero mean:

\[
u = u_1 - u_2 \cdot \frac{\int_\Omega u_1 \, dV_g}{\int_\Omega u_2 \, dV_g}.
\]

Estimates \([18]\) and \([19]\) imply that

\[
\int_\Omega u_1 \, dV_g \leq C(\rho_2) \int_\Omega u_2 \, dV_g.
\]

Hence, by \([24]\),

\[
\int_\Omega |\nabla u|^p \, dV_g \leq \begin{cases}
E_1 \varepsilon_1^{1-\frac{n}{p}} - E_2(R_g(x_1) + o_\varepsilon(1))\varepsilon_1^{1-\frac{n}{p} + \frac{\beta}{p}} + C(\rho_1, \rho_2, \varepsilon_2) & \text{if } p < \frac{n+2}{3}, \\
E_1 \varepsilon_1^{1-\frac{n}{p}} - C(R_g(x_1) + o_\varepsilon(1))\ln \varepsilon_1^{-\frac{\beta}{p}} + C(\rho_1, \rho_2, \varepsilon_2) & \text{if } p = \frac{n+2}{3}.
\end{cases}
\]

Combining \([51]\), \([25]\) and \([26]\), we obtain \([27]\) provided \( \varepsilon_1 \) and \( \rho_1 \) are sufficiently small. Thus, we have

\[
\lambda_3(n, p, \Omega) < \frac{1}{K(n, p)}
\]

for \( p \leq \frac{n+2}{3} \). By continuity, this inequality remains valid for \( p < \frac{n+2}{3} + \beta \) with some \( \beta > 0 \).

2. Now we consider the case where \( 1 < p \leq \frac{2n}{n+1} \). Let \( x_0 \in \Omega \) be a point with positive scalar curvature. We define \( \tilde{u} \) as in \([3]\) and put \( \rho = \varepsilon^\gamma \) with some \( \gamma \in (0, \gamma^*) \), where

\[
\gamma^* = \frac{1}{p} \left( 1 - \frac{2(p-1)}{n-p} \right).
\]

Relation \([25]\) yields

\[
\int_\Omega \tilde{u}^{-\frac{n}{p}} \, dV_g \geq D_1 \varepsilon^{-\frac{n}{p}} - D_2(R_g(x_0) + o_\varepsilon(1))\varepsilon^{-\frac{n}{p} + \frac{\beta}{p}} - C\varepsilon^{-\gamma \frac{n}{p-1}}.
\]

Immediate computations show that

\[-\gamma^* \frac{n}{p-1} > -\frac{n}{p} + \frac{2}{p'}.
\]

Consequently, for \( \gamma \in (0, \gamma^*) \) we have

\[
\int_\Omega \tilde{u}^{-\frac{n}{p}} \, dV_g \geq D_1 \varepsilon^{-\frac{n}{p}} - D_2(R_g(x_0) + o_\varepsilon(1))\varepsilon^{-\frac{n}{p} + \frac{\beta}{p}}.
\]

Furthermore, \([24]\) implies the estimate

\[
\int_\Omega |\nabla \tilde{u}|^p \, dV_g \leq E_1 \varepsilon^{-\frac{n}{p}} - E_2(R_g(x_0) + o_\varepsilon(1))\varepsilon^{-\frac{n}{p} + \frac{\beta}{p}} + C\varepsilon^{-\gamma \frac{n}{p-1}}.
\]

By direct calculations,

\[-\gamma^* \frac{n-p}{p-1} = 1 - \frac{n}{p} + \frac{2}{p'}.
\]

Thus, if \( \gamma \in (0, \gamma^*) \), then

\[
\int_\Omega |\nabla \tilde{u}|^p \, dV_g \leq E_1 \varepsilon^{-\frac{n}{p}} - E_2(R_g(x_0) + o_\varepsilon(1))\varepsilon^{-\frac{n}{p} + \frac{\beta}{p}}.
\]
Now, we introduce the following function with zero mean:
\begin{equation}
\label{eq:42}
    u = \hat{u} - \frac{1}{|\Omega|} \int_{\Omega} \hat{u} \, dV_g.
\end{equation}

By \([10]\),
\begin{align*}
    \|\hat{u}\|_{p^*,\Omega} & \geq D_1^{1/p} \varepsilon^{-\frac{n}{2p}} \left( 1 - \frac{D_2}{p^2 D_1} (R_g(x_0) + o_c(1)) \varepsilon^{\frac{1}{p^*}} \right). \\
    \text{Therefore, using} \ (18) \ \text{and the Minkowski inequality, we obtain}
\end{align*}
\begin{equation}
\label{eq:43}
    \|u\|_{p^*,\Omega} \geq \left( \int_{\text{supp} \hat{u}} |u|^{p^*} \, dV_g \right)^{1/p^*} \geq \|\hat{u}\|_{p^*,\Omega} - \frac{|\text{supp} \hat{u}|^{1/p^*}}{|\Omega|} \int_{\Omega} \hat{u} \, dV_g \\
    \geq D_1^{1/p} \varepsilon^{-\frac{n}{2p}} \left\{ \begin{array}{ll}
        1 - \frac{D_2}{p^2 D_1} (R_g(x_0) + o_c(1)) \varepsilon^{\frac{1}{p^*}} - C \cdot \varepsilon^{\frac{1}{p^*}} + \gamma \varepsilon - \frac{np + p - 2n}{p} & \text{if } 1 < p < \frac{2n}{n+1}, \\\n        1 - \frac{D_2}{p^2 D_1} (R_g(x_0) + o_c(1)) \varepsilon^{\frac{1}{p^*}} - C \cdot \varepsilon^{\frac{1}{p^*}} + \gamma \varepsilon (1 + \ln \varepsilon^{-\frac{1}{p^*}}) & \text{if } p = \frac{2n}{n+1}.
\end{array} \right.
\end{equation}

Immediate computations show that, for \(n \geq 3\) and \(1 < p < \frac{2n}{n+1}\), the inequality
\begin{equation}
\label{eq:44}
    \frac{n}{pp^*} + \frac{n}{p^*} + \frac{np + p - 2n}{p} > \frac{2}{p}
\end{equation}
is true for \(\gamma = \gamma^*\), and therefore also for some \(\gamma \in (0, \gamma^*)\). Fixing such a \(\gamma\), from \([13]\) we deduce that
\begin{equation}
\label{eq:45}
    \|u\|_{p^*,\Omega} \geq D_1^{1/p} \varepsilon^{-\frac{n}{2p}} \left( 1 - \frac{p}{p^* D_1} (R_g(x_0) + o_c(1)) \varepsilon^{\frac{1}{p^*}} \right).
\end{equation}

Relations \([44], [41]\), and \([26]\) imply \([27]\) provided \(\varepsilon\) is sufficiently small. Thus, inequality \([33]\) is valid in this case. Applying Proposition \([4]\) we complete the proof. \(\square\)

**Remark 3.** For \(n \geq 4\) and \(\frac{4n}{n-1} < p < \frac{1}{n} (1 + \sqrt{1 + 8n})\), Theorem 5.1 was proved in \([Zhu, Theorem 1.2]\). Observe that for \(n \geq 2\) we have \(\frac{1}{n} (1 + \sqrt{1 + 8n}) < \frac{4n}{n-1}\). Moreover, Theorem 1.1 in \([Zhu]\) claims that the infimum in \((III)\) for \(n \geq 2\) and \(1 < p < \frac{1}{n} (1 + \sqrt{1 + 8n})\) is attained in the case where \(\Omega = \mathbb{S}^n\). However, as was already mentioned in \([1]\) the proof of that theorem has a gap.

§6. Inequality for the Best Approximation by a Constant on Manifolds Without Boundary, \(n \geq 3\)

**Theorem 6.1.** Let \(n \geq 3\), and let \(\Omega\) be an \(n\)-dimensional manifold without boundary. Suppose that the scalar curvature is positive at some point of \(\Omega\). Then, for
\begin{equation}
\label{eq:46}
    1 < p < \max\{p_1, p_2\}
\end{equation}
with
\begin{align*}
    p_1 = 2n + 1 - \sqrt{3n^2 + 2n + 1}, \\
    p_2 = \frac{1}{2(5n + 4)} \cdot (n^2 + 6n + 2 + \sqrt{n^4 + 12n^3 - 8n + 4}),
\end{align*}
the infimum in \((IV)\) is attained.

**Remark 4.** The exponents \(p_1\) and \(p_2\) are monotone functions of \(n\) and have linear growth for large \(n\). Moreover, for \(3 \leq n \leq 5\) these exponents satisfy \(1 < p_1 < p_2\), while for \(n \geq 7\) they satisfy \(2 < p_2 < p_1\); for \(n = 6\) we have \(p_1 = p_2 = 2\).
Proof. First of all, we note that the maximum in (IV) with respect to $a$ is attained whenever
\[(46) \quad \int_{\Omega} |u|^{p^*-2} u \, dV_g = 0,\]
where $u = v - a$.

We modify the function (3) so as to ensure (46). As in the preceding section, we make this modification in two ways; the first way works for $1 < p < p_1$, and the second works for $1 < p < p_2$. The comparison of $p_1$ and $p_2$ can be made by elementary calculations.

The first way. Let $x_1 \in \Omega$ be a point with positive scalar curvature, and let $x_2$ be another point of the manifold. We define functions $u_1$ and $u_2$ as in the proof of Theorem 6.1. Let $\rho_1$ and $\rho_2$ be such that the supports of $u_1$ and $u_2$ are disjoint, and let $\varepsilon = \varepsilon^*_\gamma$ with some $\gamma \in (0, 1)$.

Now we construct a function satisfying (46):
\[(47) \quad u = u_1 - u_2 \cdot \left( \frac{\int_{\Omega} u_1^{p^*-1} \, dV_g}{\int_{\Omega} u_2^{p^*-1} \, dV_g} \right)^{p^*}.\]

Inequalities (20) and (21) imply that
\[(48) \quad \int_{\Omega} u_1^{p^*-1} \, dV_g \leq C \varepsilon_1^{\gamma-1} \int_{\Omega} u_2^{p^*-1} \, dV_g.\]

For $p < \frac{n + 2}{n - 1}$, we use (24) to obtain
\[(49) \quad \int_{\Omega} |\nabla u|^{p} \, dV_g \leq E_1 \varepsilon_1^{1-\frac{p}{p^*}} - E_2 (R_g(x_1) + o_{\rho_1}(1)) \varepsilon_1^{1-\frac{p}{p^*} + \frac{2}{p'}} + C \varepsilon_1^{(\gamma-1)\frac{p}{p^*} + \gamma(1-\frac{p}{p^*})} (1 + o_{\varepsilon_1}(1)).\]

Immediate computations show that if $n \geq 3$ and $1 < p < p_1$, then the inequality
\[(\gamma - 1) \frac{p}{p^*} - 1 + \gamma \left( 1 - \frac{n}{p} \right) > 1 - \frac{n}{p} + \frac{2}{p'}\]
is fulfilled for $\gamma = 0$ and, therefore, for some $\gamma > 0$. Fixing this $\gamma$ and combining (49), (25), and (26), we obtain (27), provided $\varepsilon_1$ and $\rho_1$ are sufficiently small.

The second way. Let $x_0 \in \Omega$ be a point with positive scalar curvature. We define $u$ as in (3) and put $\rho = \varepsilon^*_\gamma$ with some $\gamma \in (0, \gamma^*)$; here $\gamma^*$ is defined by (39).

Now we introduce the function $u = \hat{u} - C_\varepsilon$ and choose the constant $C_\varepsilon$ so as to ensure (46). Estimate (20) yields $C_\varepsilon \leq C \varepsilon^{-\frac{p}{p^*}}$. Arguing as in the proof of (43), from (10) we deduce that
\[(50) \quad \|u\|_{p^*, \Omega} \geq D_1^{1/p^*} \varepsilon^{-\frac{p}{p^*}} \left( 1 - \frac{D_2}{p^*} (R_g(x_0) + o_{\varepsilon}(1)) \varepsilon^{\frac{p}{p^*}} - C \cdot \varepsilon^{\frac{p}{p^*} + \gamma(1-\frac{p}{p^*}) - \frac{1}{p'} + \frac{1}{p^*}} \right).\]

For $n \geq 3$ and $1 < p < p_2$, direct computations show that the inequality
\[\frac{n}{pp'} + \gamma \frac{n}{p^*} - \frac{1}{p^*} > \frac{2}{p'}\]
is true for $\gamma = \gamma^*$ and, therefore, for some $\gamma \in (0, \gamma^*)$. Fixing such a $\gamma$, we see that inequalities (49), (25), and (26) imply (27), provided $\varepsilon$ is sufficiently small.

Applying Proposition 1.1, we complete the proof. \hfill \Box

Condition (45) in Theorem 6.1 cannot be viewed as quite satisfactory and is likely to admit relaxation. However, we claim that some upper bound for $p$ is necessary.

Theorem 6.2. Let $n \geq 2$. Then for $p \geq \frac{n + 1}{2}$ the infimum in (IV) on the sphere $\mathbb{S}^n$ is not attained.
Proof. Let $u \in W^1_p(S^n)$ be a minimizer satisfying (40) and normalized in $L_{p^*}(S^n)$. By spherical symmetrization arguments, we can assume that $u$ depends only on $\theta$ and is monotone decreasing. By (46), there exists $\theta_*$ such that $u(\theta) = 0$. Replacing (if necessary) $u(\theta)$ by $-u(\pi - \theta)$, we assume that $\theta_* = \pi/2$. Standard arguments of the calculus of variations show that $u$ is a weak solution of the Euler equation

$$-\Delta_p u = \lambda^p_1(n, p, S^n) \cdot |u|^{p-2} u.$$ 

Multiplying by $u$ and integrating over the spherical “hat” defined in (28), we obtain

$$\lambda^p_1(n, p, \Omega) \leq \|\nabla u\|_{p, \Omega}^p = \lambda^p_1(n, p, S^n) \cdot \|u\|_{p^*, \Omega}^{p-1} \leq \frac{1}{K^p(n, p)}.$$ 

By Proposition 1.1, the infimum in (I) on $\Omega$ is attained. This contradicts Theorem 3.2 (we recall Remark 1). □

Remark 5. In particular, this theorem refutes Theorem 1.3 in [Zhu].

Using Theorem 6.2, we can study the symmetry breaking of the extremal in the embedding theorem on the sphere:

$$\bar{\lambda}_4(n, p, q) = \inf_{v \in W^1_p(S^n) \setminus \{0\}} \sup_{a \in \mathbb{R}} \frac{\|\nabla v\|_{p, S^n}}{\|v - a\|_{q, S^n}} > 0$$

for the subcritical $q$. As in (46), the maximum in (IVa) with respect to $a$ is attained whenever

$$\int_{S^n} |u|^{q-2} u \, dV_g = 0,$$

where $u = v - a$.

Theorem 6.3. 1. Suppose $n \geq 2$, $1 < p < \infty$, and $q = p$. Then the extremal function of (IVa) satisfying (51) is symmetric with respect to $\theta$, i.e., $u(\theta) = -u(\pi - \theta)$ for $0 < \theta < \pi/2$.

2. Suppose $n \geq 2$ and $\frac{n+1}{n} \leq p < n$. Then there exists $\beta > 0$ such that for $q \in (p^* - \beta, p^*)$ the extremal function of (IVa) satisfying (51) is not symmetric with respect to $\theta$.

Proof. 1. Let $u \in W^1_p(S^n)$ be a minimizer of (IVa) with $q = p$, and let $u$ satisfy (51). As in Theorem 6.2, $u$ depends only on $\theta$ and is monotone decreasing. Moreover, there exists $\theta_* = \pi/2$ such that $u(\theta_*) = 0$. If $\theta_* < \pi/2$, we introduce the function

$$\bar{u}(\theta) = \begin{cases} u(\theta) & \text{if } \theta < \theta_*, \\ -u(\pi - \theta) & \text{if } \theta > \pi - \theta_*, \\ 0 & \text{if } \theta_* \leq \theta \leq \pi - \theta_. \end{cases}$$

Then, obviously, $\bar{u}$ satisfies (51). The Euler equation for $u$ has the form

$$-\Delta_p u = \bar{\lambda}_4(n, p, S^n) \cdot |u|^{p-2} u.$$ 

Multiplying by $u$ and integration over the spherical “hat” defined in (28) yields

$$\|\nabla \bar{u}\|_{p, S^n}^p \|\bar{u}\|_{p, S^n}^p = \|\nabla u\|_{p, \Omega}^p \|u\|_{p, \Omega}^{p-1} = \bar{\lambda}_4(n, p, p).$$

Thus, $\bar{u}$ is also a minimizer of (IVa); therefore, it satisfies the same Euler equation. Since $\bar{u}$ is a nonpositive sub-$p$-harmonic function on the complement of the “hat” (28),
the Harnack inequality (see [11]) shows that \( \hat{u} \) cannot vanish at interior points. This contradiction proves the first statement.

2. Let \( u_q \in W^1_p(S^n) \) be minimizers of (IVa) satisfying (51). Suppose that there exists a sequence of \( q \)'s tending to \( p^* \) and such that \( u_q(\pi - \theta) = -u_q(\theta) \). Then the corresponding functions \( u_q \) also satisfy (46) and therefore give rise to a minimizing sequence for (IV). We may assume that this sequence is normalized in \( L^p(S^n) \) and weakly converges in \( W^1_p(S^n) \) to some \( u \). Theorem 6.2 implies that the function \( u \) is not a minimizer of (IV). Hence, arguing as in the proof of Theorem 2.2 in [LPT], we conclude that \( |u_q|^p \to \delta(x - x_0) \) in the sense of measures on \( S^n \). But this is impossible, contradicting the symmetry of \( u_q \).

Thus, the second statement is also proved. \( \square \)

**Remark 6.** If \( n = 1 \), then for all \( 1 < p, q < \infty \) the extremal function of (IVa) satisfying (51) is symmetric with respect to \( \theta \).

§7. THE CASE OF A DOMAIN IN \( \mathbb{R}^n, n \geq 2 \)

The proofs in the case of a domain are similar to those in the case of a manifold. Instead of Proposition [11] we use the following statement.

**Proposition 7.1.** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^n \) with \( \partial \Omega \) of class \( C^2 \). Suppose that the infimum in (II), (III), or (IV) satisfies

\[
(52) \quad \lambda_m(n, p, \Omega) < \frac{2^{-\frac{1}{n}}}{K(n, p)}.
\]

Then the infimum is attained.

**Proof.** Word-for-word repetition of the proof of [LPT Corollary 2.1]. \( \square \)

Under certain assumptions on the exponent \( p \), we obtain (52) for \( m = 2, 3, 4 \) by constructing a function with small support that simulates the behavior of \( w_\varepsilon(r) \) in a half-space.

**7.1. The critical embedding theorem.**

**Theorem 7.1.** Let \( n \geq 2 \), and let \( \Omega \subset \mathbb{R}^n \) be a bounded domain with \( \partial \Omega \) of class \( C^2 \). Then, for some \( \beta > 0 \) and all \( 1 < p < \frac{np+1}{n} + \beta \), the infimum in (II) is attained.

**Proof.** Consider the smallest ball containing \( \Omega \). Let \( x_0 \in \partial \Omega \) be a point of contact of \( \Omega \) with this ball. Then all the principal curvatures of \( \partial \Omega \) at \( x_0 \) are positive, whence \( H(x_0) > 0 \).

For the function \( u \) defined in (3), from (22) and (17) we deduce the estimate

\[
\|u\|_{W^1_p(\Omega)}^p \leq \begin{cases} 
\frac{1}{2} E_1 \varepsilon^{1 - \frac{1}{p}} - \tilde{E}_2(H(x_0) + o_\varepsilon(1)) \varepsilon^{1 - \frac{1}{p}} + \frac{C\varepsilon^{\frac{2}{p}-n}}{p} + C(\rho) & \text{if } 1 < p < \sqrt{n}, \\
\frac{1}{2} E_1 \varepsilon^{1 - \frac{1}{p}} - \tilde{E}_2(H(x_0) + o_\varepsilon(1)) \varepsilon^{1 - \frac{1}{p}} + C\ln \varepsilon^{\frac{1}{p}} + C(\rho) & \text{if } p = \sqrt{n}, \\
\frac{1}{2} E_1 \varepsilon^{1 - \frac{1}{p}} - \tilde{E}_2(H(x_0) + o_\varepsilon(1)) \varepsilon^{1 - \frac{1}{p}} + C(\rho) & \text{if } \sqrt{n} < p < \frac{np+1}{n}, \\
\frac{1}{2} E_1 \varepsilon^{1 - \frac{1}{p}} - C(H(x_0) + o_\varepsilon(1)) \ln \varepsilon^{\frac{1}{p}} + C(p) & \text{if } p = \frac{np+1}{n}.
\end{cases}
\]

Since \( 1 - \frac{n}{p} + \frac{1}{p} < \frac{2n}{p} \) for \( p > 1 \), we can use (23) to get

\[
\frac{\|u\|_{W^1_p(\Omega)}^p}{\|u\|_{p^*}^{p^*}} \leq 2\varepsilon^{\frac{2}{p}-n} E_1 \left[ 1 + 2 \left( \frac{p}{p^*} \frac{D_2}{D_1} - \frac{E_2}{E_1} \right)(H(x_0) + o_\varepsilon(1)) \varepsilon^{\frac{1}{p}} + O(\varepsilon^{\frac{1}{p}}) \right]
\]

for \( 1 < p < \frac{n+1}{2} \).
Immediate computations show that
\begin{equation}
\frac{p}{p^*} \frac{D_2}{D_1} - \frac{E_2}{E_1} = -\frac{p}{n} \frac{\omega_{n-2}}{\omega_{n-1}} \frac{B(n+1,p,n+1-2)}{B(\frac{n+1}{p},\frac{n+1}{p}-1)} < 0
\end{equation}
for $p < \frac{n+1}{2}$.

Consequently, if $\varepsilon$ and $\rho$ are sufficiently small, then
\begin{equation}
\frac{\|u\|_{W^1_p(\Omega)}}{\|u\|_{\rho,\Omega}} < 2^{-\frac{1}{p}} \frac{E_1^{1/p}}{D_1^{1/p}} = \frac{2^{-\frac{1}{p}}}{K(n,p)}.
\end{equation}

Similarly, the inequality
\begin{equation}
\lambda_2(n,p,\Omega) < \frac{2^{-\frac{1}{p}}}{K(n,p)}
\end{equation}
is valid for $p = \frac{n+1}{2}$. By continuity, it is also valid for $p < \frac{n+1}{2} + \beta$ with some $\beta > 0$.

Applying Proposition 7.1 we complete the proof.

\begin{remark}
For $n \geq 3$ and $p = 2$ this result was proved in [AM, W].
\end{remark}

Now consider the image $\Omega(\varkappa)$ of $\Omega$ under the dilation with coefficient $\varkappa$. For an arbitrary bounded domain $\Omega \subset \mathbb{R}^n$ with a strictly Lipschitz boundary, and for any $1 < p < n$, the infimum in (II) is attained on $\Omega(\varkappa)$ if $\varkappa$ is sufficiently small, as in the case of a manifold. For large $\varkappa$, in general, the smoothness of $\partial \Omega$ is essential.

\begin{theorem}
Let $n \geq 2$, let $\Omega$ be a polyhedron in $\mathbb{R}^n$, and let $1 < p < n$. Then there exists $\varkappa^* > 0$ such that for $\varkappa > \varkappa^*$ the infimum in (II) is not attained on $\Omega(\varkappa)$.
\end{theorem}

\begin{proof}
An equivalent statement for $\Omega = \mathbb{T}^n$ was proved in [Dr] Theorem 2. We follow the idea of [Dr] but simplify the arguments considerably.

Put $\lambda_{2,\varkappa} = \lambda_2(n,p,\Omega(\varkappa))$. Let $x_0$ be a polyhedron vertex with the smallest solid angle $\Psi$. In [NShch] Proposition 1.2 it was shown that the function $w_\varkappa(r)$ defined in (2) with $r = |x - x_0|$ satisfies
\begin{equation}
\lim_{\varepsilon \to 0} \frac{\|w_\varkappa\|_{W^1_p(\Omega)}}{\|w_\varkappa\|_{\rho,\Omega}} = \frac{\phi^{\frac{1}{p}}}{K(n,p)},
\end{equation}
where $\phi = \frac{\Psi}{\omega_{n-1}}$. Therefore,
\begin{equation}
\lambda_{2,\varkappa} \leq \frac{\phi^{\frac{1}{p}}}{K(n,p)}.
\end{equation}

Suppose that there exists an unbounded sequence of $\varkappa$’s such that the infimum in (II) on $\Omega(\varkappa)$ is attained. Then, by a standard argument, the corresponding minimizers $u_\varkappa$ are positive on $\Omega(\varkappa)$. Consider the functions $v_\varkappa(x) = C(\varkappa)u_\varkappa(x)$ on $\Omega$, with $C(\varkappa)$ given by the normalization condition $\|v_\varkappa\|_{p,\Omega} = 1$. Then $v_\varkappa$ is a solution of the Neumann problem for the Euler equation
\begin{equation}
-\Delta_p v_\varkappa + \varkappa^p \cdot v_\varkappa^{p-1} = \lambda_{2,\varkappa}^p \cdot v_\varkappa^{p-1}.
\end{equation}

There is no loss of generality in assuming that $v_\varkappa \to v$ in $W^1_p(\Omega)$. Multiplying (55) by $v_\varkappa$ and integrating over $\Omega$, we obtain
\begin{equation}
\|\nabla v_\varkappa\|_{p,\Omega} + \varkappa^p \cdot \|v_\varkappa\|_{p,\Omega} = \lambda_{2,\varkappa}^p,
\end{equation}
and (54) implies $v = 0$. Arguing as in the proof of Theorem 2.2 in [LPT], we deduce that $\|v_\varkappa\|_{p,\Delta(\delta(x - x_0))}$ for any given $\rho > 0$.
Put \( \eta(x) = \eta(r) = 1 - \varphi(r) \), where \( \varphi \) is the function defined in (41), and \( r = |x - x_0| \).

For the function \( w = \eta v_{n-1}^\rho \), \( s \in [1, \frac{n}{n-p}], \) we write the limit embedding theorem:

\[
\|w\|_{p_r, \Omega}^p \leq C \left( \|\nabla w\|_{p_r, \Omega}^p + \|w\|_{p, \Omega}^p \right).
\]

Using the inequality \((a + b)^p \leq 2^p(a^p + b^p)\) and estimating \( \nabla w \), we get

\[
\|w\|_{p_r, \Omega}^p \leq C(s) \int_\Omega \eta^p v_{n-1}^s |\nabla v_{n-1}^\rho| dx + C \int_\Omega v_{s+p-1} dx.
\]

To bound the first term on the right in (58), we multiply \( (55) \) by \( \eta v_{n-1}^\rho \) and integrate over \( \Omega \). Omitting a positive term, we obtain

\[
s \int_\Omega \eta^p v_{n-1}^s |\nabla v_{n-1}^\rho| dx + p \int_\Omega v_{n-1}^s \eta^{p-1} |\nabla v_{n-1}^\rho| \nabla \eta \nabla v_{n-1}^\rho \rangle dx
\]

\[
= - \int_\Omega \eta^p v_{n-1}^s \Delta v_{n-1}^\rho dx \leq \lambda_{2, n}^p \int_\Omega \eta^p v_{s+p-1} dx,
\]

whence, by (54),

\[
\|w\|_{p_r, \Omega}^p \leq C(s) \int_\Omega \eta^p v_{n-1}^s |\nabla v_{n-1}^\rho| dx + C \int_\Omega v_{s+p-1} dx.
\]

The Hölder inequality yields

\[
\int_\Omega \eta^p v_{n-1}^s |\nabla v_{n-1}^\rho| dx = \int_{\Omega \setminus B_{\rho}(x_0)} \eta^p v_{n-1}^s |\nabla v_{n-1}^\rho| dx
\]

\[
\leq \|w\|_{p_r, \Omega}^p \cdot \|v_{n-1}^\rho\|_{p_r, \Omega \setminus B_{\rho}(x_0)}^{p-s}.
\]

Therefore, by (60),

\[
\left[ 1 - C(s) \|v_{n-1}^\rho\|_{p_r, \Omega \setminus B_{\rho}(x_0)}^{p-s} \right] \cdot \|w\|_{p_r, \Omega}^p \leq C(s) \|v_{n-1}^s\|_{p_r, \Omega \setminus B_{\rho}(x_0)}^{p-1} \|\nabla v_{n-1}^\rho\|_{p_r, \Omega}^{p-1} + C \int_\Omega v_{s+p-1} dx.
\]

Relation (57) implies that, for any fixed \( s \), the expression in square brackets exceeds \( 1/2 \) if \( \rho \) is sufficiently large. Moreover, since \( s < \frac{n}{n-p} \), we have

\[
s + p - 1 < p^* \quad \text{and} \quad sp < p^*.
\]

Since \( v_{n-1}^\rho \rightarrow 0 \) in \( W_p^1(\Omega) \), it follows that \( \|v_{n-1}^\rho\|_{s+p-1, \Omega} \rightarrow 0 \) and \( \|v_{n-1}^s\|_{sp, \Omega} \rightarrow 0 \). By (61), we have \( \|w\|_{p_r, \Omega} \rightarrow 0 \), whence \( \|v_{n-1}^\rho\|_{p^*+\epsilon, \Omega \setminus B_{\rho}(x_0)} \rightarrow 0 \) as \( \rho \rightarrow \infty \), for some \( \epsilon > 0 \).

Now, in the same way as in \[LPT\] Chapter IV, Theorem 7.1, we check that

\[
\sup_{\Omega \setminus B_{\rho}(x_0)} v_{n-1}^\rho \rightarrow 0, \quad \rho \rightarrow \infty,
\]

for any \( \rho > 0 \).

Set \( \varphi_2(r) = \varphi(\frac{r}{2}) \). Since in a neighborhood of \( x_0 \) the boundary \( \partial \Omega \) is a conical surface, Theorem 2.1 in \[LPT\] shows that

\[
\|\varphi_2 v_{n-1}^\rho\|_{p^*, \Omega} \leq \frac{K(n, p)}{\rho^{1/n}} \cdot \|\nabla (\varphi_2 v_{n-1}^\rho)\|_{p, \Omega}
\]

if \( \rho \) is sufficiently small. Then inequality (55) and the normalization of \( v_{n-1}^\rho \) yield

\[
\|v_{n-1}^\rho\|_{p_r, \Omega \cap B_{\rho}(x_0)}^p \leq \|v_{n-1}^\rho\|_{p_r, \Omega \cap B_{\rho}(x_0)}^p \leq \frac{K(n, p)}{\rho^{1/n}} \cdot \|\nabla v_{n-1}^\rho\|_{p, \Omega} + C \left[ \|v_{n-1}^\rho\|_{p_r, \Omega} + \|v_{n-1}^\rho\|_{p_r, \Omega \setminus B_{\rho}(x_0)} \right].
\]
Substituting \( \| \nabla v_\varepsilon \|_{p, \Omega}^p \) from (60) and recalling (54), we obtain
\[
x^p K(n, p)^{p/n} \| v_\varepsilon \|_{p, \Omega}^p \leq 1 - \| v_\varepsilon \|_{p, \Omega \setminus B_\rho(x_0)}^p + C \left( \| v_\varepsilon \|_{p, \Omega} + \| \nabla v_\varepsilon \|_{p, \Omega \setminus B_\rho(x_0)} \right),
\]
whence
\[
(63) \quad x^p K(n, p)^{p/n} \leq \frac{\| v_\varepsilon \|_{p, \Omega \setminus B_\rho(x_0)}^p}{\| v_\varepsilon \|_{p, \Omega}} + C \left( \frac{\| \nabla v_\varepsilon \|_{p, \Omega \setminus B_\rho(x_0)}}{\| v_\varepsilon \|_{p, \Omega}} \right)^{p-1} + C.
\]

By (62), we have
\[
(64) \quad \frac{\| v_\varepsilon \|_{p, \Omega \setminus B_\rho(x_0)}^p}{\| v_\varepsilon \|_{p, \Omega}} \leq \sup_{\Omega \setminus B_\rho(x_0)} v_\varepsilon^{p-p} \to 0, \quad \varepsilon \to \infty.
\]

To bound the second term on the right in (63), we put \( s = 1 \) in (63). Recalling (54), we see that
\[
\| \eta \nabla v_\varepsilon \|_{p, \Omega} \leq C \left( \| v_\varepsilon \|_{p, \Omega} \| \eta \nabla v_\varepsilon \|_{p, \Omega}^{p-1} + \| v_\varepsilon \|_{p, \Omega \setminus B_\rho(x_0)} \right),
\]
whence, by (64),
\[
\left( \frac{\| \eta \nabla v_\varepsilon \|_{p, \Omega}}{\| v_\varepsilon \|_{p, \Omega}} \right)^p \leq C \left( \frac{\| \eta \nabla v_\varepsilon \|_{p, \Omega}}{\| v_\varepsilon \|_{p, \Omega}} \right)^{p-1} + o(1), \quad \varepsilon \to \infty.
\]
Therefore,
\[
\frac{\| \nabla v_\varepsilon \|_{p, \Omega \setminus B_\rho(x_0)}}{\| v_\varepsilon \|_{p, \Omega}} \leq \frac{\| \eta \nabla v_\varepsilon \|_{p, \Omega}}{\| v_\varepsilon \|_{p, \Omega}} \leq C.
\]
Thus, inequality (63) leads to a contradiction if \( \varepsilon \) is sufficiently large. This completes the proof.

Remark 8. In the case where \( n \geq 3 \), \( p = 2 \), and \( \Omega \) is a rectangular parallelepiped, this result was proved in [Lin, Theorem 1.2], by using subtle properties of the solution of the corresponding boundary value problem.

Remark 9. Under the assumptions of Theorem 7.1 let \( p > 2 \) (this is possible only for \( n \geq 3 \)). Then the arguments in Corollary 4.1 show that the Neumann problem for equation (33) has a nonconstant positive solution in \( \Omega \).

In [NShch] it was proved that, for \( 1 < p \leq 2 \) and small \( \varepsilon \), the minimizer of (II) on \( \Omega(\varepsilon) \) is a constant function, and that for large \( \varepsilon \) it cannot be constant. Therefore, for \( 1 < p \leq \min\{2, \frac{n+1}{2}\} \) the Neumann problem for equation (33) has a nonconstant positive solution in \( \Omega(\varepsilon) \) provided that \( \varepsilon \) is sufficiently large.

7.2. The Sobolev–Poincaré inequality.

Theorem 7.3. Let \( n \geq 2 \), and let \( \Omega \subset \mathbb{R}^n \) be a bounded domain with \( \partial \Omega \) of class \( C^2 \). Then, for some \( \beta > 0 \) and all \( 1 < p < \frac{n+1}{n} + \beta \), the infimum in (III) is attained.

Proof. 1. Suppose \( p > \frac{2n}{n+1} \). Let \( x_1 \in \partial \Omega \) be a point with positive mean curvature, and let \( x_2 \) be another point of the boundary. We define functions \( u_1 \) and \( u_2 \) as in the proof of Theorem 5.1. Choosing \( \rho_1 \) and \( \rho_2 \) such that the supports of \( u_1 \) and \( u_2 \) are disjoint, we use formula (35) to introduce a function \( u \) with zero mean.

Inequalities (22) and (30) lead to the following estimate:
\[
(65) \quad \int_{\Omega} |\nabla u|^p \, dx \leq \begin{cases} \frac{1}{2} E \varepsilon_1^2 \left( \frac{1}{p} - 2 \right) - \tilde{E}_2(H(x_1) + o_1(1)) \varepsilon_1^{1-\frac{1}{p}} + C(\rho_1, \rho_2, \varepsilon_2) & \text{if } p < \frac{n+1}{2}, \\
\frac{1}{2} E \varepsilon_1^{1-\frac{1}{p}} - C(H(x_1) + o_1(1)) \ln \varepsilon_1^{1-\frac{1}{p}} + C(\rho_1, \rho_2, \varepsilon_2) & \text{if } p = \frac{n+1}{2}.
\end{cases}
\]
Combining (65), (23), and (33) and assuming that \( \varepsilon_1 \) and \( \rho_1 \) are sufficiently small, we conclude that the inequality
\[
(66) \quad \lambda_3(n, p, \Omega) < \frac{2^{-\frac{\beta}{\rho^*}}}{K(n, p)}
\]
is true for \( p \leq \frac{n+1}{2} \). By continuity, it is also valid for \( p < \frac{n+1}{2} + \beta \) with some \( \beta > 0 \).

2. Now, suppose that \( 1 < p \leq \frac{2n}{n+1} \). Let \( x_0 \in \partial \Omega \) be a point with positive mean curvature. We define \( \tilde{u} \) as in (33), and put \( \rho = \varepsilon_\gamma \) with some \( \gamma \in (0, \gamma^{**}) \), where
\[
(67) \quad \gamma^{**} = \frac{1}{p'} \left( 1 - \frac{(p-1)}{n-p} \right).
\]
Relation (68) implies
\[
\int_{\Omega} \tilde{u}^p \, dx \geq \frac{1}{2} D_1 \varepsilon^{-\frac{p}{p'}} - \tilde{D}_2(H(x_0) + o_\varepsilon(1)) \varepsilon^{-\frac{p}{p'} + \frac{\beta}{p'}} - C\varepsilon^{-\gamma \frac{p}{p'}}.
\]
Immediate calculations show that
\[
-\gamma^{**} \frac{n}{p-1} > -\frac{n}{p} + \frac{1}{p'}.
\]
Hence, for \( \gamma \in (0, \gamma^{**}) \),
\[
(68) \quad \int_{\Omega} \tilde{u}^p \, dx \geq \frac{1}{2} D_1 \varepsilon^{-\frac{p}{p'}} - \tilde{D}_2(H(x_0) + o_\varepsilon(1)) \varepsilon^{-\frac{p}{p'} + \frac{\beta}{p'}}.
\]
Furthermore, (22) implies the estimate
\[
\int_{\Omega} |\nabla \tilde{u}|^p \, dx \leq \frac{1}{2} E_1 \varepsilon^{1-\frac{p}{p'}} - \tilde{E}_2(H(x_0) + o_\varepsilon(1)) \varepsilon^{1-\frac{p}{p'} + \frac{\beta}{p'}} + C\varepsilon^{-\gamma \frac{p}{p'}}.
\]
By direct calculations, we have
\[
-\gamma^{**} \frac{n-p}{p-1} = 1 - \frac{n}{p} + \frac{1}{p'}.
\]
Consequently, for \( \gamma \in (0, \gamma^{**}) \) we obtain
\[
(69) \quad \int_{\Omega} |\nabla \tilde{u}|^p \, dx \leq \frac{1}{2} E_1 \varepsilon^{1-\frac{p}{p'}} - \tilde{E}_2(H(x_0) + o_\varepsilon(1)) \varepsilon^{1-\frac{p}{p'} + \frac{\beta}{p'}}.
\]
Now, let \( u \) be the function with zero mean defined by formula (42). Arguing as in the proof of (43), we see that
\[
(70) \quad \|u\|_{p^*} \geq \left( \frac{D_1}{2} \right)^{\frac{1}{p'}} \varepsilon^{-\frac{p}{p'}} \times \left\{ \begin{array}{ll}
1 - \frac{2D_2}{pD_1} ^{(p-1)}(H(x_0) + o_\varepsilon(1)) \varepsilon^{1-\frac{p}{p'} + \frac{\beta}{p'}} + C\varepsilon^{-\gamma \frac{p}{p'}} & \text{if } 1 < p < \frac{2n}{n+1}, \\
1 - \frac{2D_2}{pD_1}^n(H(x_0) + o_\varepsilon(1)) \varepsilon^{1-\frac{p}{p'} + \frac{\beta}{p'}} + C\varepsilon^{-\gamma \frac{p}{p'}}(1 + \ln \varepsilon^{-\frac{1}{p'}}) & \text{if } p = \frac{2n}{n+1}.
\end{array} \right.
\]
Direct computations show that the inequality
\[
\frac{n}{pp^*} + \frac{\gamma n}{p^*} + \frac{np + p - 2n}{p} > \frac{1}{p'}
\]
is true for \( p > 1 \) and \( \gamma > 0 \). Hence, by (70),
\[
(71) \quad \|u\|_{p^*} \geq \left( \frac{D_1}{2} \right)^{\frac{1}{p'}} \varepsilon^{-\frac{p}{p'}} \left( 1 - \frac{2p}{p^*} \frac{D_2}{pD_1} ^{(p-1)}(H(x_0) + o_\varepsilon(1)) \varepsilon^{\frac{1}{p'}} \right).
\]
Using relations (71), (69), and (33) and taking \( \varepsilon \) sufficiently small, we see that in this case inequality (66) is also true. Applying Proposition (71) we complete the proof. \( \square \)
7.3. An inequality for the best approximation by a constant.

Theorem 7.4. Let \( n \geq 2 \), and let \( \Omega \subset \mathbb{R}^n \) be a bounded domain with \( \partial \Omega \) of class \( C^2 \). Then the infimum in (IV) is attained if

\[
1 < p < \max\{p_1, p_2\},
\]

where

\[
\tilde{p}_1 = \frac{1}{2} \cdot (3n + 1 - \sqrt{5n^2 + 2n + 1}),
\]

\[
\tilde{p}_2 = \frac{1}{2(3n + 2)} \cdot (n^2 + 3n + 1 + \sqrt{n^2 + 6n^3 - n^2 - 2n + 1}).
\]

Remark 10. The exponents \( \tilde{p}_1 \) and \( \tilde{p}_2 \) are monotone functions of \( n \) with linear growth for large \( n \). Moreover, for \( 2 \leq n \leq 8 \) these exponents satisfy \( 1 \leq \tilde{p}_1 < \tilde{p}_2 \), while for \( n \geq 9 \) they satisfy \( 1 < \tilde{p}_2 < \tilde{p}_1 \).

Proof. As in the proof of Theorem 6.1 we modify the function (3) to satisfy (46) in two ways; the first way works for \( 1 < p < \tilde{p}_1 \), while the second works for \( 1 < p < \tilde{p}_2 \).

The first way. Let \( x_1 \in \partial \Omega \) be a point with positive mean curvature, and let \( x_2 \) be another point of the boundary. We define functions \( u_1 \) and \( u_2 \) as in the proof of Theorem 6.1. We choose \( \rho_1 \) and \( \rho_2 \) such that the supports of \( u_1 \) and \( u_2 \) are disjoint, and put \( \varepsilon_2 = \varepsilon_1^* \) with some \( \gamma \in (0, 1) \).

Let \( u \) be the function defined by formula (47); then \( u \) satisfies (46). Relations (22) and (48) imply the estimate

\[
\int_{\Omega} |\nabla u|^p \, dx \leq \frac{1}{2} E_1 \varepsilon_1^{1 - \frac{n}{p}} - \tilde{E}_2(H(x_1) + o_{\rho_1}(1))\varepsilon_1^{1 - \frac{n}{p} + \frac{1}{p'}} + C\varepsilon_1^{(\gamma - 1)\frac{n}{p'} + \gamma(\gamma - \frac{2}{p'})\left(1 + o_{\varepsilon_1}(1)\right)}
\]

for \( p < \frac{4}{4 - \gamma} \).

Immediate calculations show that if \( n \geq 2 \) and \( 1 < p < \tilde{p}_1 \), then the inequality

\[
(\gamma - 1)\frac{p}{p' - 1} + \gamma\left(1 - \frac{n}{p}\right) > 1 - \frac{n}{p} + \frac{1}{p'}
\]

is true for \( \gamma = 0 \), and therefore, for some \( \gamma > 0 \). Choosing such a \( \gamma \) and combining (72), (23), and (43), we see that

\[
\frac{\|\nabla u\|_p}{\|u\|_{p'}} < \frac{2^{-\frac{1}{p'}}}{K(n, p)}
\]

if \( \varepsilon_1 \) and \( \rho_1 \) are sufficiently small.

The second way. Let \( x_0 \in \partial \Omega \) be a point with positive mean curvature. We take \( \tilde{u} \) as in (3) and put \( \rho = \varepsilon_1^* \) with some \( \gamma \in (0, \gamma^{**}) \), where \( \gamma^{**} \) is defined in (67).

Now we construct the function \( u = \tilde{u} - C_\varepsilon \), choosing a constant \( C_\varepsilon \) so as to ensure (46). By (20), we have \( C_\varepsilon \leq C \varepsilon^{-\frac{n}{p' - 1}} \). Using (48) and arguing as in the proof of (46), we get

\[
\|u\|_{p'} \geq \left(\frac{D_1}{2}\right)^{\frac{1}{p'}} \varepsilon^{-\frac{n}{p'}} \left(1 - \frac{2D_2}{p'\rho} (H(x_0) + o_{\varepsilon}(1))\varepsilon^{\frac{1}{p'}} - C \cdot \varepsilon^{-\frac{n}{p'} + \gamma(1 - \frac{2}{p'})\varepsilon^{-\frac{1}{p' - 1}}} \right).
\]

Direct computations show that for \( n \geq 2 \) and \( 1 < p < \tilde{p}_2 \) the inequality

\[
\frac{n}{pp^*} + \gamma \frac{n}{p'} - \frac{1}{p' - 1} > \frac{1}{p'}
\]

is true for \( \gamma = \gamma^{**} \), and therefore, for some \( \gamma \in (0, \gamma^{**}) \). Choosing such a \( \gamma \) and combining (74), (69), and (53), we obtain (73) provided that \( \varepsilon \) is sufficiently small.

To complete the proof, it remains to apply Proposition 4.1. \[\square\]
Remark 11. Theorems 6.1, 6.3, and 6.4 are also valid for an arbitrary manifold \( \Omega \) with smooth boundary if \( \partial \Omega \) contains a point with positive mean curvature (with respect to the inward normal). The proofs need no modifications.

§8. Problems with singular weights

Let \( x_0 \in \Omega \). Consider the weighted Lebesgue space \( L_{q,\sigma}(\Omega) \) with the norm
\[
\|v\|_{q,\sigma,\Omega} = \|r^{\sigma-1}v\|_{q,\Omega},
\]
where \( r = \text{dist}_\Omega(x, x_0) \).

Dilation invariance implies that, for a fixed \( 0 \leq \sigma \leq 1 \), the critical exponent of the embedding \( W^1_p(\Omega) \hookrightarrow L_{q,\sigma}(\Omega) \) is equal to \( p^*_\sigma = \frac{np}{n-\sigma p} \). For the corresponding embedding theorem in \( \mathbb{R}^n \),
\[
\sup_{v \in C_0^\infty(\mathbb{R}^n) \setminus \{0\}} \frac{\|v\|_{p^*_\sigma,\mathbb{R}^n}}{\|\nabla v\|_{p,\mathbb{R}^n}} < \infty,
\]
the case of \( \sigma = 1 \) leads to the Sobolev inequality, while the case of \( \sigma = 0 \) provides the Hardy inequality. Therefore, (76) is often referred to as the Hardy–Sobolev inequality.

Lieb [Lb] proved that, for any \( 0 < \sigma < 1 \), for \( p = 2 \) and \( n \geq 3 \) the supremum in (76) is only attained on the radial functions
\[
w_{\varepsilon,\sigma}(r) = (\varepsilon + r^p \frac{\sigma^p}{n^p})^{-\frac{n}{n-\sigma p}}, \quad \varepsilon \in \mathbb{R}_+
\]
with noncompact support. In [GhY] this result was generalized to arbitrary \( 1 < p < n \).

The value of the supremum in (76) is equal to
\[
K(n, p, \sigma) = \omega_{n-1}^{\frac{n}{n-\sigma p}} \left( \frac{p-1}{n-p} \right)^{\frac{p}{2}} \left( \frac{p^*_\sigma}{\sigma p^*_\sigma} \right)^{\frac{n}{2}} \left( B\left( \frac{n}{\sigma p}, \frac{n}{\sigma p} + 1 \right) \right)^{-\frac{1}{2}}.
\]

Problems (I)–(IV) can be generalized naturally to the case of the embedding theorems \( W^1_p(\Omega) \hookrightarrow L_{p^*_\sigma}(\Omega) \). Namely, replace the norm \( \|\cdot\|_{p^*_\sigma,\Omega} \) in the denominators of the ratios (I)–(IV) by the norm \( \|\cdot\|_{p,\Omega} \) and denote the resulting problems by (I\(\sigma\))–(IV\(\sigma\)). Let \( \lambda_1(n, p, \sigma, \Omega), \ldots, \lambda_4(n, p, \sigma, \Omega) \) denote the infimum values in these problems.

Theorem 8.1. Let \( n \geq 2 \). Suppose that \( \Omega \) is an \( n \)-dimensional manifold with boundary. Let \( x_0 \notin \partial \Omega \) be a point with positive scalar curvature. Then, for any \( 0 < \sigma < 1 \) there exists \( \beta > 0 \) such that for \( 1 < p \leq \frac{n+2}{\sigma} + \beta \) the infimum in (I\(\sigma\)) is attained.

Let \( n \geq 5 \). Suppose that \( \Omega \) is an \( n \)-dimensional manifold without boundary. Let \( x_0 \) be a point with positive scalar curvature. Then, for any \( 0 < \sigma < 1 \) there exists \( \beta > 0 \) such that for \( 2 < p \leq \frac{n+4}{\sigma} + \beta \) the infimum in (II\(\sigma\)) is attained.

Let \( n \geq 3 \). Suppose that \( \Omega \) is an \( n \)-dimensional manifold without boundary. Let \( x_0 \) be a point with positive scalar curvature. Then, for any \( 0 < \sigma < 1 \) there exists \( \beta > 0 \) such that for \( 1 < p \leq \frac{n+2}{\sigma} + \beta \) the infimum in (III\(\sigma\)) is attained.

Proof. The statements of the theorem can be proved in the same way as Theorems 3.1, 4.1, and 5.1 respectively. An appropriate analog of Proposition 1.1 should be used, and the function \( w_{\varepsilon,\sigma}(r) \) defined in (8) should be replaced by the function \( w_{\varepsilon,\sigma}(r) \).

Theorem 8.2. For any \( \beta > 0 \), there exists \( \theta_* > 0 \) such that if \( \Omega \) is the spherical “hat” (28) and \( x_0 \) is the pole \( \theta = 0 \), then for \( p \geq \frac{n+4}{\sigma} + \beta \) and for any \( 0 < \sigma < 1 \) the infimum in (I\(\sigma\)) is not attained.

Proof. As in Theorem 8.2 the claim reduces to the fact that the function
\[
h_{\sigma}(\theta) = \frac{\sin^{\alpha+\mu-1}(\theta)}{\theta^\alpha} \cdot \int_0^\theta \sin^{-\mu}(t) \, dt = \left( \frac{\sin(\theta)}{\theta} \right)^\alpha \cdot h(\theta), \quad \alpha = \frac{n(1-\sigma)}{n-\sigma},
\]

is monotone decreasing. Since the first factor in (32) is monotone decreasing on \([0, \pi]\), inequality (22) implies the monotonicity of \(h_\sigma\).

**Theorem 8.3.** Let \(n \geq 2\), and let \(\Omega \subset \mathbb{R}^n\) be a bounded domain with strictly Lipschitz boundary. Suppose \(\partial \Omega\) is of class \(C^2\) in a neighborhood of a point \(x_0 \in \partial \Omega\) and \(H(x_0) > 0\). Then for any \(0 < \sigma < 1\) there exists \(\beta > 0\) such that for \(1 < p < \frac{n+1}{2} + \beta\) the infimum in (II\(\sigma\)) is attained.

Under the same assumptions, for any \(0 < \sigma < 1\) there exists \(\beta > 0\) such that for \(1 < p < \frac{n+1}{2} + \beta\) the infimum in (III\(\sigma\)) is attained.

**Proof.** The statements of the theorem can be proved by the same arguments as in the proof of Theorems 7.1 and 7.3 respectively. An appropriate analog of Proposition 7.1 should be used, and the function \(w_c(r)\) defined in (33) should be replaced by the function \(w_{c, \sigma}(r)\).

**Remark 12.** Theorem 8.3 is also true if \(\Omega\) is an arbitrary manifold with a strictly Lipschitz boundary.

**Remark 13.** Analogs of Theorems 6.1 and 7.4 for problem (IV\(\sigma\)) can be proved by the same method. However, for \(\sigma \neq 1\), the restrictions imposed on \(p\) turn out to be even “wilder”.

**Remark 14.** In [GhK], besides the problem of minimizing a functional under the zero Dirichlet boundary conditions, problem (II\(\sigma\)) was also considered in the case where \(\Omega\) is a domain \(\mathbb{R}^n, n \geq 3, x_0 \in \partial \Omega\), and \(p = 2\). Essentially, the technique of [GhK] is the same as that used in the present paper. The last part of [GhK] contains Theorem 5.4 (without proof); that theorem deals with the case of an arbitrary \(1 < p < n\). We conjecture that this statement is false without the additional requirement \(p < \frac{n+1}{2} + \beta\); under this assumption, it coincides with the first part of our Theorem 8.3.

§9. **Further generalizations**

When \(\Omega \subset \mathbb{R}^n\), we can consider the ratios (I)-(IV) with a more general definition of \(\|\nabla u\|_{p, \Omega}\). Namely, consider an arbitrary norm \(M(x)\) in \(\mathbb{R}^n\). Assume, for simplicity, that the function \(M\) is strictly convex in the nonradial directions, and that \(M \in C^1(\mathbb{R}^n \setminus \{0\})\). We denote by

\[
M_{\sigma}(x) = \sup_{M(\xi) \leq 1} \langle x, \xi \rangle = \sup_{\xi \neq 0} \frac{\langle x, \xi \rangle}{M(\xi)}
\]

the dual norm. In particular, if

\[
M(x) = |x|_q = \left( \sum_{k=1}^{n} |x_k|^q \right)^{\frac{1}{q}}, \quad 1 < q < \infty,
\]

then \(M_{\sigma}(x) = |x|_{q'}\).

Let \(\omega_{n-1,M}\) stand for the area of the unit sphere \(\{x \in \mathbb{R}^n : M(x) = 1\}\). In particular, for \(M(x) = |x|_q\) we have \(\omega_{n-1,M} = \omega_{n-1,q} = \frac{q(2\pi)^{\frac{n}{2}}}{\Gamma\left(\frac{n}{2}\right)}\).

Introducing an equivalent seminorm \(\|\nabla u\|_{p, M, \Omega}\) on \(W_p^1(\Omega)\) by

\[
\|\nabla u\|_{p, M, \Omega}^p = \int_{\Omega} M^p(\nabla u) \, dx,
\]

we replace \(\|\nabla u\|_{p, \Omega}\) in the numerators in (I)-(IV) by \(\|\nabla u\|_{p, M, \Omega}\). Furthermore, for \(0 < \sigma \leq 1\), we replace the norm \(\|\cdot\|_{p, \Omega}\) in the denominators by the weighted norm \(\|\cdot\|_{p_{**, \sigma, \Omega}}\), defined in (72) with \(r = M_{\sigma}(x - x_0)\); the resulting problems will be denoted...
Proposition 9.1. Let \( n \geq 2 \). Suppose \( \Omega \) is a bounded domain in \( \mathbb{R}^n \), \( 1 < p < n \), and \( 0 < \sigma \leq 1 \). For \( \sigma < 1 \) we assume in addition that \( x_0 \in \Omega \). Then the infimum in \((I_{\sigma, \mathcal{M}})\) is not attained, does not depend on \( \Omega \), and is equal to \( \frac{1}{K(n, p, \sigma, \mathcal{M})} \), where
\[
K(n, p, \sigma, \mathcal{M}) = \sup_{v \in C_0^\infty(\mathbb{R}^n) \setminus \{0\}} \frac{\|v\|_{L^p(\mathbb{R}^n)}^p}{\|\nabla v\|_{L^p(\mathbb{R}^n)}} = \left( \frac{\omega_{n-1}}{\omega_{n-1, M}} \right)^{\frac{1}{n}} \cdot K(n, p, \sigma).
\]

Proof. Without loss of generality, we may assume that \( x_0 = 0 \). Obviously, the dilation invariance of \((I_{\sigma, \mathcal{M}})\) implies that the infimum does not depend on \( \Omega \). For \( \sigma = 1 \), the supremum in \((79)\) was calculated in [AFTL Corollary 3.2] by using convex symmetrization. We note that the same statement was obtained in [CNV] by using the mass transportation approach (the generalized Monge-Kantorovich problem). In [AFTL] and [CNV] it was also shown that the supremum in \((79)\) is only attained on the functions \( w_\varepsilon(\rho) \) defined by \((2)\), with \( \rho = M_\varepsilon(x) \). For a bounded domain, this means that the infimum in \((I_{1, \mathcal{M}})\) is not attained. For \( \sigma < 1 \), arguing in the same way, we arrive at the function \( w_{\sigma, \varepsilon}(\rho) \) defined in \((77)\). \( \square \)

Corollary 9.1. Suppose that a bounded domain \( \Omega \) is situated in the half-space \( \{ x \in \mathbb{R}^n : \langle x \cdot \xi \rangle > 0 \} \) and \( \partial \Omega \) contains an open part \( \Gamma \) situated in the plane \( \langle x \cdot \xi \rangle = 0 \) and containing a point \( x_0 \). Let \( \mathcal{V} \) be the set of functions \( v \in W^1_p(\Omega) \) vanishing on \( \{ x \in \partial \Omega : \langle x \cdot \xi \rangle > 0 \} \).
Then the infimum of the ratio \((I_{\sigma, \mathcal{M}})\) over \( \mathcal{V} \) is not attained and is equal to \( \frac{2^{-\frac{\sigma}{2}}}{K(n, p, \sigma, \mathcal{M})} \).

Proof. It suffices to use the even reflection with respect to the plane \( \langle x \cdot \xi \rangle = 0 \) and to apply Proposition 9.1. \( \square \)

Proposition 9.2. Let \( n \geq 2 \), and let \( \Omega \) be a bounded domain in \( \mathbb{R}^n \) with \( \partial \Omega \) of class \( \mathcal{C}^2 \). For \( \sigma < 1 \), we assume in addition that \( x_0 \in \partial \Omega \). Suppose that for the infimum in \((II_{\sigma, \mathcal{M}}), (III_{\sigma, \mathcal{M}}), \) or \((IV_{\sigma, \mathcal{M}})\) we have
\[
\lambda_m(n, p, \sigma, \mathcal{M}, \Omega) < \frac{2^{-\frac{\sigma}{2}}}{K(n, p, \sigma, \mathcal{M})}.
\]
Then the infimum is attained.

Proof. This can be proved by arguments similar to those in [LPT Corollary 2.1] and involving Corollary 9.1. \( \square \)

Theorem 9.1. For problems \((II_{1, \mathcal{M}}), (III_{1, \mathcal{M}}), \) and \((IV_{1, \mathcal{M}})\), the respective statements of Theorems 7.1 7.3 and 7.4 are valid.

Proof. We define a point \( x_0 \) in the same way as in the proof of Theorem 7.1 and assume that \( x_0 \) coincides with the origin. When integrating a function that depends only on \( r = M_\sigma(x) \), for the volume form in a neighborhood of \( x_0 \) we have
\[
dx = \frac{1}{2} \left( \omega_{n-1,M}r^{n-1} - \text{Sp}(\mathcal{R}(x_0)\mathbb{M})r^n + o(r^n) \right) dr,
\]
where \( \mathcal{R}(x_0) \) stands for the curvature matrix of \( \partial \Omega \) at \( x_0 \), and \( \mathbb{M} \) denotes the second moment matrix of the intersection of the unit sphere \( \{ x \in \mathbb{R}^n : M_\sigma(x) = 1 \} \) and the tangent plane to \( \partial \Omega \) at \( x_0 \). Since both matrices are positive definite, the coefficient of \( r^n \) is negative.

Now the proofs of Theorems 7.1 7.3 and 7.4 can be repeated without changes, with the use of Proposition 9.2 instead of Proposition 7.1. \( \square \)

The next statement can be proved in a similar way.
Theorem 9.2. Let $x_0 \in \partial \Omega$. Suppose that $\mathcal{S}(\mathcal{R}(x_0)|M|) > 0$. Then the statement of Theorem 8.3 is true for problems $(II_{\sigma, M})$ and $(III_{\sigma, M})$ with $0 < \sigma < 1$.

Theorems 9.1 and 9.2 imply the solvability of the Euler equations for the corresponding functionals with the natural boundary conditions. Using a suitable normalization, these equations and boundary conditions can be written as follows:

\begin{equation}
\begin{cases}
-\Delta_{p, M}u = r^{(\sigma-1)p^*_\sigma}|u|^{p^*_\sigma-2}u - |u|^{p-2}u & \text{for } (II_{\sigma, M}), \\
-\Delta_{p, M}u = r^{(\sigma-1)p^*_\sigma}|u|^{p^*_\sigma-2}u - C & \text{for } (III_{\sigma, M}), \\
-\Delta_{p, M}u = r^{(\sigma-1)p^*_\sigma}|u|^{p^*_\sigma-2}u & \text{for } (IV_{\sigma, M});
\end{cases}
\end{equation}

Here

$$\Delta_{p, M}u = \text{div} \left( \mathcal{M}^{p^{-1}}(\xi) \nabla \mathcal{M}(\xi) \right)_{\xi = \nabla u}$$

is the generalized $p$-Laplacian generated by $\mathcal{M}$. In particular, for $\mathcal{M}(x) = |x|^q$ we have

$$\Delta_{p, M}u = \Delta_{p, q}u \equiv \sum_{j=1}^n (|\nabla u|_q^{p-2} u x_j |^{q-2} u x_j )_{x_j}.$$ 

Observe that $\Delta_{p,2}$ is the usual $p$-Laplacian, and $\Delta_{p,p}$ is the so-called pseudo-$p$-Laplacian (see, e.g., BK and IK). The properties of solutions of the Dirichlet problem for equations with the general operator $\Delta_{p, M}$ and a subcritical right-hand side were studied in BFK.

Remark 15. The statements of Remark 8.1 remain true for the first boundary value problem in (80) with $\sigma = 1$.

Theorem 9.3. Let $n \geq 2$, let $\Omega$ be the flat torus $T^n$ or a polyhedron in $\mathbb{R}^n$, and let $1 < p < n$. Then there exists $\kappa^* > 0$ such that for $\kappa > \kappa^*$ the infimum in $(II_{1, M})$ on $\Omega(\kappa)$ is not attained.

Proof. In the case of a polyhedron, the proof of Theorem 7.2 works without any modifications. The proof for the torus is similar. \qed
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