GEOMETRY AND ANALYSIS IN NONLINEAR SIGMA MODELS

D. AUCKLY, L. KAPITANSKI, AND J. M. SPEIGHT

Abstract. The configuration space of a nonlinear sigma model is the space of maps from one manifold to another. This paper reviews the authors’ work on nonlinear sigma models with target a homogeneous space. It begins with a description of the components, fundamental group, and cohomology of such configuration spaces, together with the physical interpretations of these results. The topological arguments given generalize to Sobolev maps. The advantages of representing homogeneous-space-valued maps by flat connections are described, with applications to the homotopy theory of Sobolev maps, and minimization problems for the Skyrme and Faddeev functionals. The paper concludes with some speculation about the possibility of using these techniques to define new invariants of manifolds.
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§1. Introduction

Physicists have used variational principles to describe physical phenomena for a long time. The classical trajectories of a system are modeled as the stationary points of an action functional. The quantum behavior of the system may be modeled in one of two frameworks: Lagrangian or Hamiltonian. The Lagrangian framework involves path integrals of an exponential of the action functional. This has proved to be a very powerful tool for physical modeling and mathematical inspiration. The Hamiltonian point of view is better understood mathematically, but there is still work to be done along these lines [28].
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The first case studied via a variational principle is the motion of a point particle on some configuration manifold. The static configurations are the critical points of a potential energy, and the classical trajectories are described by a nonlinear system of ordinary differential equations. These equations are the Euler–Lagrange equations of the action functional. The second case treats fields such as the electro-magnetic field. A field is a function on a manifold or, more generally, a section of a vector bundle over the manifold. The classical dynamics of a field is described by a generally nonlinear system of partial differential equations (the \( U(1) \) Yang–Mills equations for electromagnetic fields, or the \( SU(2) \times U(1) \) Yang–Mills equations for electroweak fields). These equations are the Euler–Lagrange equations of a certain functional. Quantum field theory is the quantum version of this second case. Physicists now hedge their bets by speaking of effective field theories. By this they acknowledge that quantum field theories produce very accurate predictions, but are possibly not the correct theories to describe the universe. They argue that in certain limiting conditions one quantum field theory will accurately model physical behavior, whereas in other limiting conditions some other quantum field theory will provide the accurate model. It is reasonable to expect that, under certain limiting conditions, fields will take values close to the critical points of the potential energy. If the potential energy is invariant under a group action, then the set of critical points will be the union of several orbits of the group action. It is well known that an orbit of a smooth group action is diffeomorphic to a coset space \( G/H \). In this situation, the basic objects to be considered are maps from a manifold to some nonlinear space (the critical points of the potential energy). This is the usual origin of nonlinear sigma models.

A nonlinear sigma model is a model with a configuration space consisting of maps from one manifold \( M \), which represents space, to some target manifold \( N \) (see \( \$6 \)). Techniques from the geometry of manifolds can shed light on the behavior of nonlinear sigma models, and it is possible that nonlinear sigma models may prove to be useful tools for the study of the geometry of manifolds.

In this paper, we shall discuss some geometric and analytical techniques that have been useful in the study of two nonlinear sigma models. In \( \$2 \) we consider the topology of the relevant configuration spaces. In \( \$3 \), we discuss analytical issues related to these models.

\section{Topology of configuration spaces}

Mathematically, the challenges within the study of nonlinear sigma models arise because the target is not a linear or convex space. The topology of the target allows one to consider different types of constraints in an optimization problem. These constraints are an integral feature of the model. For example, it is common to look for a minimizer of a functional in a fixed homotopy class. If the homotopy class is not constrained, it may be that a constant map will minimize the functional.

In fact, many different but related configuration spaces can be considered. We shall concentrate on two general types of configuration spaces: maps into Lie groups and maps into \( S^2 \). Let \( M \) be a compact, oriented 3-manifold and \( G \) any Lie group. Then the first configuration space we consider is the space of continuous maps \( M \rightarrow G \) that send a chosen base point \( x_0 \in M \) to the unit element \( 1 \in G \). This space is denoted by \( G^M \). The second configuration space is \( (S^2)^M \).

In this section, we shall give configuration spaces the compact open topology. In practice, some Sobolev topology depending on the energy functional is probably appropriate. The issue of checking the algebraic topology arguments given for classes of Sobolev maps is interesting. We shall address this issue in the next section. The study of the algebraic
topology of these spaces is motivated by the physical interpretation of the nonlinear sigma model. More detailed physical and geometric interpretations of the topological results in this section may be found in [5].

2.1. Components of the configuration space. The Skyrme model has been viewed as a model of several different systems. In one case, it was applied to model nucleons: the protons and neutrons in the center of an atom. The space is assumed to be $\mathbb{R}^3$ (this is reasonable when we are modeling the nucleus of an atom). The fields are taken to be maps into $\text{Sp}(1)$, the group of unit quaternions. In order to have finite energy, the gradient of such a map must have finite $L^2$ norm. It is natural, therefore, to impose the boundary condition that the fields approach a constant value as $|x| \to \infty$, where $x$ denotes the position in space. We may choose this boundary value to be 1 without loss of generality. So, we take our configuration space to be $\text{Sp}(1) \times S^3$. This is the space of base point preserving maps from $S^3$ to $\text{Sp}(1)$. Notice that topologically $\text{Sp}(1)$ is $S^3$.

The homotopy classes of maps from $S^3$ to $\text{Sp}(1)$ are classified by an integer degree. The energy minimizer in the degree 0 class is precisely the constant map, or the vacuum, in physicists’ language.

Linearizing the field equations about the vacuum, we obtain a wave equation for a field taking values in $\mathfrak{sp}(1) \cong \mathbb{R}^3$. Traveling wave solutions of this wave equation represent the $\pi^+$, $\pi^-$, and $\pi^0$ mesons, which transmit the strong nuclear force between nucleons. Upon quantization, the Fourier coefficients of a general solution of the wave equation become the pion creation and annihilation operators of the theory. Particles of these kinds are called the “perturbative quanta” of quantum field theory, and in most theories, they are the only particles present (for example, electrons, positrons, and photons are the perturbative quanta of quantum electrodynamics). For an introductory account of the dynamics of perturbative quanta, see [24]. What makes the Skyrme model particularly interesting is that it possesses extra particle degrees of freedom, beyond its perturbative quanta. The neutron and proton appear in the model as the degree 1 minimizers of the energy functional. More precisely, they are the lowest energy quantum states built on top of a degree 1 minimizer. Deciding which states are protons and which neutrons is a matter of convention, since the theory models only the strong nuclear force, which is insensitive to this distinction (in physicists’ language, it is isospin invariant). So the quantum ground state in the degree 1 sector represents a static nucleon. There are Lorentz boosted versions of this state representing a moving nucleon. The higher energy quantum states represent a composite of a nucleon and some number of pions, the more pions, the higher the excitation. There is a fundamental dichotomy between the perturbative quanta (pions) and the topological solitons (nucleons). The number of nucleons is given, as we shall argue shortly, by the degree of the sector on which the quantum wavefunctional has its support. The number of pions is given by the position of the quantum wavefunctional on a ladder of energy eigenstates, analogous to the energy ladder of the simple harmonic oscillator. This scheme is called semiclassical quantization, and is treated in detail for somewhat simpler systems than the Skyrme model in [26].

We return to the physical interpretation of the degree. Quantum states built on degree $B$ minimizers are taken to represent bound states of $B$ nucleons, that is, nuclei of atomic mass $B$. If the degree 1 minimizers themselves are viewed as nucleons, the particles are smeared out over space. There are several ways to define the center of such a particle. We could take it to be the position of maximum energy density, or maximum particle number density (the latter being the inner product of the volume form on space with the pull-back of the volume form on $\text{Sp}(1)$). One simple and useful choice is to take the particle to be centered where its field differs most from its boundary value. In other words, we imagine a point in space mapped to $-1$ to be the center
of a particle. The field may be thought of as a smooth bump with support near such a point. The field could also appear as several bump functions representing several particles. There is an orientation in this situation, and the positively oriented bumps may be regarded as particles and the negatively oriented bumps may be regarded as antiparticles. The degree may be computed as the signed count of inverse images of a regular value. Since these images represent the nucleons and antinucleons, we see that the degree $B$ is the net nucleon number of the field. (Actually, the quantum states built on the degree 1 minimizer represent a class of matter particles collectively called baryons, the higher excited states being somewhat exotic. For this reason, the degree of a field is called its baryon number in the Skyrme model literature.) The path components of the configuration space consist of all maps with a fixed degree. Notice that it is possible to create or cancel particle-antiparticle pairs and stay within the same path component. It is desirable to have a functional that will force the trajectories to stay in a fixed path component. This corresponds to a conservation law: there can be no net change in the number of particles. It is exactly these considerations that led physicists to ask about the homotopy classification of maps from one space to another. In the case with Lie group target we have the following result from [1].

**Proposition 1.** Let $G$ be a compact Lie group and $M$ a connected, closed 3-manifold. The set of path components of $G^M$ is

$$G^M/(G^M)_0 \cong H^3(M; \pi_3(G)) \times H^1(M; H_1(G)).$$

In the case of Lie-group-valued maps, the configuration space has the structure of a topological group, so the space of path components is also a group. It would be nice to understand the group structure. The reason the above proposition only describes the set of path components is that in [1] Auckly and Kapitanski only established an exact sequence

$$0 \to H^3(M; \pi_3(G)) \to G^M/(G^M)_0 \to H^1(M; H_1(G)) \to 0.$$

To understand the group structure on the set of path components, one would have to understand a bit more about this sequence (e.g., does it split?). This is one of the open questions that needs to be addressed. There is a similar result for free maps (see [1]).

The homotopy classification of either based or free maps from a 3-manifold (3-complex in fact) to $S^2$ was worked out by Pontryagin many years ago, [25].

**Theorem 2.** Let $M$ be a closed, connected, oriented 3-manifold, and let $\mu_{S^2}$ be a generator of $H^2(S^2; \mathbb{Z}) \cong \mathbb{Z}$. With any based map $\varphi$ from $M$ to $S^2$, one may associate the cohomology class $\varphi^*\mu_{S^2} \in H^2(M; \mathbb{Z})$. Every second cohomology class may be obtained from some map, and any two maps with different cohomology classes lie in distinct path components of $(S^2)^M$. Furthermore, the set of path components corresponding to a cohomology class $\alpha \in H^2(M)$ is in bijective correspondence with $H^3(M)/(2\alpha \sim H^3(M))$.

The physical description given before these two theorems, interpreting the degree as a count of particles and antiparticles, is the basis of the Pontryagin–Thom construction. Now we shall review this construction, because it is useful for interpreting these theorems in general.

Here we follow the folklore maxim: think with intersection theory and prove with cohomology. The combination of Poincaré duality and the Pontryagin–Thom construction gives a powerful tool for visualizing results in algebraic topology. If $W$ is an $n$-dimensional oriented homology manifold, the Poincaré duality is the isomorphism $H^k(W) \cong H_{n-k}(W)$. It is tempting to think of the $k$th cohomology as the dual of the $k$th homology. This is not far from the truth. Putting these together, we see that every degree $k$ cohomology class corresponds to a unique $(n-k)$-cycle (codimension
$k$ homology cycle), and the image of the cocycle applied to a $k$-cycle is the weighted number of intersection points with the corresponding $(n-k)$-cycle. For field coefficients this is the entire story since there is no torsion and the Ext group vanishes. With other coefficients, this gives the correct answer up to torsion. With any map $W \to S^k$, the Pontryagin–Thom construction associates a framed codimension $k$ submanifold of $W$. The associated submanifold is precisely the inverse image of a regular value. This is well defined up to cobordism. Conversely, a framed submanifold produces a map $W \to S^k$ defined via the exponential map on fibers of a tubular neighborhood of the submanifold and as the constant map outside of the neighborhood.

We first consider the geometric description of the components of $G$-valued maps for the compact, simply connected Lie groups. Each such group is a product of simple groups. These are listed, along with their center and rational cohomology, in Table 1. The rational cohomology groups are the free unital graded commutative algebras generated by the listed elements. The subscripts are the degrees of the generators. In this case, the $H^1(M; H_1(G))$-factor in Proposition 1 is trivial. The set of components is isomorphic to $\mathbb{Z}$ when $G$ is simple and $M$ is orientable and connected. In fact, if $G$ has two simple factors and $M$ is connected, closed, and orientable, we have $H^3(M; H_3(G)) \cong \mathbb{Z}^2$; this group represents the number of particles of type one and the number of particles of type two. If $M$ is nonorientable, this group is trivial. If the space were nonorientable, it would not make sense to count the number of particles, because a particle could change into an antiparticle by traversing a nonorientable loop. To interpret the $H^3(M; H_3(G))$-factor geometrically, we shall use universal coefficient duality to view elements of $H^3(M)$ as functionals on $H_3(M)$. Using Poincaré duality, we view $H_3(G)$ as $H^{dim G-3}(G)$. By using this identification, the elements of $H^3(M; H_3(G))$ may be interpreted as functions that associate an integer to a 3-cycle in $M$ and a codimension 3 cycle in $G$. Any map $u : M \to G$ generates such a function given by the signed count of the intersection points of the $u$-image of the 3-cycle and the codimension 3 cycle. There is a different way to say this. Fix a trivialization of the normal bundle to a codimension 3 cycle in $G$ denoted by $F$ (pretend that the normal bundle to $F$ is trivial; it is trivial off a codimension 2 set; see [ ]). With a map $u : M \to G$ (and the fundamental 3-cycle $[M]$ and codimension 3 cycle $F$), we associate the collection of points $u^{-1}(F)$. Such a point is positively oriented if the push-forward of an oriented frame at the point has the same orientation as the trivialization of the normal bundle at the image. Conversely, with any finite collection of signed points we may associate a based map $u : M \to G$. Using a positively or negatively oriented frame at each point, we construct a diffeomorphism from the closed tubular neighborhood of each point to the 3-disk of radius $\pi$ in the space $\mathfrak{sp}(1)$ of purely imaginary quaternions. Via the exponential map $\exp : \mathfrak{sp}(1) \to \text{Sp}(1)$ given by $\exp(x) = \cos(|x|) + \frac{\sin(|x|)}{|x|}x$, we define a map from the closed tubular neighborhood of the points to $\text{Sp}(1)$. This map may be extended to the whole 3-manifold by sending points in the complement of the neighborhood to $-1$. Next, we modify the map by multiplying by $-1$, so that the base point will be 1. Finally, we notice that $H_3(G)$ is generated by a homomorphic image of $\text{Sp}(1)$, so we can complete our map into $G$ by composition with this inclusion. We are of course assuming that $F$ is dual to the image of this $\text{Sp}(1)$.

If the group $G$ is not assumed to be simple but is simply connected and compact, it is a product of simple compact groups, so any map will be specified by its components, and the components of a map will be specified by the inverse image of the appropriate codimension 3 cycles as described above. If the group is no longer assumed to be simply connected, we can associate an element of $H^1(M; H_1(G_0))$ with any map $u \in G^M$. This element maps a loop in $M$ to a loop in $G_0$ by composing with $u$. If $u$ and $v$ are two maps that generate the same element of $H^1(M; H_1(G_0))$, then $u^{-1}v$ generates the trivial
element, and, thus, lifts to a map to the universal covering group \( \tilde{G} \). Since the universal covering group of a Lie group is a product of a vector space and a compact group, up to homotopy this is a simply connected, compact Lie group. The homotopy class of the lift of a covering group of a Lie group is a product of a vector space and a compact group, up to homotopy. Thus, lifts to a map to the universal covering group \( \tilde{G} \).

**Table 1. Simple groups**

<table>
<thead>
<tr>
<th>Group, ( G )</th>
<th>Center, ( Z(G) )</th>
<th>( H^*(G; \mathbb{Q}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_n = \text{SU}(n+1), n \geq 2 )</td>
<td>( \mathbb{Z}_{n+1} )</td>
<td>( \mathbb{Q}[x_3, x_5, \ldots, x_{2n+1}] )</td>
</tr>
<tr>
<td>( B_n = \text{Spin}(2n+1), n \geq 3 )</td>
<td>( \mathbb{Z}_2 )</td>
<td>( \mathbb{Q}[x_3, x_7, \ldots, x_{4n-1}] )</td>
</tr>
<tr>
<td>( C_n = \text{Sp}(n), n \geq 1 )</td>
<td>( \mathbb{Z}_2 )</td>
<td>( \mathbb{Q}[x_3, x_7, \ldots, x_{4n-1}] )</td>
</tr>
<tr>
<td>( D_n = \text{Spin}(2n), n \geq 4 )</td>
<td>( \mathbb{Z}_2 \oplus \mathbb{Z}_2 ) for even ( n ) ( \mathbb{Z}_4 ) for odd ( n )</td>
<td>( \mathbb{Q}[x_3, x_7, \ldots, x_{4n-5}, y_{2n-1}] )</td>
</tr>
<tr>
<td>( E_6 )</td>
<td>( \mathbb{Z}_3 )</td>
<td>( \mathbb{Q}[x_3, x_9, x_{11}, x_{15}, x_{17}, x_{23}] )</td>
</tr>
<tr>
<td>( E_7 )</td>
<td>( \mathbb{Z}_2 )</td>
<td>( \mathbb{Q}[x_3, x_{11}, x_{15}, x_{19}, x_{23}, x_{27}, x_{35}] )</td>
</tr>
<tr>
<td>( E_8 )</td>
<td>( 0 )</td>
<td>( \mathbb{Q}[x_3, x_{15}, x_{23}, x_{27}, x_{35}, x_{39}, x_{47}, x_{59}] )</td>
</tr>
<tr>
<td>( F_4 )</td>
<td>( 0 )</td>
<td>( \mathbb{Q}[x_3, x_{11}, x_{15}, x_{23}] )</td>
</tr>
<tr>
<td>( G_2 )</td>
<td>( 0 )</td>
<td>( \mathbb{Q}[x_3, x_{11}] )</td>
</tr>
</tbody>
</table>

Given a map \( \varphi : M \to S^2 \), denote by \( (S^2)\varphi^M \) the set of all maps \( \psi \in (S^2)^M \) homotopic to \( \varphi \). The picture of the components of \( (S^2)^M \) arising from the Pontryagin–Thom construction and Poincaré duality is quite nice. The inverse image of a regular value in \( S^2 \) is Poicaré dual to \( \varphi^* \mu_{S^2} \). This inverse image is a framed loop in \( M \). Thus, such a map into \( S^2 \) can be viewed as modeling a spread-out string in the same way as a map into a Lie group was viewed as modeling a spread-out particle. The relative number of twists in the framing of a second map with the same pull-back is an element of \( H^3(M; \mathbb{Z})/\langle 2\varphi^* \mu_{S^2} \rangle \). We shall identify \( S^2 \) with \( \mathbb{CP}^1 \) and consider several maps to clarify the situation. Let \( \varphi_1, \varphi_2, \varphi_3 : \mathbb{CP}^1 \times S^1 \to \mathbb{CP}^1 \) be the maps given by

\[
\varphi_1([z : w], \lambda) = [z : w], \quad \varphi_2([z : w], \lambda) = [\lambda z : w], \quad \text{and} \quad \varphi_3([z : w], \lambda) = [z^3 : w^3].
\]

We can view \( \mathbb{CP}^1 \times S^1 \) as \( S^2 \times [0, 1] \) (a spherical shell) with the inner and outer \( (S^2 \times \{0\}) \) and \( (S^2 \times \{1\}) \) spheres identified. Using this convention, we have displayed in Figure 1 the framed 1-manifolds arising as the inverse image of a regular value. These figures also specify a framing. The first vector may be taken perpendicular to the plane of the figure, and the second vector may be obtained from the cross product with the tangent vector.

It may appear that there is a well-defined twist number associated with an \( S^2 \)-valued map (count the number of times the framing rotates as it moves around the loop). However, there is a homeomorphism of \( \mathbb{CP}^1 \times S^1 \) twisting the 2-sphere (such a map is given by \( ([z : w], \lambda) \mapsto ([\lambda z : w], \lambda) \)). This will change the apparent number of twists in a framing, but will not change the relative number of twists. The reason why this relative number of twists is only well defined modulo twice the divisibility of the cohomology class \( \varphi^* \mu_{S^2} \) is demonstrated for \( \varphi_1 \) in Figure 2. In physics, this trick (move) is illustrated by Dirac’s spanner (Dirac’s string problem). P. A. M. Dirac used it (with scissors as a spanner) to explain the meaning of the half-spin. One nice reference is [19].
2.2. The fundamental group of the configuration space. Typically, the components of the configuration space are labeled by the number of particles in the system; other topological properties of the configuration space may be used to model additional physical properties. Below we shall review the notion of statistics of particles and describe one idea to use the fundamental group of the configuration space to incorporate statistics in a nonlinear model.

Recall the distinction between bosons and fermions: a macroscopic ensemble of identical bosons behaves statistically as if arbitrarily many particles can lie in the same state, while a macroscopic ensemble of identical fermions behaves as if no two particles can lie in the same state. Photons are examples of particles with bosonic statistics, and electrons are examples of particles with fermionic statistics. There are several theoretical models of particle statistics. In quantum mechanics, the wavefunction representing a multiparticle state is symmetric under exchange of any pair of identical bosons, and antisymmetric under exchange of any pair of identical fermions. In conventional perturbative quantum field theory, commuting fields are used to represent bosons and anticommuting fields are used to represent fermions. More precisely, bosons have commuting creation operators and fermions have anticommuting creation operators. However, there are times when fermions may arise within a field theory with purely bosonic fundamental fields. This phenomenon is called emergent fermionicity, and it relies crucially on the topological properties of the underlying configuration space of the model.

Emergent fermionic behavior may sometimes be explained on the basis of symmetry. Symmetries of the classical configuration space often imply symmetries of the space of quantum states. However, the group of quantum symmetries can be different from the group of classical symmetries. It is this difference that may be used to explain emergent fermionicity; see [8, Chapter 7]. A spinning top is a well-known example of this. The classical symmetry group is SO(3), while the quantum symmetry group for some quantizations is SU(2); see [5, 27]. An electron in the field of a magnetic monopole is also a good example; see [6, Chapter 7] and [11, 35].

When the physical space is $\mathbb{R}^3$, so that space-time is the usual Minkowski space, the classical rotational symmetries induce quantum symmetries that are representations of the Spin group. These irreducible representations are labeled by half integers (one half of the number of boxes in a Young diagram for a representation of SU(2)). The integral representations are honest representations of the rotation group, but the fractional ones are not. The spin statistics theorem states that any particle with fractional spin is a fermion, and any particle with integral spin is a boson.
The statistics of a particle may be viewed as a parity. A compound particle made out of an even number of fermions will be a boson, and a compound particle comprised of an odd number of fermions will be a fermion. With this in mind, consider the fundamental group of the space of based maps from $S^3$ to $\text{Sp}(1)$.

Figures 3 and 4 show some loops in this configuration space. A loop in $\text{Sp}(1)^{S^3}$ is represented by a map from $S^3 \times [0, 1]$ to $\text{Sp}(1)$. Such a map may be described by a framed loop in $S^3 \times [0, 1]$. This framed loop is the inverse image of a frame at a regular value. Conversely, given a framed loop in $S^3 \times [0, 1]$, one can construct a map $S^3 \times [0, 1] \rightarrow \text{Sp}(1)$. The fibers of the closed tubular neighborhood are mapped to $\text{Sp}(1)$ via the exponential map, and the complement of this neighborhood is mapped to the base point. This is exactly analogous to the correspondence between signed points in $S^3$ and maps into $\text{Sp}(1)$ described in the subsection on the components of Lie-group-valued maps. The horizontal direction in Figures 3 and 4 represents the interval (time) direction in $S^3 \times [0, 1]$. The disks represent the $(x, y)$-plane, and we suppress the $z$-direction. Figure 3 shows two copies of a typical loop representing an element in the fundamental group. Only the first vector of the framing is shown in Figure 3. The second vector is obtained by taking the cross product with the tangent vector to the curve in the displayed slice, and the final vector is the $z$-direction. It is easy to see that the left copy can be deformed into the right copy. Extending the earlier interpretation of inverse images as particle lumps, we describe the left copy as follows: a particle and antiparticle are born (a slice on the far left has no inverse images of $-1$ and hence no particles or antiparticles, but a slice a bit further to the right has two oppositely oriented inverse images); the particle undergoes a full rotation (the framing twists as the slice moves to the right); the two particles then annihilate (there are no inverse images on a slice on the far right). The right copy may be described as follows: a first particle-antiparticle pair is born; a second pair is born; the two particles exchange positions without rotating (the strand that is second from the bottom in the slice just to the left of the center is third from the bottom in a slice just to the right of the center and the displayed framing vector on each remains pointing down); the first particle and the second antiparticle annihilate; the remaining pair annihilates. Notice that there are two ways a pair of particles can exchange positions; they can face each other or face a fixed reference point. If the particles face each other, each will rotate during the exchange. The exchange described in the second frame is an exchange without rotation. Representing the particles by people in a room, the two people may step sideways forwards/backwards and sideways following diametrically opposite points on a circle and always facing the back of the room. This is the exchange without rotating described in Figure 3. This exchange is nontrivial in $\pi_1(\text{Sp}(1)^{S^3})$. The second way a pair of people may change positions is to walk around a circle at diametrically opposite points always facing the direction that they walk, to end up facing the opposite direction that they started. This second change of position is actually homotopically trivial. Since the framed links in Figure 3 avoid the slices $S^3 \times \{0, 1\}$, they represent a loop based at the constant identity map.
It is possible to describe a framing without drawing any normal vectors at all. The first vector may be taken perpendicular to the plane of the figure, the second vector may be obtained from the cross product with the tangent vector, and the third vector may be taken to be the suppressed $z$-direction. The framing obtained by following this convention is called the blackboard framing. We use the blackboard framing in Figure 4. The Pontryagin–Thom construction may also be used to visualize loops in other components of the configuration space. Figure 4 shows a loop in the degree 2 component of the space of maps from $S^3$ to $\text{Sp}(1)$.

In fact, the exchange loop that we just described in $\pi_1(\text{Sp}(1)^{S^3})$ has order two. This may be seen as follows. Wrapping twice around the exchange loop is the boundary of a disk in the configuration space. Since $\mathbb{R}P^2$ is the result of identifying the points on the boundary of a disk via a degree 2 map, one expects to find an $\mathbb{R}P^2$ embedded into configuration space. In [30], Sorkin described an embedding $f_{\text{stat}}: \mathbb{R}P^2 \to \text{Sp}(1)^{S^3}$. We briefly recall Sorkin’s elegant construction. Describe $\mathbb{R}P^2$ as the 2-sphere with antipodal points identified. By addition of particle-antiparticle pairs, we may assume that there are two particles in a representative map. We may place the particles at antipodal points of a sphere, by using frames parallel to the coordinate directions. The loop in configuration space represented by a compound particle making a full rotation is trivial in the fundamental group if the compound particle consists of an even number of basic particles, and is nontrivial if the compound particle consists of an odd number of basic particles. This observation is the basic motivation behind Finkelstein and Rubinstein’s method of incorporating fermionic solitons in the Skyrme model [16].

The fundamental groups of the Lie-group-valued and $S^2$-valued configuration spaces were computed in [5]. The results are repeated below.

**Theorem 3.** If $M$ is a closed, connected, orientable 3-manifold, and $G$ is any Lie group, then

$$\pi_1(G^M) \cong \mathbb{Z}_2^s \oplus H^2(M; \pi_3(G)).$$

Here $s$ is the number of symplectic factors in the Lie algebra of $G$.

**Theorem 4.** Let $M$ be closed, connected, and orientable. For any $\varphi \in (S^2)^M$, the fundamental group of $(S^2)^M$ is given by

$$\pi_1((S^2)^M) \cong \mathbb{Z}_2 \oplus H^2(M; \mathbb{Z}) \oplus \ker(2\varphi^* \mu_{S^2} \cup \cdot).$$

Here $2\varphi^* \mu_{S^2} \cup \cdot: H^1(M; \mathbb{Z}) \to H^3(M; \mathbb{Z})$ is the usual map given by the cup product.

The Pontryagin–Thom construction may also be used to understand the isomorphism

$$\phi: \pi_1(G^M) \cong \mathbb{Z}_2^s \oplus H^2(M; \pi_3(G))$$

asserted in Theorem 3. A loop in $(G^M)_0$ based at the constant map $u(x) = 1$, may be regarded as a based map $\gamma: SM \to G$. The identifications in the suspension provide a particularly nice way to summarize all of the constraints on $\gamma$ imposed by the base.
points. We shall use the same notation for the map \( \gamma : M \times [0, 1] \to G \) obtained from \( \gamma \) by composition with the natural projection. The group \( \pi_3(G) \) is generated by homomorphically images of \( \text{Sp}(1) \). Let \( F \) be a codimension 3 cycle in \( G \) dual to a given generator of \( \pi_3(G) \) (as is well known, the normal bundle to a particular such cycle is trivial away from a codimension 2 subset). The inverse image \( \gamma^{-1}(F) \) with framing obtained by pulling back the trivialization of \( \nu(F) \) may be associated with \( \gamma \). Conversely, given a framed link in \((M - p_0) \times (0,1)\), we may construct an element of \( \pi_1(G^M) \). By using the framing, each fiber of the closed tubular neighborhood of the link may be identified with the disk of radius \( \pi \) in \( \text{sp}(1) \). As before, \( -1 \) times the exponential map may be used to construct a map \( \gamma : SM \to \text{Sp}(1) \) that, after composition with the homomorphism \( \text{Sp}(1) \to G \), represents an element of \( \pi_1(G^M) \).

It is now possible to describe the geometric content of the isomorphism in Theorem \[\text{[3]}\] For a class of loops \([\gamma] \in (G^M)_{0,1}\), we describe the isomorphism \( \phi(\gamma) = (\phi_1(\gamma), \phi_2(\gamma)) \in \mathbb{Z}_2^2 \oplus H^2(M; \pi_3(G)) \). We restrict attention to the case of a simply connected \( G \), and make the identifications \( \pi_3(G) \cong H_3(G; \mathbb{Z}) \cong H^{\dim G - 3}(G; \mathbb{Z}) \). An element of \( H^2(M; \pi_3(G)) \) may be interpreted as a function that associates an integer to a surface in \( M \), say \( \Sigma \), and a codimension 3 cycle in \( G \), say \( F \). Set \( \phi_2(\gamma)(\Sigma, F) = \#(\Sigma \times [0,1] \cap \gamma^{-1}(F)) \). Note that \( \gamma^{-1}(F) \) inherits an orientation from the framing and orientation on \( M \). By using Poincaré duality, this may be said in a different way. The homology class of \( \gamma^{-1}(F) \) in \((M - p_0) \times (0,1)\) projects to an element of \( H_1(M) \) dual to the element associated with \( \phi_2(\gamma) \). The first component of the isomorphism \( (\varphi(\gamma)) \) counts the parity of the number of twists in the framing.

Similarly, we can describe the content of Theorem \[\text{[4]}\] An element of \( \pi_1((S^2)^M) \) is represented by a map \( \gamma : M \times S^1 \to S^2 \). The inverse image of a regular value is a 2-dimensional submanifold, say \( \Sigma \). This determines an element of \( H^1(M; \mathbb{Z}) \) as follows. With any 1-cycle in \( M \), say \( \sigma \), we associate the intersection number of \( \Sigma \) and \( \sigma \times S^1 \). Since our loop is in the path component of \( \varphi \), the surface \( \Sigma \) is parallel to the \( \varphi \)-inverse image of a regular value. This implies that our element of \( H^1(M; \mathbb{Z}) \) is in the kernel of the map \( 2\varphi^*\mu_{S^2} \circ H_1(M; \mathbb{Z}) \to H^1(M; \mathbb{Z}) \). Given any element of this kernel, we can define a loop in \((S^2)^M\) via what we call the \( q \)-map. This is the map \( q : S^2 \times S^1 \to \text{Sp}(1) \) defined by \( q(xix^*, \lambda) = x\lambda x^* \). It can be checked that every element of \( S^2 \) can be written in the form \( xix^* \), and the expression \( x\lambda x^* \) is independent of the choice of \( x \) representing the element of \( S^2 \). There is a map \( u : M \times S^1 \to \text{Sp}(1) \) that may be used to change this new loop back into \( \gamma \). The remaining homotopy invariants of \( \gamma \) are those of \( u \) as described previously.

In order to convey some feel for the proofs of these results, we repeat the proof of one of the main steps from \[\text{[5]}\].

**Proposition 5.** The sequence

\[0 \to \pi_4(G) \to \pi_1(G^M) \to H^2(M; \pi_3(G)) \to 0\]

splits, and there is a splitting associated with each spin structure on \( M \).

**Proof.** It suffices to check the result for \( G = \text{Sp}(1) \). Since the three-dimensional Spin cobordism group is trivial, every 3-manifold is surgery on a framed link with even self-linking numbers \[\text{[22]}\]. Such a surgery description induces a Spin structure in \( M \). Let \( M = S^3_L \) be such a surgery description, orient the link, and let \( \{\mu_j\}_{j=1} \) be the positively oriented meridians to the components of the link. These meridians generate \( H_1(M) \cong H^2(M; \pi_3(\text{Sp}(1))) \). This last isomorphism is Poincaré duality. We define a splitting:

\[s : H_1(M) \to \pi_1((\text{Sp}(1))^M); \quad s(\mu_j) = PT(\mu_j \times \{\frac{1}{2}\}, \text{canonical framing}).\]
Here $PT$ represents the Pontryagin–Thom construction, and the canonical framing is constructed as follows. The first vector is chosen to be the 0-framing on $\mu_j$ viewed as an unknot in $S^3$ (i.e., the linking number of $\mu_j$ and the curve obtained by applying the exponential map to $\epsilon$ times this first vector in $S^3$, is zero for sufficiently small $\epsilon$). The second vector is obtained by taking the cross product of the tangent vector with the first vector, and the third vector is just the direction of the interval. Now we shall check that this map respects the relations in $H_1(M)$. Let $Q_L = (n_{jk})$ be the linking matrix, so that $H_1(M) = \langle \mu_j | n_{jk} \mu_j = 0 \rangle$. We are using the summation convention in this description. The 2-cycle representing the relation $n_{jk} \mu_j = 0$ may be constructed from a Seifert surface to the $j$th component of the link, when this component is viewed as a knot in $S^3$. Let $\Sigma_j$ denote this Seifert surface. The desired 2-cycle is then $\hat{\Sigma}_j = (\Sigma_j - \mathcal{N}(L)) \cup \sigma_j$. Here $\sigma_j$ is the surface in $S^1 \times D^2$ with $n_{jj}$ meridians depicted on the left in Figure 5.

The boundary of $\hat{\Sigma}_j$ is exactly the relation $n_{jk} \mu_j = 0$. For $k \neq j$, the framing on each copy of $\mu_k$ induced from this surface agrees with the 0-framing. The framing on each copy of $\mu_j$ is $-\text{sgn}(n_{jj})$. The surface $\hat{\Sigma}_j$ may be extended to a surface in $M \times [0,1] \times [0,1]$ by adding a collar of the boundary in the direction of the second interval followed by one band for each pair of the $\mu_j$, as depicted on the right of Figure 5. The resulting surface has a canonical framing, and the corresponding homotopy given by the Pontryagin–Thom construction homotopes the loop corresponding to the relation to a loop corresponding to a $\pm 2$-framed unlink. Such a loop is null-homotopic, as required. □

It is interesting to notice that spin structures enter into the analysis of the topology of these configuration spaces. This should not be surprising since spin structures were first introduced to model the spin behavior of point particles. The fundamental group of the configuration space may be used to model the spin behavior of solitons. Spin$^c$ structures enter at other points of the story.

2.3. Rational cohomology of configuration spaces. The second cohomology of configuration spaces plays an important role in quantum theory. The full rational cohomology may also appear as topological observables in the theory. To see the role of the second cohomology, recall some of the theory of geometric quantization [28]. In quantum theory one wishes to include the algebra of observables into the collection of operators on some function space. Given a configuration manifold (space of positions), one defines the phase space (collection of positions and momenta) to be the cotangent bundle of the configuration space. This has a canonical symplectic structure. The space of wave functions is chosen to be a set of sections of a complex line bundle over the quotient of phase space by an integrable isotropic distribution of maximal dimension, the so-called
polarization. The most common choice is the vertical polarization, consisting of the tangent spaces to the fibres of the cotangent bundle. In this case, the quotient is naturally identified with the configuration space itself.

There are many different complex line bundles over a space. This is called quantization ambiguity in the physics literature. Line bundles are in one-to-one correspondence with the elements of the second cohomology with integral coefficients. If we choose the vertical polarization, computing the quantization ambiguity requires one to consider the second integral cohomology of configuration space. It is well known that the second integral cohomology group may be determined from the fundamental group and the second rational cohomology group.

The real cohomology ring $H^*((G^M)_0; \mathbb{R})$, including its multiplicative structure, is described in the following theorem [5]. To state the theorem, we shall use a $\mu$-map similar to that used in the Yang–Mills theory,

$$\mu : H_d(M; \mathbb{R}) \otimes H^j(G; \mathbb{R}) \to H^{j-d}(G^M; \mathbb{R}),$$

and the cohomology ring is generated (as an algebra) by the images of this map. The map $\mu$ produces a $(j-d)$-cocycle in $G^M$ from a $d$-cycle in $M$ and a $j$-cocycle in $G$. At the level of chains, let $e^d : D^d \to M$ be a $d$-cell, and let $x_j$ be a closed $j$-form on $G$. Given a singular simplex $u : \Delta^{j-d} \to G^M$, let $\tilde{u} : M \times \Delta^{j-d} \to G$ be the natural map, and write

$$\mu(e^d \otimes x_j)(u) = \int_{D^d \times \Delta^{j-d}} \tilde{u}^*x_j.$$

**Theorem 6.** Let $G$ be a compact, simply connected, simple Lie group. For a closed, connected, orientable $3$-manifold $M$, the cohomology ring $H^*((G^M)_0; \mathbb{R})$ is the free graded-commutative unital algebra over $\mathbb{R}$ generated by the elements $\mu(\Sigma^d j \otimes x_k)$, where the $\Sigma^d j$ form a basis for $H_d(M; \mathbb{R})$ for $d > 0$ and $k - d > 0$, and the $x_k$ generate $H^*(G; \mathbb{R})$ as a free graded-commutative unital algebra.

The generators of $H^*(G; \mathbb{R})$ as a graded-commutative unital algebra are shown in Table 1 in Subsection 2.1. The following result of [5] describes the rational cohomology of $(S^2)^M$.

**Theorem 7.** Let $M$ be closed, connected, and orientable, let $\varphi : M \to S^2$, let $\Sigma^d j$ form a basis for $H_d(M; \mathbb{R})$ for $d < 3$, and let $\{\alpha_k\}$ form a basis for $\ker(2\varphi^* \mu_{S^2} \omega : H^1(M; \mathbb{Z}) \to H^3(M; \mathbb{Z}))$. The cohomology ring $H^*((S^2)^M; \mathbb{R})$ is the free graded-commutative unital algebra over $\mathbb{R}$ generated by the elements $\alpha_k$ and $\mu(\Sigma^d j \otimes x)$, where $x \in H^3(\text{Sp}(1); \mathbb{Z})$ is the orientation class. The classes $\alpha_k$ have degree 1, and the $\mu(\Sigma^d j \otimes x)$ have degree $3 - d$.

It is interesting to compare the configuration space of $\text{Sp}(1)$ connections modulo gauge transformations in the Yang–Mills theory to the configuration space of $\text{Sp}(1)$-valued maps in the Skyrme model; see Table 2.

In the Yang–Mills theory, there is a family of moduli spaces that may be used to define a family of homology cycles in the configuration space. Evaluating the generators of the cohomology of the configuration space on these homology classes produces a 4-manifold invariant. This invariant is called the Donaldson polynomial. It is a polynomial on the homology of the input 4-manifold.

It is natural to ask if there is a similar family of homology cycles in the Skyrme configuration space. If there is such a family, it would be possible to define a polynomial invariant of 3-manifolds analogous to the Donaldson polynomial.

**2.4. Other topological results.** Using standard results from algebraic topology, it is possible to generalize the results on the fundamental group and rational cohomology to
Table 2. Yang–Mills vs. Skyrme

<table>
<thead>
<tr>
<th></th>
<th>Yang–Mills configuration space</th>
<th>Skyrme configuration space</th>
</tr>
</thead>
<tbody>
<tr>
<td>input space</td>
<td>a 4-manifold, $X$</td>
<td>a 3-manifold, $M$</td>
</tr>
<tr>
<td>homotopy type</td>
<td>$\text{Maps}(X, B\text{SU}(2))$</td>
<td>$\text{Maps}(M, \text{SU}(2))$</td>
</tr>
<tr>
<td>integer component labels</td>
<td>second Chern class, $c_2$</td>
<td>Chern–Simons invariant, $cs = Tc_2$</td>
</tr>
<tr>
<td>cohomology generators</td>
<td>$\mu(\Sigma^d \otimes c_2) \in H^{4-d}(\Sigma)$</td>
<td>$\mu(\Sigma^d \otimes Tc_2) \in H^{3-d}(\Sigma)$</td>
</tr>
</tbody>
</table>

Theorem 8. We have

$$\pi_1(\text{FreeMaps}(M, S^2), \varphi) \cong \mathbb{Z}_2 \oplus \left( H^2(M; \mathbb{Z})/\langle 2\varphi^*\mu_{S^2} \rangle \right) \oplus \ker(2\varphi^*\mu_{S^2} \sim).$$

Theorem 9. There is a spectral sequence with $E_2^{p,q} = H^p(S^2; \mathbb{R}) \otimes H^q(\text{FreeMaps}(M, S^2), \varphi) \rightarrow H^*(\text{FreeMaps}(M, S^3), \varphi; \mathbb{R})$. The second differential is given by $d_2 \mu(\Sigma^2 \otimes x) = 2\varphi^*\mu_{S^2}[x]\mu_{S^2}$ with $d_2$ of any other generator trivial. All higher differentials are trivial as well.

§3. FUNCTIONALS AND ANALYTICAL TECHNIQUES

There are many different function spaces that may be defined for maps from one manifold to a second manifold. For an analyst, geometry and physics are good guides to the best questions in analysis. Because of the structure of the energy functionals in physics, it is convenient to use the language of Sobolev spaces. For scalar functions on a compact manifold, the Sobolev spaces can be defined by first localizing on charts by means of a partition of unity, and then using the description of the space for functions on $\mathbb{R}^n$. This generalizes easily to vector-valued functions. To define a Sobolev space of functions taking values in a manifold (say $N$), one takes an isometric embedding of $N$ into a vector space and considers those elements of the Sobolev space taking values in the vector space that lie in $N$ almost everywhere. We denote by $W^{s,p}(M, N)$ the Sobolev space of maps from $M$ to $N$ that have $s$ derivatives in $L^p$.

In this paper we consider two energy functionals related to the Skyrme model and the Faddeev model. For maps $u: N \rightarrow G$, Skyrme’s functional is given by the formula

$$E(u) = \int_M \frac{1}{2} |u^{-1} du|^2 + \frac{1}{4} |u^{-1} du \wedge u^{-1} du|^2 d\text{vol}_M.$$  

In Skyrme’s paper [29] this functional was considered in the case of maps from $\mathbb{R}^3$ to the group $\text{SU}(2)$. We described the physical interpretation of such maps in the section devoted to topology.

Faddeev’s functional is defined for maps $\psi: M \rightarrow S^2$ by the formula (see [12])

$$E(\psi) = \int_M |d\psi|^2 + |d\psi \wedge d\psi|^2 d\text{vol}$$

and is simply related to the Skyrme functional: if we identify the sphere $S^2$ with an equator of the 3-sphere $S^3 \simeq \text{SU}(2)$, the Faddeev functional will coincide with the restriction of the Skyrme functional to functions with values in $S^2$, $\psi(x) = \psi^1(x)\mathbf{i} + \psi^2(x)\mathbf{j} + \psi^3(x)\mathbf{k}$. 
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For these two models, the finite energy maps are the maps \( u \in W^{1,2}(M,G) \), \( \psi \in W^{1,2}(M,S^2) \) for which \( E(u) \) and \( E(\psi) \) are finite. The space of such maps will be denoted by \( W^{1,2}_E \).

### 3.1. Local representation of functions by flat connections

One idea that has turned out to be useful in the study of nonlinear models has been a local representation of functions by flat connections. This first shows up when the codomain is a Lie group. Given a smooth map \( u : M \to G \), one can construct the Lie-algebra-valued 1-form \( A = u^{-1} du \). This form satisfies \( dA + A \wedge A = 0 \) and can be interpreted as a flat connection. Conversely, given a flat connection defined on a cube \( I^n \), one may define a function \( u : I^n \to G \) by solving the parallel transport equation \( du(\gamma(t)) = u(\gamma(t))A(\gamma(t)) \) with \( u(x_0) = I \). The fact that \( A \) is flat implies that the value \( u(\gamma(1)) \) does not depend on the path connecting \( x_0 \) to \( \gamma(1) \). Changing the initial value or base point will change the function \( u \) by a constant multiple. The same result holds for \( L^2 \) connections.

**Theorem 10.** For any \( g \)-valued 1-form \( A \) of class \( L^2 \) on \( I^n \) such that

\[
dA + \frac{1}{2}[A,A] = 0
\]

in the sense of distributions, there exists \( u \in W^{1,2}(I^n,G) \) such that \( u^{-1} \in W^{1,2}(I^n,G) \) and \( A = u^{-1} du \). Furthermore, for any two such maps \( u \) and \( v \), there exists \( g \in G \) so that \( u(x) = u \cdot v(x) \) for almost every \( x \in I^n \).

The following local representation theorem was proved in [2] for \( S^2 \)-valued maps.

**Theorem 11.** If \( \varphi \) is in \( W^{1,3}(I^3,S^2) \) or \( W^{1,2}_E(I^3,S^2) \), then there is \( u \in W^{1,3}(I^3,\text{Sp}(1)) \) or \( u \in W^{1,2}(I^3,\text{Sp}(1)) \), respectively, so that \( \varphi = u^* \psi \). In either case \( \text{Re}(u^* du)^3 \) is \( L^1 \). Furthermore, for any two such maps \( u \) and \( v \) there is a map \( \lambda \) in \( W^{1,3}(I^3,S^1) \) or \( W^{1,2}(I^3,S^1) \), respectively, so that \( \psi = \lambda u \).

The space \( W^{1,2}_E(I^3,S^2) \) was defined to analyze the Faddeev model. We shall recall its definition in a subsection below. The Hopf map \( \text{Sp}(1) \to S^2 \) given by \( u \mapsto u^* iu \) is a convenient way to express the quotient projection \( \text{Sp}(1) \to \text{Sp}(1)/S^1 \). More generally, if \( H \) is a closed subgroup of a Lie group \( G \), then the functions from \( I^n \) to \( G/H \) may be factored through \( G \).

For simply connected, compact homogeneous spaces, this was done by Koshkin in [23]. Then, as before, a \( G \)-valued map can be specified by a flat connection. This is important for one class of sigma models in physics called coset models, where the target is a homogeneous space \( G/H \).

### 3.2. Homotopy theory for finite energy maps

Our first application of these local representation theorems will be to the study of homotopy theory in classes of maps with finite energy. This question arises naturally, because one common feature among many sigma models is the restriction to a fixed homotopy class. The homotopy classes divide the particles into different sectors, and numerical invariants distinguishing the classes (sectors) bear some definite physical meaning (depending on the model). Good physical models describe interesting physics and have energy functionals that respect the geometry of the configuration space.

There has been a fair amount of work done relating homotopy theory to Sobolev spaces \( W^{s,p}(M,N) \); see [10] for a survey of recent results. A paraphrase of the result of White [23] gives a good idea of what to expect: The homotopy classes of maps with one derivative in \( L^p \) restricted to the \( k \)-skeleton of a manifold agree with the homotopy classes of smooth maps provided \( k < p \). For example, the second cohomology of a space is...
completely determined by the homotopy classes of maps from the 3-skeleton of the space into \( K(\mathbb{Z}, 2) \) (or \( \mathbb{C}P^N \) for \( N \) sufficiently large). Thus, one would expect the pull-back of a second cohomology class under a \( W \) maps.

A second cohomology class under a \( W \) maps. Furthermore, they may be composed with maps into any nontrivial but is not continuous. These last two functions may also be patched into maps from an \( \eta \) function. Given a smooth map \( \eta(x) = x/|x| \). Simple integration suffices to verify that \( \eta \) is in \( W^{1,p} \) for \( p < 3 \), but is not in \( W^{1,2,1} \) or \( W^{1,3} \). Notice that the integral of the \( \eta_1 \)-pull-back of the normalized area form on \( S^2 \) integrates to 1 on the boundary of \( D^3 \). Thus, on second cohomology the pull-back may not be reasonably defined for such maps.

Even more regularity is required to define the pull-back on the third cohomology. The composition of projection of \( S^3 \) to \( D^3 \) with this \( \eta \) map may be patched into any smooth map from a 3-manifold to obtain a similar example. Similarly, the function \( \eta_2 : D^3 \to S^1 \) given by \( \eta_2(x) = \cos(|\ln |x||) + \cos(|\ln |x||)j \) is in \( W^{1,p} \) for \( p < 3 \) but not in \( W^{1,3} \), and the function \( \eta_3 : D^3 \to S^1 \) given by \( \eta_3(x) = \cos(|\ln |x/e||)i + \sin(|\ln |x/e||)j \) is in \( W^{1,3} \) but is not continuous. These last two functions may also be patched into maps from an arbitrary 3-manifold. Furthermore, they may be composed with maps into any nontrivial compact Lie group or into \( S^2 \).

Our applications of the local representation theorems to homotopy problems are similar to the definition of Čech cohomology. As our first example, consider the space of flat connections modulo gauge equivalence. It is well known that the path components are labeled by the holonomy representations.

It is possible to define the holonomy for distributionally flat connections of class \( L^2_{\text{loc}} \). The sample functions listed above show that the local developing maps for such a connection can look like Swiss cheese. Here is a sketch of the definition. For a sufficiently fine cover of a manifold by cubes, the nerve of the cover will be homotopy equivalent to the manifold. (The nerve is a complex with one vertex for each cube, an edge for each nonempty intersection, a triangle for each nonempty triple intersection, etc.) The edge path group of a complex is an analog of the fundamental group of a topological space. It is isomorphic to the fundamental group of the topological realization of the complex. Given a distributionally flat connection of class \( L^2_{\text{loc}} \), say \( A \), we can find local developing maps \( u_p \) such that \( A = u_p^{-1}d_u_p \) on each cube by the local representation theorem. Furthermore, each edge of the nerve may be labeled by the group element relating the two local developing maps. This gives a representation of the edge path group. The actual definition includes the transition functions of the bundle supporting the connection, and it is only valid for central bundles. It is an open question to generalize the definition of holonomy to arbitrary flat connections; see [1].

Using the notion of holonomy, it is possible to generalize the local representation theorem to a global representation theorem.

**Lemma 12.** Two distributionally flat connections of class \( L^2_{\text{loc}} \) on a central bundle are gauge equivalent if and only if they have the same holonomy.

The homotopy invariant of a map from \( M \) to \( G \) living in \( H^1(M; H_1(G_0)) \) may be interpreted as the holonomy of a flat connection, and therefore, is well defined for \( W^{1,2} \) maps.

There are similar applications of the local representation theorem for \( S^2 \)-valued maps. Given a smooth map \( \varphi : M \to S^2 \), one may construct the pull-back of the orientation class \( \mu_{S^2} \in H^2(S^2; \mathbb{Z}) \). This class \( \varphi^* \mu_{S^2} \in H^2(M; \mathbb{Z}) \) is also the obstruction to lifting
the map $\varphi$ to a map $u : M \to \text{Sp}(1)$ such that $\varphi = u \varphi^*$. Using this obstruction, we can prove the following global representation theorem; see [2, 3].

**Proposition 13.** If $\varphi$ and $\psi$ are two maps in $W^{1,3}(M, S^2)$ or $W^{1,2}_E(M, S^2)$, then there is $w \in W^{1,3}(M, \text{Sp}(1))$ or $w \in W^{1,2}_E(M, \text{Sp}(1))$, respectively, with $\int_M \text{Re}((w^*dw)^3) < \infty$ and $\psi = w\varphi u^*$ if and only if $\varphi^*\mu_{S^2} = \psi^*\mu_{S^2}$. If $w_1$ and $w_2$ are two such maps, then there is $\lambda$ in $W^{1,3}(M, S^1)$ or in $W^{1,2}_E(M, S^1)$, respectively, with $w_1 = w_2 \lambda$.

The proof of this lifting theorem is quite technical and involves ideas of the Čech theory. It is similar to the proof of local gauge slices in gauge theory. The geometry suggests a natural system of differential equations that may be solved to give the lift.

Using de Rham theory, some homotopy invariants may be represented as integrals of differential forms. When an invariant is integral, this is the first thing anyone would try. Invariants living in the top cohomology are usually represented in this way. Sometimes a homotopy invariant takes values in a group with torsion. There are two ways we address torsion. We use the Čech picture as we described above, or we lift the map to a different space and realize the torsion invariant of the original map as an integral invariant of the lift. Torsion is introduced in this second picture if there is more than one possible lift. In any such applications of de Rham theory, there is a new issue that arises. The de Rham cohomology is cohomology with real coefficients, and the integral is the cap product. Thus, a priori such integrals are only known to be real numbers. It is possible to use the local representation theorems to prove that these integrals take integral values, even for Sobolev maps. Some sample theorems from [3] are listed below.

**Theorem 14.** Let $G$ be a compact, simply connected Lie group, let $M$ be a closed oriented 3-manifold, let $\Theta$ be a smooth form representing an integral class in $H^3(G)$, and let $u$ be a map in $W^{1,3}(M, G)$ or in $W^{1,2}_E(M, G)$. Then the number $\int_M u^*\Theta$ is an integer.

It follows that the $H^3(M; H_3(\hat{G}))$ invariants of homotopy classes of maps from $M$ to $G$ are integers for Sobolev maps and general compact Lie groups. By Lemma [12] any distributionally flat connection of class $L^2_{\text{loc}}$ is gauge equivalent to a smooth connection. The Chern–Simons invariants of these two connections are related by the degree of the gauge transformation, so we have the following corollary.

**Corollary 15.** If $A$ is a finite energy distributionally flat connection of class $L^2_{\text{loc}}$ on a central bundle, then there is a smooth connection on the same bundle with the same holonomy and Chern–Simons invariant.

This integrality proposition combines with the lifting theorem for $S^2$-valued maps to give a version of the secondary invariant for Sobolev $S^2$-valued maps. We need a second integrality result to know that the degree of the lift changes by multiples of the right amount when the lift is changed. This is the content of the next result.

**Proposition 16.** If $\psi$ and $\lambda$ are in $W^{1,3}$, or if $\psi$ is in $W^{1,2}_E$ and $\lambda$ is in $W^{1,2}$, then the expression $-\frac{1}{12\pi^2} \int_M \psi d\psi \wedge d\psi \wedge \lambda^*d\lambda$ is an integer.

Here is the formal definition of the secondary homotopy invariant for Sobolev $S^2$-valued maps.

**Definition 17.** Given $\varphi, \psi : M \to S^1$ in $W^{1,3}$ or in $W^{1,2}_E$ such that $\varphi^*\mu_{S^2} = \psi^*\mu_{S^2}$, we define

$$\Upsilon(\varphi, \psi) = -\frac{1}{12\pi^2} \int_M \text{Re}((w^*dw)^3) \in \mathbb{Z}_{2m_\psi},$$

where $w$ is the map given by Proposition [13] and $m_\psi$ is the divisibility of the class $\psi^*\mu_{S^2}$.
From Theorem 14 it follows that $\Upsilon$ is an integer. To see that $\Upsilon$ is well defined, notice that
\[-\frac{1}{12\pi^2} \int_M \text{Re}((u^a(\psi, \lambda)^*d\lambda)^3) = -\frac{1}{8\pi^2} \int_M \psi du \wedge d\psi \wedge \lambda^*d\lambda - \frac{1}{12\pi^2} \int_M \text{Re}((u^*d\lambda)^3).\]
See [2] for a proof of this. These invariants serve to generalize Pontryagin’s theorem to Sobolev finite energy maps, because two smooth $S^2$-valued maps $\varphi$ and $\psi$ are homotopic if and only if $\varphi^*\mu_{S^2} = \psi^*\mu_{S^2}$ and $\Upsilon(\varphi, \psi) = 0$.

Our expression for $\Upsilon$ generalizes an integral formula for the Hopf invariant; see [9]. Indeed, when $\varphi^*\mu_{S^2}$ is torsion (in particular if $M = S^3$), the pull-back $\varphi^*\omega_{S^2}$ of the volume form on $S^2$ is exact, and there is a 1-form, $\theta^\varphi$ such that $d\theta^\varphi = \varphi^*\omega_{S^2}$. Then the Hopf invariant of $\varphi$ is defined to be $\int_M \theta^\varphi \wedge d\theta^\varphi$. The following proposition relates the Hopf invariant and $\Upsilon$.

**Proposition 18.** Let $\varphi : M \to S^2$ in $W^{1,3}$ or in $W^{1,2}_E$ be such that $R^\varphi\mu_{S^2} = 0$ for some nonzero integer. For the minimal positive $R$, we have
\[\text{Hopf}(\varphi) = \frac{1}{R^2} \Upsilon(\varphi, 1),\]
where $\varphi_R$ is the composition of $\varphi$ with the map $z \mapsto z^R$ of $S^2$ to itself.

Thus, we see that our generalization of Pontryagin’s theorem specializes to an integrality result for the Hopf invariant of Sobolev maps.

### 3.3. Minimizing functionals.
One motivation for our study of the topology of spaces of maps and extensions to Sobolev maps was to consider minimization problems for the Skyrme and Faddeev functionals. In physical lingo, the minimizers of the energy functional (in every sector) are called the ground states. Their geometric structure and stability are of great importance. The reader may find interesting pictures and discussion of purported ground states for the original Skyrme model in [17] and [7] and for the Faddeev model in [14] and [20].

In this subsection we present our results establishing the existence of minimizers and compactness of the set of minimizers for the Skyrme and Faddeev functionals. Along with the energy functionals (3.1) and (3.2) for maps, we consider functionals for connections. In [29], Skyrme noticed and used the fact that maps could be represented by flat connections, $a = u^{-1}du$. This leads to a second version of the Skyrme functional,

$$E[a] = \int_M \frac{1}{2} |a|^2 + \frac{1}{16} |[a, a]|^2 d\text{vol}_M.$$  

The Faddeev functional can also be written in terms of flat connections; see [2]. For any smooth reference map $\varphi : M \to S^2$, any $\psi$ homotopic to $\varphi$ can be represented as $\psi = u\varphi u^*$ with $u : M \to \text{Sp}(1)$. Plugging this expression into the energy functional, we obtain

$$E(\psi) = E_{\varphi}[a] := \int_M |D_a\varphi|^2 + |D_a\varphi \wedge D_a\varphi|^2,$$

where $D_a\varphi = du + [a, \varphi]$. As was observed in [21][2], the variational problems for maps and for connections are, in general, different. The way we approach these variational problems requires several steps; see [1][2]. First, we describe the homotopy classes for smooth maps and analytically define expressions to label different classes. Second, we show that those expressions for labels of the components extend to finite energy Sobolev maps (or connections). Third, we show that minimizers exist in every sector of finite energy maps specified by given values of the label. We also prove in [3] that the values
these labels take on finite energy configurations agree with the possible values on smooth configurations.

There is an open question remaining, related to the components of the spaces $W^{1,2}_{E}$: the set of finite energy maps (or connections) with a fixed label is not known to be path connected. For this reason, we call such sets sectors rather than components. We expect that the sectors are the components of the spaces of finite energy maps when a suitable topology is used.

The existence of minimizers is established by the direct method of the calculus of variations; for any given sequence of maps in a fixed sector with energy approaching the infimum, there is a subsequence converging to a minimizer in the same sector. In particular, any sequence of minimizers in a fixed sector contains a convergent subsequence, so that the set of minimizers of the Skyrme or Faddeev functional in a fixed sector is compact in $W^{1,2}_{E}$.

Future work will address the existence of minimizers of a generalized Skyrme functional for maps into general homogenous spaces. We also plan to study the regularity of the limiting maps. It is common for minimizers of a functional in a class of functions to be more regular than generic members of the class. We expect to see applications of the local representation results for functions to the regularity of minimizers.

One may speculate that the minimizers of the Skyrme functional may form a cycle in the configuration space of maps from $M$ to $G$. Given such a cycle, one could evaluate cohomology classes from the configuration space to obtain topological invariants. We believe that this is slightly naive, because the Skyrme functional lacks an important property shared by the functionals that do serve to define invariants of manifolds. We recall that the sufficiently regular minimizers of functionals similar to the Skyrme functional satisfy second order Euler–Lagrange equations. When a functional is topologically saturated, the minimizers are characterized as the solutions of a first order system of equations. For example, the anti-self-dual condition in Yang–Mills theory, the pseudoholomorphic condition in Gromov–Witten theory, or the Seiberg–Witten equations in Seiberg–Witten theory are all examples of first order systems characterizing minima. One can write out what the first order equations corresponding to the Skyrme functional should be. However, these equations are overdetermined and, essentially, have no solutions. The equations are analogous to what one would have by considering the Seiberg–Witten equations for a fixed connection and attempting to solve for the spin field. We believe that a suitable modification of the Skyrme functional incorporating new fields (perhaps gauge bosons?) will be topologically saturated and may lead to new smooth invariants of manifolds.
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