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ABSTRACT. The one-dimensional quasilattices \( \mathcal{L} \) lying in the square Fibonacci quasilattice \( \mathcal{F}^2 = \mathcal{F} \times \mathcal{F} \) are classified; here \( \mathcal{F} \) is the one-dimensional Fibonacci quasilattice. It is proved that there exists a countable set of similarity classes of quasilattices \( \mathcal{L} \) in \( \mathcal{F}^2 \) (fine classification), and also four classes of local equivalence (rough classification).

Asymptotic distributions of points in quasilattices \( \mathcal{L} \) are found and then applied to Diophantine equations involving the function \( \lfloor \alpha \rfloor \) (the integral part of \( \alpha \)) and to equations of the form \( A_1 \circ X_1 - A_2 \circ X_2 = C \), where the coefficients \( C \) and \( A_i \) and the variables \( X_i \) take values in \( \mathbb{N} = \{1, 2, 3, \ldots\} \) and \( \circ \) is Knuth’s circular multiplication.

INTRODUCTION

0.1. The one-dimensional Fibonacci quasilattice \( \mathcal{F} \) is the subset of \( \mathbb{R} \) consisting of the points \( x = \delta(N) = N + [(N + 1) \tau] \cdot \tau \), where \( N \in \mathbb{Z} \), \( [\cdot] \) is the integral part function, and \( \tau = (-1 + \sqrt{5})/2 \) is the golden section. The quasilattice \( \mathcal{F} \) is not periodic, i.e., the relation \( \mathcal{F} + t = \mathcal{F} \) is valid only if \( t = 0 \). A natural approach to finding other quasilattices similar to \( \mathcal{F} \) is to introduce the square Fibonacci quasilattice \( \mathcal{F}^2 = \mathcal{F} \times \mathcal{F} \) (see Figure 1.1). With the help of the “cut and project” method (see, e.g., [10]), the quasilattice \( \mathcal{F}^2 \) can be characterized by the equation

\[
(\mathcal{F}^2)' = \mathcal{O}^2 \cap J^2,
\]

where \( \mathcal{O} \) is the ring of integers in the quadratic field \( F = \mathbb{Q}(\tau) \), \( ' \) denotes conjugation in \( F \), and \( J = [-1, \tau) \). In Figure 1.1, \( J^2 = J \times J \) is a “window”, or an interior space, which distinguishes \( \mathcal{F}^2 \) in the dense set \( \mathcal{O}^2 \) as an \( (r, R) \)-Delone system, i.e., a not too dense and not too rarefied system of points in the plane \( \mathbb{R}^2 \).

The two-dimensional quasilattices \( \mathcal{F}^2 \) were introduced and studied for the first time by Lifshitz in [7]. In the present paper, we use \( \mathcal{F}^2 \) as a two-dimensional quasilattice containing all basic types of the one-dimensional Fibonacci quasilattices, which makes it possible to obtain a complete classification of the latter.

0.2. We choose two arbitrary points in \( \mathcal{F}^2 \) and consider the line \( L \) passing through these points. Then \( L \) gives rise to a one-dimensional quasilattice \( \mathcal{L} \) embedded in \( \mathcal{F}^2 \),

\[
L \to \mathcal{L} = L \cap \mathcal{F}^2.
\]
In this paper, we classify all quasilattices $\mathcal{L}$ in $\mathcal{F}^2$ that arise in this way. This classification is based on the parametrization (see Lemma 3.1)

\[(0.3) \quad \Gamma \overset{\sim}{\rightarrow} \mathcal{L} : \quad t' \mapsto x = \sigma(t') = t \cdot \beta + v\]

of the quasilattice $\mathcal{L} = \mathcal{L}(\beta, v, \gamma)$ by points $t'$ of the parameter set $\Gamma = \gamma \cap \mathcal{O}$, where $\gamma$ is an interval in $J$, $\beta = (\beta_1, \beta_2)$ is a primitive direction vector of $L (02)$, and $v$ is a shift vector.

0.3. Two one-dimensional quasilattices $\mathcal{L} = \mathcal{L}(\beta, v, \gamma)$ and $\mathcal{L}' = \mathcal{L}'(\beta', v', \gamma')$ are said to be similar (we write $\mathcal{L} \sim \mathcal{L}'$) if there is a similarity transformation of $\mathbb{R}^2$ that takes one quasilattice to the other. In Theorem 6.1, it is proved that two quasilattices $\mathcal{L}$ and $\mathcal{L}'$ in the square quasilattice $\mathcal{F}^2$ are similar if and only if

\[(0.4) \quad |\gamma| \sim |\gamma'| \mod E_+,

which means that $|\gamma|/|\gamma'| \in E_+$, where $E_+ = \{\tau^m; m \in \mathbb{Z}\}$ is the subgroup of positive units in the group of units $\mathcal{O}_+$ of the Fibonacci ring $\mathcal{O}$. Using the parametrization (0.3), we can prove that the set of similarity classes of quasilattices is in one-to-one correspondence with the numbers in the set $[\tau, 1) \cap \mathbb{Q}(\tau)$.

0.4. Two one-dimensional quasilattices $\mathcal{L}$ and $\mathcal{L}'$ in $\mathcal{F}^2$ are of the same local type (or are locally equivalent), $\mathcal{L} \sim \mathcal{L}'$, if there is a similarity transformation $s$ such that the quasilattices $\mathcal{L}$ and $s\mathcal{L}'$ have one and the same set of distances between neighboring points. This set can contain either two distances $g, e$, or three distances $g, e, g + e$, where $g/e = \tau$. Let $x$ be an arbitrary point of $\mathcal{L}$, and let $x_-, x_+ \in \mathcal{L}$ be points neighboring to $x$ and ordered in accordance with the direction vector $\beta$. Then there is a point $x' \in \mathcal{L}'$ for which the neighboring distances are $|x'_- - x'| = |x_+ - x|$ and $|x'_+ - x'| = |x_+ - x|$, and vice versa. The definition implies that locally equivalent quasilattices $\mathcal{L}$ and $\mathcal{L}'$ are locally indistinguishable.

In Table 0.1, all possible first neighborhoods of points are given for the quasilattices $\mathcal{L}$ of local types $j = 0, 1, 2, 3$. Let, for example, $j = 0$, and let $x_-, x_+ \in \mathcal{L}$ be the neighboring points for $x \in \mathcal{L}$. Then the distances $r_\pm = |x_+ - x|$ can take the following three values: $(r_-, r_+) = (g, e), (e, g), \text{ or } (e, e)$. Table 0.1 shows how various types of local neighborhoods arise or disappear as the length of the interval $\gamma$ for the quasilattice $\mathcal{L} = \mathcal{L}(\beta, v, \gamma)$ changes. The number of all local neighborhoods is shown in the second column. The local types $j = 0, 1, 2, 3$ are distinct, and the next local type $j = 0'$ is equivalent to $j = 0$ (see Figure 6.1). Passage from one level to another implies multiplication of the local distances by $\tau + 1$, which yields the periodicity $j \mod 4$.

In Theorem 6.2, we prove that each one-dimensional quasilattice $\mathcal{L}$ in the two-dimensional Fibonacci quasilattice $\mathcal{F}^2$ has one of the local types $j$, where $j = 0, 1, 2, 3$, and each local type is realized by a quasilattice $\mathcal{L}$ in $\mathcal{F}^2$.

**Table 0.1. Local types of one-dimensional quasilattices $\mathcal{L}$ in $\mathcal{F}^2$**

<table>
<thead>
<tr>
<th>$j$</th>
<th>$S$</th>
<th>$(g,e),(e,g)$</th>
<th>$(e,e)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3</td>
<td>$(g,e),(e,g)$</td>
<td>$(e,e)$</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>$(g,e),(e,g)$</td>
<td>$(e,e)$</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>$(g,e),(e,g)$</td>
<td>$(e,e)$</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>$(g,e),(e,g)$</td>
<td>$(e,e)$</td>
</tr>
<tr>
<td>0'</td>
<td>3</td>
<td>$(e,g),(g,e)$</td>
<td>$(g+e,g+e)$</td>
</tr>
</tbody>
</table>
Every two quasilattices of the same dimension over \( \mathbb{Z} \) are similar. This fact is in contrast to the existence of countably many similarity classes of one-dimensional quasilattices \( L \) in \( \mathbb{F}^2 \). Moreover, even on the local level, there are four distinct types of such quasilattices. They all form a class of one-dimensional Fibonacci quasilattices that are characterized as quasilattices parametrized by circle rotations and the induced mappings (Poincaré mappings).

0.5. The level \( m = 0, 1, 2, \ldots \) of a quasilattice \( L = L(\beta, v, \gamma) \) is defined by the relations
\[
\tau^m < |\gamma| < \tau^{m-1} \quad \text{or} \quad |\gamma| = \tau^{m-1},
\]
and the lattice \( L \) is said to be nondegenerate or degenerate, respectively. In the first case, the interval \( \gamma \) is split into half-open intervals,
\[
\gamma = \gamma_G \oplus \gamma_{GE} \oplus \gamma_E,
\]
and the bijection \( \sigma \) (see (0.3)) is a parametrization of the quasilattices \( L \) by noncyclic rearrangements of the half-open intervals in (0.5). In the second case in (0.5), the half-open interval \( \gamma_{GE} \) in (0.6) disappears. Therefore, the quasilattices \( L \) are parametrized by rearrangements of two half-open intervals or, which is the same, by circle rotations (see Theorem 4.1).

We split the set of points of the quasilattice \( L = L_G \cap L_{GE} \cap L_E \) and its parameter set \( \Gamma = \Gamma_G \cap \Gamma_{GE} \cap \Gamma_E \) in accordance with (0.6). We assume that \( \beta_1 \neq 0 \) for the direction vector \( \beta = (\beta_1, \beta_2) \), and denote by \( \text{pr}_1 \ x = x_1 \) the projection of the vector \( x = (x_1, x_2) \) to the axis \( OX \). For each type of points \( x = xy \) in \( L \), where \( Y \) is \( G, GE, \text{or} \ E \), we define the frequency
\[
P_Y = \lim_{X \to \infty} \frac{\sharp(\text{pr}_1 \ L_Y \cap [X_1, X_1 + X])}{\sharp(\text{pr}_1 \ L \cap [X_1, X_1 + X])}
\]
of its occurrence in the quasilattice \( L = L(\beta, v, \gamma) \). If the level \( m \) of the quasilattice is even, then, by Theorem 5.1, the frequencies \( p_Y \) of its points \( xy \in L \) are calculated by the formulas
\[
P_G = 1 - \frac{m}{|\beta_1|}, \quad P_{GE} = \frac{m-1}{|\beta_1|} - 1, \quad P_E = 1 - \frac{m+1}{|\beta_1|}
\]
if \( L \) is a nondegenerate lattice, and by the formulas
\[
P_G = \tau, \quad P_{GE} = 0, \quad P_E = \tau^2
\]
if \( L \) is degenerate. Similar formulas are valid if the level \( m \) is odd. Let \( n_L(X) \) be the number of points \( x = (x_1, x_2) \) with \( 0 \leq x_1 \leq X \) in the quasilattice \( L \). Then \( n_L(X) \) satisfies the following asymptotic relation:
\[
n_L(X) = kX + o(X) \quad \text{for} \quad X \to +\infty,
\]
where \( k = \frac{|\gamma|}{(1+2\tau)|\beta_1|} \).

0.6. Formula (0.10) has two applications to Diophantine equations. We consider a system of Diophantine equations
\[
a_1N_1 + a_2N_2 = c_1, \quad a_1[N_1\tau] + a_2[N_2\tau] = c_2,
\]
where the coefficients \( a_i, c_i \) and the variables \( N_i \) belong to the ring \( \mathbb{Z} \) of rational integers. We assume that the coefficients satisfy the following conditions: \( a_1 \) and \( a_2 \) are relatively prime, \( a_2 \geq -a_1 \geq 3, c' > 0, m < c' < M, \) and \( -1 < \frac{c' - a_2\tau}{a_1} < \tau, \) where \( c' = c_1 - c_2\tau - a_1 - a_2, \) and \( m \) and \( M \) are, respectively, the minimal and the maximal number in the set \( \{a_1x_1 + a_2x_2; \ x_1 = \tau, -1, \ x_2 = \tau, -1\} \). Then system (0.10) has a solution,
and the number \( n(X) \) of its solutions \((N_1, N_2)\) with \( X_1 \leq N_1 \leq X_1 + X \), where \( X_1 \) is fixed and \( X \to +\infty \), satisfies the asymptotic identity

\[
(0.11) \quad n(X) = kX + o(X), \quad \text{where } k = \frac{|a_2 - a_1 \tau + c_1|}{|a_1| a_2^2}
\]

(see Proposition 5.1).

The second application deals with the equation

\[
(0.12) \quad A_1 \circ X_1 - A_2 \circ X_2 = C,
\]

where the coefficients \( A_1, C \) and the variables \( X_i \) take values in \( \mathbb{N} = \{1, 2, 3, \ldots\} \) and \( \circ \) is Knuth’s circular multiplication [6]. Let \( |\delta'(A_i)| \leq \tau^3 \), and let \( n_{F/Q}(\delta(A_i)) \) \( (i = 1, 2) \) be relatively prime, where \( n_{F/Q}(\delta(A)) = A^2 - A[(A + 1)\tau] - [(A + 1)\tau]^2 \) is the norm of \( \delta(A) = A + [(A + 1)\tau]^{\tau} \) in the quadratic extension \( F/Q \). We assume that one of the following conditions 1) or 2) is valid: 1) \( 0 < \frac{\delta'(A_2)}{\delta'(A_1)} < 1 \) and \( m < \delta'(C) < M \), where \( m \) is the minimal and \( M \) is the maximal number in the set \( \{\delta'(A_1)\tau - \delta'(A_2)\tau, -\delta'(A_1) + \delta'(A_2)\} \); 2) \( -\tau < \frac{\delta'(A_2)}{\delta'(A_1)} < 0 \) and \( m < \delta'(C) < M \), where \( m \) is the minimal and \( M \) is the maximal number in the set \( \{\delta'(A_1)\tau + \delta'(A_2), -\delta'(A_1) - \delta'(A_2)\} \). Under these conditions, the number \( n(X) \) of solutions \((X_1, X_2)\) of equation \((0.12)\) with \( 1 \leq X_2 \leq X \) is calculated, as \( X \to +\infty \), by the asymptotic formula

\[
(0.13) \quad n(X) = kX + o(X), \quad \text{where } k = \frac{1}{|n_{F/Q}(\delta(A_1))|}.
\]

Formulas \((0.11)\) and \((0.13)\) show that the Diophantine equations \((0.10)\) and \((0.12)\) are sensitive to the metric characteristics of their coefficients. Therefore, it is natural to state general results concerning Diophantine equations of this type in geometric terms, similar to what was done in the asymptotic formula \((0.9)\).

Earlier in [3], the quasilattice \( \mathcal{F}^2 \) was applied to quadratic Diophantine equations.

0.7. The Fibonacci ring \( \mathcal{O} = \mathbb{Z}[\tau] \) is Euclidean. It admits a division algorithm with respect to the norm (see [11]). Yet another application of one-dimensional quasilattices is that the normalized quasilattice \( \mathcal{F}_1 = \tau \cdot \mathcal{F} \) determines, in the terminology of Cooke [4], a one-dimensional two-step Euclidean algorithm in which the maximal number of the form

\[
\delta_1(N) = [(N + 1)\tau] + (N - [(N + 1)\tau]) \cdot \tau \leq \alpha/\beta
\]

with \( N = 0, 1, 2, \ldots \) is taken as the quotient for \( \alpha/\beta \), where \( \alpha, \beta \in \mathcal{O} \) and \( \alpha, \beta > 0 \). In Theorem 7.1, we obtain an upper bound for the number of steps in the algorithm, which shows that the one-dimensional algorithm in question is fast.

§1. Fibonacci quasilattices

1.1. The one-dimensional Fibonacci quasilattice \( \mathcal{F} \). We introduce the mapping

\[
(1.1) \quad \mathbb{Z} \to \mathbb{R} : \quad N \mapsto \delta'(N) = N - r(N)\bar{\tau}
\]

such that \( \delta'(\mathbb{N}) \subset J \) and \( \delta'(\mathbb{N}) = \mathbb{J} \); here \( \bar{\tau} = \tau + 1 \), the function \( r(N) \) takes values in \( \mathbb{N} = \{0, 1, 2, \ldots\} \), \( J = [-1, \tau] \), and the bar stands for closure. Then \( r(N) = [(N + 1)\tau] \) (see [3]), where \( [\ast] \) is the integral part function, and we can represent the mapping \((1.1)\) by the explicit formula

\[
(1.2) \quad \delta'(N) = N - [(N + 1)\tau]\bar{\tau}.
\]

The one-dimensional Fibonacci quasilattice \( \mathcal{F} \) is the discrete subset of \( \mathbb{R} \) defined by (see Figure 1.1)

\[
(1.3) \quad \mathcal{F} = \delta(\mathbb{Z}),
\]
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where \( \delta(N) = N + r(N)\tau \) for all \( N \in \mathbb{Z} \). We note that \( \delta(N) = \delta'(N)' \), where ' denotes conjugation in the quadratic field \( F = \mathbb{Q}(\sqrt{5}) \). The quasilattice \( F \) has many interesting properties. For example, in §7 we shall apply the construction of the division algorithm in the ring \( \mathcal{O} \) to \( F \). Here, we list some simple properties of \( F \).

We denote by \( F^+ \) the subset of \( F \) consisting of all points of the form \( \delta(N) \) with \( N \in \mathbb{N} \). For the difference function \( \Delta r(N) = r(N) - r(N - 1) \), we have \( \Delta r(N) = 1 \) if \( N\tau \ mod 1 \in \{\tau^2, 1\} \) and \( \Delta r(N) = 0 \) if \( N\tau \ mod 1 \in [0, \tau^2) \). This shows that the set \( F^+ \) is parametrized by circle rotations. The results of \([5]\) imply that

\[
\delta = \tau\delta(1) + \tau\delta(2) + \tau\delta(3) + \cdots + \tau\delta(n) + \cdots
\]

where \( \delta(N) = \Delta r(N) = 0, 1 \), is a Sturm sequence. The sequence \( u \) completely determines the positive part \( F^+ \) of the quasilattice \( F \), because \( \Delta(\delta(N)) = 1 + \tau \) if \( u_N = 1 \) and \( \Delta(\delta(N)) = 1 \) if \( u_N = 0 \). The sequence \( u \) is invariant under the substitution that acts on the symbols 0, 1 by the rule \( \pi: 1 \mapsto 1, 0 \mapsto 1 \), and is obtained from 1 by repeated application of \( \pi \). The length of a sequence \( \pi^n(1) \) is equal to \( 2^n + 1 \pi^n(1) = F_{n+1} \), where the \( F_m \) are the Fibonacci numbers defined by the recurrence relation \( F_{m+2} = F_{m+1} + F_m \) and the initial condition \( F_1 = 1, F_2 = 2 \). For the sequences \( \pi^n(1) \), we also have the recurrence relation

\[
\pi^{n+1}(1) + \pi^n(1) = \pi^{n+2}(1),
\]

where, on the left-hand side, we have the sequence obtained by successive extension of \( \pi^{n+1}(1) \) by elements of the sequence \( \pi^n(1) \) (this is, by a noncommutative operation of juxtaposition). For example, \( \pi^2(1) + \pi^1(1) = (101) + (10) = (10110) \). We put \( F_N = \{\delta(M) \in F^+ : M = 0, 1, \ldots, N - 1\} \). Then \((1.4)\) implies the relation

\[
F_{F_n+1} \cup (F_{F_n} + \delta(F_{n+1})) = F_{F_{n+2}}, \quad n = 1, 2, 3, \ldots,
\]

which is a recurrence property of finite intervals of the sublattice \( F^+ \subset F \). Thus, \( F^+ \) can be obtained by the operations of addition and passage to the limit from its two parts \( F^+ = \{\delta(0)\} = \{0\} \) and \( F^+ = \{\delta(0), \delta(1)\} = \{0, 1 + \tau\} \).

The set \( \delta(\mathbb{Z}) \setminus \{\delta(-1)\} \) is centrally symmetric: \( \iota\delta'(N) = -\delta'(N) + \delta'(-2) \) for every \( N \in \mathbb{Z} \setminus \{-1\} \). Using formula \((1.2)\), we can represent \( \iota \) in terms of the parameters, \( \iota\delta'(N) = \delta'(-N - 2) \). It follows that the punctured quasilattice \( F_{\text{hole}} = F \setminus \{\delta(-1)\} = F \setminus \{-1\} \) is centrally symmetric,

\[
\iota F_{\text{hole}} = F_{\text{hole}},
\]

with the center of symmetry \( \frac{1}{2}\delta(-2) = -\frac{1}{\tau + \tau^2} \), which is not an element of \( F_{\text{hole}} \).

Apart from the symmetry \( \iota \), the quasilattice \( F \) has a rich semigroup of similarities \( \delta(\mathbb{Z}) \subset F \), where \( \mathbb{Z}_\tau \) is the subset of all \( N \in \mathbb{Z} \) for which \( |\delta'(N)| < \tau \). For all \( N \in \mathbb{Z}_\tau \), we have

\[
\delta(N) \cdot F \subset F.
\]

Of special interest is the case of \( N = 1 \), where we have a similarity

\[
\lambda \cdot F \subset F
\]

the coefficient \( \lambda = \delta(1) = \tau \) of which is a fundamental unit of the Fibonacci ring \( \mathcal{O} = \mathbb{Z}[\tau] \). In this case, the similarity \((1.4)\) is the inflation of \( F_{\text{hole}} \) corresponding to the substitution \( \tau \).

The quasilattice \( F \) is not periodic; i.e., the relation \( F + t = F \) is valid only for \( t = 0 \). This follows from a similar property of the parameter set \( \delta'(\mathbb{Z}) \). However, we have

\[
F + F \subset F + \mathcal{R}, \quad F - F \subset F + \mathcal{R},
\]

where \( \mathcal{R} = \{0, \pm \tau\} \), which means that the quasilattice \( F \) is “almost” closed under the operations of addition and subtraction (the Meier property).
1.2. The quadratic Fibonacci quasilattice $F^2$. To extend the class of one-dimensional quasilattices, we introduce the square quasilattice (see Figure 1.1)

\[(1.9) \quad F^2 = F \times F = \{(x_1, x_2) = (\delta(N_1), \delta(N_1)); \, N_i \in \mathbb{Z}\}.\]

This quasilattice can be characterized as the set of all points \((x_1, x_2)\) in \(O^2\) such that \((x_1', x_2') \in J^2\), or more concisely,

\[(1.10) \quad (F^2)' = O^2 \cap J^2.\]

Let \(L\) be a line passing through two points of \(F^2\). Then \(L = L \cap F^2\) is a one-dimensional quasilattice. In particular, if \(L\) is the main diagonal, then we obtain a quasilattice \(L\) similar to \(F\). If \(L\) is the second diagonal, then \(L\) is no longer similar to \(F\), because the distances between neighboring points in \(L\) take three distinct values (see the quasilattice \(L_{2,0}\) in Figure 1.1).

To classify the one-dimensional lattices \(L\) arising in this way, we need to study in detail the Fibonacci tilings of the half-open interval \(J\).

In essence, we use the well-known “cut and project” method (see, e.g., [10]) and choose the square \(J^2\) for the role of the “window” or the interior space \(W\) in the definition (1.10). If an arbitrary convex set is chosen for \(W\), then no new types of quasilattices \(L\) arise. If we admit nonconvex \(W\), then new quasilattices \(L\) appear. They are unions of old quasilattices.
§2. ONE-DIMENSIONAL FIBONACCI QUASILATTICES AND INDUCED MAPPINGS

2.1. Proper Fibonacci tilings. We identify the half-open interval $I = [0, 1)$ with the unit circle $\mathbb{R}/\mathbb{Z}$ and define the shift

$$S : x \mapsto x + \tau \mod 1,$$

where $\tau = \frac{\sqrt{5} - 1}{2}$ is the golden section. Since 1 and the shift $\tau$ are incommensurable, we can define the following induced mapping (the Poincaré mapping) for every $\varepsilon \in I$:

$$(2.1) \quad S_\varepsilon = S|_{I(\varepsilon)} : I(\varepsilon) \to I(\varepsilon),$$

where $I(\varepsilon) = [\varepsilon, 1)$ is the interval on which $S_\varepsilon$ acts. It is well known [2] that the induced mapping $S_\varepsilon$ is isomorphic either to 1) a noncyclic rearrangement of three half-open intervals in $I(\varepsilon)$, or to 2) a rearrangement of two half-open intervals in $I(\varepsilon)$, which is equivalent to a rotation of the unit circle. Case 2) arises when the parameter $\varepsilon$ takes the values

$$(2.2) \quad \varepsilon_m = 1 - \tau^m \quad \text{for} \quad m = 0, 1, 2, \ldots.$$

For such an $\varepsilon$, the half-open interval $I_m = I(\varepsilon_m) = [\varepsilon_m, 1)$ is split into two half-open intervals $G_0^m$ and $E_0^m$,

$$(2.3) \quad I_m = G_0^m \oplus E_0^m,$$

for which the ratio of lengths is $|G_0^m|/|E_0^m| = \tau$ or $\tau^{-1}$ for $m$ even or odd, respectively. In

$$(2.3), \oplus \quad \text{means the noncommutative operation of juxtaposition of intervals.}$$

The induced mapping $S^{(m)} = S^{(m)}_\varepsilon$ interchanges (see [2]) the half-open intervals of the partition (2.3),

$$(2.4) \quad S^{(m)} : G_0^m \oplus E_0^m \to E_0^m \oplus G_0^m.$$

Here, the induced mapping $S^{(m)}$ is isomorphic to the shift $S$ or to the inverse shift $S^{-1}$, depending on whether $m$ is even or odd,

$$(2.5) \quad S^{(m)} \sim S^{\pm 1}.$$

We obtain a proper Fibonacci tiling $\text{Til}(\varepsilon_m)$ of level $m$ of the unit half-open interval $I$ if we apply the shift $S$ several times to the half-open intervals $G_0^m, E_0^m \subset I_m \subset I$ until they return into $I_m$ for the first time. The tiling $\text{Til}(\varepsilon_m)$ consists of $F_{m+1}$ and $F_{m+2}$ half-open intervals $|G_0^m|$ and $|E_0^m|$, respectively, if the level $m$ is even, and $F_{m+2}$ and $F_{m+1}$ half-open intervals if $m$ is odd. In [2], a structure theorem concerning the invariance of the tiling $\text{Til}(\varepsilon_m)$ under the shift $S$ was proved,

$$(2.6) \quad S(\text{Til}(\varepsilon_m)) = \text{Til}^+(\varepsilon_m),$$

where the tiling $\text{Til}^+(\varepsilon_m)$ is obtained by a rearrangement of the two rightmost half-open intervals $G_0^m$ and $E_0^m$ in $\text{Til}(\varepsilon_m)$ (see [2.4]).

2.2. Improper Fibonacci tilings. An improper tiling $\text{Til}(\varepsilon)$, where $\varepsilon_m \leq \varepsilon < \varepsilon_{m+1}$ and $m \geq 0$, is obtained from $\text{Til}(\varepsilon_m)$ by dividing each of the half-open intervals in $\text{Til}(\varepsilon_m)$ into two half-open intervals so that the leftmost interval will be of length $\delta = \varepsilon - \varepsilon_m$. The half-open interval $I(\varepsilon)$ of length $1 - \varepsilon$ will split into three half-open intervals,

$$(2.7) \quad I(\varepsilon) = G_0^m(\varepsilon) \oplus GE_0^m(\varepsilon) \oplus E_0^m(\varepsilon),$$

which have lengths

$$(2.8) \quad |G_0^m(\varepsilon)| = \tau^{m+2} - \delta, \quad |GE_0^m(\varepsilon)| = \delta, \quad |E_0^m(\varepsilon)| = \tau^{m+1} - \delta,$$

if $m$ is even, and

$$(2.9) \quad |G_0^m(\varepsilon)| = \tau^{m+1} - \delta, \quad |GE_0^m(\varepsilon)| = \delta, \quad |E_0^m(\varepsilon)| = \tau^{m+2} - \delta.$$
if \( m \) is odd. As was noted in Subsection 2.1, the induced mapping \( S_\varepsilon \) rearranges the half-open intervals of the partition \((2.7)\) noncyclically,

\[
S_\varepsilon(G_0^m(\varepsilon) \oplus GE_0^m(\varepsilon) \oplus E_0^m(\varepsilon)) = E_0^m(\varepsilon) \oplus GE_0^m(\varepsilon) \oplus G_0^m(\varepsilon).
\]

Consequently, the induced mapping \( S_\varepsilon : I(\varepsilon) \rightarrow I(\varepsilon) \) (see \((2.11)\)) acts in coordinates as follows: for even \( m \),

\[
S_\varepsilon(x) = \begin{cases} 
  x + \tau^m & \text{if } x \in G_0^m(\varepsilon), \\
  x + \tau^m - 1 & \text{if } x \in GE_0^m(\varepsilon), \\
  x - \tau^m + 1 & \text{if } x \in E_0^m(\varepsilon);
\end{cases}
\]

and for odd \( m \),

\[
S_\varepsilon(x) = \begin{cases} 
  x + \tau^m + 1 & \text{if } x \in G_0^m(\varepsilon), \\
  x - \tau^m + 1 & \text{if } x \in GE_0^m(\varepsilon), \\
  x - \tau^m & \text{if } x \in E_0^m(\varepsilon).
\end{cases}
\]

Using the formula \( \tau^n = (-1)^n(F_{n-1} - F_n \cdot \tau) \) for \( n \geq 1 \), we obtain the congruence \( \tau^n \equiv (-1)^{n-1} F_n \cdot \tau \mod 1 \) for \( n \geq 1 \). Then the rearrangement of the intervals \((2.9)\), \((2.10)\) can be represented as multiple shifts: for even \( m \),

\[
S_\varepsilon(x) \equiv \begin{cases} 
  x + F_{m+1} \cdot \tau & \mod 1 \text{ if } x \in G_0^m(\varepsilon), \\
  x + F_{m+3} \cdot \tau & \mod 1 \text{ if } x \in GE_0^m(\varepsilon), \\
  x + F_{m+2} \cdot \tau & \mod 1 \text{ if } x \in E_0^m(\varepsilon);
\end{cases}
\]

and for odd \( m \),

\[
S_\varepsilon(x) \equiv \begin{cases} 
  x + F_{m+2} \cdot \tau & \mod 1 \text{ if } x \in G_0^m(\varepsilon), \\
  x + F_{m+3} \cdot \tau & \mod 1 \text{ if } x \in GE_0^m(\varepsilon), \\
  x + F_{m+1} \cdot \tau & \mod 1 \text{ if } x \in E_0^m(\varepsilon).
\end{cases}
\]

Formulas \((2.9)\) and \((2.11)\) imply the following isomorphism condition for two induced mappings:

\[
S_\varepsilon \sim S_\eta \Leftrightarrow \varepsilon \sim \eta \mod E_+,
\]

where the equivalence \( \varepsilon \sim \eta \mod E_+ \) means that \( \varepsilon/\eta \in E_+ \); here \( E_+ = \{\tau^m; m \in \mathbb{Z}\} \) is the subgroup of positive units in the group \( O^* \) of units of the Fibonacci ring \( O \).

### 2.3. Partitions of the half-open interval \( J \).

Consider the shift

\[
J \overset{\tau}{\rightarrow} J : \ x \mapsto T(x) = x + 1 \mod \tau
\]

of the half-open interval \( J = [-1, \tau) \) of length \( \tau = \tau + 1 \). Since

\[
\delta'(N) = N - [(N + 1)\tau] \cdot \tau \equiv N \mod \tau,
\]

we see that \( T \) and \( \delta'(N) \) satisfy the relation

\[(2.14) \quad \delta'(N) = T^N(0) \quad \text{for all } N \in \mathbb{Z}.
\]

We take a half-open interval \( \gamma = [\gamma^-, \gamma^+] \) in \( J \) and consider the induced mapping \( T_\gamma = T|_\gamma \), which exists because 1 and \( \tau \) are incommensurable.

By analogy with \((2.2)\), we define \( \bar{\varepsilon}_m = \bar{\tau} \cdot \varepsilon_m = \bar{\tau} - \tau^{m-1} \) for \( m = 0, 1, 2, \ldots \). Suppose that the length \( |\gamma| = \gamma^+ - \gamma^- \) of \( \gamma \) satisfies the condition

\[
(2.15) \quad \bar{\tau} - \bar{\varepsilon}_{m+1} < |\gamma| \leq \bar{\tau} - \bar{\varepsilon}_m.
\]

Observe that \( \gamma \subset J \) by assumption. Therefore, there always exists a unique \( m \) for which inequalities \((2.15)\) are valid. We split \( \gamma \) into three half-open intervals

\[
(2.16) \quad \gamma = \gamma_G \oplus \gamma_{GE} \oplus \gamma_E
\]
Theorem 2.1. Let $\gamma$ be a half-open interval in $J = [-1, \tau)$, and let $m = 0, 1, 2, \ldots$ satisfy condition (2.15).

1. Then the induced mapping $T_\gamma = T|_\gamma$ rearranges the half-open intervals in the partition (2.10) noncyclically,

$$T_\gamma \gamma \oplus \gamma \geq \gamma \oplus \gamma \geq \gamma,$$

where $\gamma = \tau^m, \tau^{m+2}, \tau^{m+1}$ for $m \equiv 0 \mod 2$, respectively, if $m$ is even, and $\gamma = \tau^m, \tau^{m+2}, \tau^{m+1}$ for $m \equiv 1 \mod 2$, respectively, if $m$ is odd.

2. Let $N$ belong to the set $N_\gamma$ of all $M \in \mathbb{Z}$ such that $\delta'(M) \in \gamma$. Then formula (2.21) takes the form

$$T_\gamma \delta(N) = \delta'(N + \Delta_\gamma(N)),$$

where $\Delta_\gamma(N) = F_m, F_m, F_m, F_{m+2}$ for $N \in N_G, N_G, N_E, N_E$, respectively, if $m$ is even, and $\Delta_\gamma(N) = F_m, F_m, F_m, F_{m+1}$ for $N \in N_G, N_G, N_E, N_E$, respectively, if $m$ is odd. The set $N_\gamma$ is split in accordance with the partition (2.16) of $\gamma$,

$$N_\gamma = N_G \cup N_G \cup N_E,$$

i.e., $N_X = \{N \in \mathbb{Z}; \delta'(N) \in \gamma_X\}$.

Two mappings $T_{\gamma_1}$ and $T_{\gamma_2}$ are similar, $T_{\gamma_1} \sim T_{\gamma_2}$, if they coincide after bringing the half-open intervals $\gamma_1$ and $\gamma_2$ to one and the same scale. Theorem 1 shows that the following statement is true.

Corollary 2.1. We have

$$T_{\gamma_1} \sim T_{\gamma_2} \Leftrightarrow |\gamma_1| \sim |\gamma_2| \mod E_+,$$

where the sign in $T_{\gamma_1} \pm 1$ depends on whether the congruence $m_1 \equiv m_2 \mod 2$ is fulfilled.

Any half-open interval $\gamma$ in $J$ gives rise to a one-dimensional quasilattice:

$$L^1 = L^1(\gamma) = \{t; t' \in J\} \subseteq F^1,$$

where $\Gamma = \gamma \cap O$. The definitions imply that the following diagram is commutative:

$$\begin{array}{ccc}
\Gamma & \xrightarrow{em} & J \\
\downarrow & & \downarrow \\
L^1 & \xrightarrow{em} & F^1,
\end{array}$$

where $J = J \cap O, F^1 = F$, $em$ are embeddings of sets, and $'$ denotes conjugation in the quadratic field $F$. 
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We say that two one-dimensional quasilattices $L^1(\gamma_1)$ and $L^1(\gamma_2)$ in the square quasilattice $F^2$ are similar, $L^1(\gamma_1) \sim L^1(\gamma_2)$, if there is a similarity transformation of the line $\mathbb{R}^1$ that takes one quasilattice to the other.

**Corollary 2.2.** We have
\[ L^1(\gamma_1) \sim L^1(\gamma_2) \iff |\gamma_1| \sim |\gamma_2| \mod E_. \]

This follows from Corollary 2.1 and diagram (2.26).

§3. **Homogeneous and nonhomogeneous quasilattices $L$**

3.1. Homogeneous and nonhomogeneous lines. We define a line $L$ over the Fibonacci ring $\mathcal{O} = \mathbb{Z}[\tau]$ by the equation
\[ a_1 x_1 + a_2 x_2 = 0 \]
with $a_i$ and $x_i$ in $\mathcal{O}$, where $(a_1, a_2) \neq (0, 0)$. Let $\beta = (\beta_1, \beta_2)$ be a primitive integral solution of equation (3.1), i.e., a nonzero solution with g.c.d. $(\beta_1, \beta_2) = 1$. Such a solution always exists since $\mathcal{O}$ is factorial. Then $L$ is a module over $\mathcal{O}$ and $\beta$ is its generator,
\[ L = \mathcal{O}[\beta]. \]

Indeed, let $x = (x_1, x_2) \neq (0, 0)$ be an arbitrary solution of (3.1). Then $\beta_1 x_2 = \beta_2 x_1$. Since g.c.d. $(\beta_1, \beta_2) = 1$ by assumption, we have $x_i = k^{\beta_i}$, $i = 1, 2$, for some $k \in \mathcal{O}$, i.e., $x = k\beta$.

In the case of a nonhomogeneous equation, we have
\[ a_1 x_1 + a_2 x_2 = c, \]
where $c \in \mathcal{O}$, and the line $L$ can be represented in the form
\[ L = \mathcal{O}[\beta] + v, \]
where $v = (v_1, v_2)$ is a fixed integral solution of (3.3), and $\beta$ is again a primitive solution of (3.1). If $c = 0$, then we take $v = (0, 0)$. Conversely, every pair $\beta, v$ of vectors in $\mathcal{O}^2$, where $\beta$ is a primitive vector, gives a line
\[ L = L(\beta, v) \]
defined by an equation of the form (3.3).

3.2. One-dimensional quasilattices. Every line $L = L(\beta, v)$ gives rise to the subset
\[ L = L \cap F^2 \]
of the two-dimensional Fibonacci quasilattice $F^2$. If $L$ contains at least two points, then it contains infinitely many points (see Lemma 3.1).

In this case, the set $L$ as in (3.6) is called a one-dimensional quasilattice in $F^2$. In the sequel, we consider only lines $L$ with this property. We note that the quasilattice $L$ determines the line $L$ uniquely.

The definition of the Fibonacci quasilattice $F^2$ shows that, apart from (3.6), yet another representation for $L$ is possible:
\[ L = (L' \cap J^2)'. \]

We say that a quasilattice $L_0$ is homogeneous if the line $L_0$ passes through the origin; otherwise $L$ is nonhomogeneous. With every nonhomogeneous quasilattice $L$ we can associate a homogeneous quasilattice $L_0$ generated by the line $L_0$ that is parallel to $L$ and passes through the origin.
Lemma 3.1. Let $L(\beta, v)$ be a line with generating vector $\beta$ of length

$|\beta| \leq \tau^2$. 

Then there is an interval $\gamma$ in $J$ for which we have the following bijection:

$\Gamma \sim L: \quad t' \mapsto x = \sigma(t') = t \cdot \beta + v,$

where $\Gamma = \gamma \cap \mathcal{O}$ is a parameter set for the quasilattice $L$.

Proof. Since the generating vector $\beta$ can be replaced by an arbitrary vector of the form $\tau^m \beta$, $m \in \mathbb{Z}$, we may assume that condition (3.5) is fulfilled. Let $\gamma$ be a maximal interval in $J$ such that $\sigma'(t') = t' \cdot \beta' + v' \in J$ for every $t' \in \Gamma$. Let

$L' = L' \cap J^2 \subset J^2$

be the image of the quasilattice $L$ under conjugation. Then (3.10) and (3.4) imply the relation $L' = \sigma'(\Gamma)$, which is equivalent to the fact that the mapping

$\Gamma \sim L': \quad t' \mapsto x' = \sigma(t')$

is bijective, and the lemma follows. 

The bijection (3.9) gives a parametrization of the quasilattice $L \subset \mathcal{F}^2$ by the points of the set $\Gamma$. Thus, the quasilattice

$L = L(\beta, v, \gamma)$

is uniquely determined by the vectors $\beta, v \in \mathcal{O}^2$ as in (3.5) such that $\beta$ is primitive and the conjugate line $L' = \mathcal{O}[\beta'] + v'$ has a nonempty intersection with $J^2$. If, in addition, we assume that the length of $\beta$ satisfies (3.8), then in $J$ there is an interval $\gamma$ giving the parameter set $\Gamma = \gamma \cap \mathcal{O}$ for the quasilattice $L = L \cap \mathcal{F}^2$.

3.3. The parameter set. We explicitly describe the intervals $\gamma_0$ for the case of homogeneous quasilattices $L_0$ of the form (3.11) with $v = 0$. For this, we must split the set of all vectors $\beta' = (\beta'_1, \beta'_2)$ into three regions $Sec_i$ defined by the inequalities

$-\tau \leq \frac{\beta'_2}{\beta'_1} \leq 1, \quad -\tau \leq \frac{\beta'_1}{\beta'_2} \leq 1, \quad -\tau \leq \frac{\beta'_2}{\beta'_1} \leq -\tau$

for $i = 1, 2, 3$, respectively. Each region $Sec_i$ is the union of two centrally symmetric sectors. A direct calculation shows that, for homogeneous quasilattices $L_0 = L_0(\beta, 0, \gamma_0)$ and vectors $\beta$ in $Sec_i$, the intervals $\gamma_0$ have the following form:

for $i = 1$,

$\gamma_0 = \left[\frac{-1}{\beta'_1}, \frac{\tau}{\beta'_1}\right] \text{ if } \beta'_1 > 0, \quad \gamma_0 = \left[\frac{\tau}{\beta'_1}, \frac{-1}{\beta'_1}\right] \text{ if } \beta'_1 < 0;$

for $i = 2$,

$\gamma_0 = \left[\frac{-1}{\beta'_2}, \frac{\tau}{\beta'_2}\right] \text{ if } \beta'_2 > 0, \quad \gamma_0 = \left[\frac{\tau}{\beta'_2}, \frac{-1}{\beta'_2}\right] \text{ if } \beta'_2 < 0;$

for $i = 3$,

$\gamma_0 = \left(\frac{-\tau}{\beta'_1}, \frac{\tau}{\beta'_1}\right) \text{ if } \beta'_1 > 0, \quad \gamma_0 = \left(\frac{\tau}{\beta'_1}, \frac{-\tau}{\beta'_1}\right) \text{ if } \beta'_1 < 0.$

By (3.13), the intervals $\gamma_0$ have the following lengths:

$|\gamma_0| = \frac{\tau}{|\beta'_1|} \text{ for } i = 1, \quad |\gamma_0| = \frac{\tau}{|\beta'_2|} \text{ for } i = 2, \quad |\gamma_0| = \tau \left|\frac{1}{\beta'_1} - \frac{1}{\beta'_2}\right| \text{ for } i = 3.$
If $L = \mathcal{L}(\beta, v, \gamma)$ is a nonhomogeneous quasilattice, then the length of the interval $\gamma$ can be found from the equation

$$|\gamma| = \frac{|L'|}{|L'|_0},$$

(3.15)

where the intervals $\overline{L'}, \overline{L'_0} \subset \overline{J^2}$ are the closures of $L'$ and $L'_0$, respectively.

Since the lines $L'$ and $L'_0$ are parallel, we can often use shift by the vector $v'$ to embed one of the sets $L'$ or $L'_0$ in the other. Therefore, there exists an embedding of the nonhomogeneous quasilattice $\mathcal{L}$ in the corresponding homogeneous quasilattice $\mathcal{L}_0$ (see Subsection 3.2), or vice versa. If the conjugate vector $\beta'$ belongs to the region $Sec_3$ (see Figure 3.1), then one of the quasilattices $\mathcal{L}$ or $\mathcal{L}_0$ can always be embedded in the other. If $\beta'$ belongs to $Sec_1$ or to $Sec_2$, then $\mathcal{L}$ can be embedded in $\mathcal{L}_0$. Exceptions are possible only if $|L'| = |L'_0|$ and the line $L'$ intersects, respectively, the axis $OY$ or the axis $OX$ in a nonintegral point of the field $F$. In Figure 3.1, the nonhomogeneous quasilattice $\mathcal{L}_2$ embeds in the homogeneous quasilattice $\mathcal{L}_{2,0}$, via shifts by the vectors $v_1 = (\delta(-2), 0)$ and $v_2 = (0, \delta(-2))$. We have

$$\mathcal{L}_{2,0} = (\mathcal{L}_2 + v_1) \cup (\mathcal{L}_2 + v_2).$$

§4. Local vectors and local numbers in a quasilattice $\mathcal{L}$

Let $\mathcal{L} = \mathcal{L}(\beta, v, \gamma)$ be the quasilattice (3.11). The length $|\gamma|$ of the corresponding interval $\gamma$ satisfies

$$\tau^m < |\gamma| \leq \tau^{m-1}$$

(4.1)

for some level $m = 0, 1, 2, \ldots$. Suppose that the parameter set $\Gamma = \gamma \cap \mathcal{O}$ is split in accordance with the partition (2.16) of the interval $\gamma$,

$$\Gamma = \Gamma_G \cap \Gamma_{GE} \cap \Gamma_E.$$

(4.2)

Theorem 4.1. 1. Let $y$ be a point of the quasilattice $\mathcal{L} = \mathcal{L}(\beta, v, \gamma)$ neighboring to the point $x = \sigma(t')$ (see (3.10)) in the direction of the vector $\beta$. If $T_\gamma(t') \in \Gamma$, where $T_\gamma$ is the induced mapping described in Theorem 2.1, then

$$y = x + \Delta_\mathcal{L}(t'),$$

(4.3)
where \( \Delta_{\mathcal{L}}(t') \) is the local vector of the point \( x = \sigma(t') \), calculated by the formulas

\[
\begin{align*}
\Delta_{\mathcal{L}}(t') &= \overline{t\beta} \overline{\tau^{m+2}\beta} \overline{\tau^{m+1}\beta} & \text{for} \ t' \in \Gamma_G, \Gamma_{GE}, \Gamma_E & \text{if} m \text{ is even}, \\
\Delta_{\mathcal{L}}(t') &= \overline{t\beta} \overline{\tau^{m+2}\beta} \overline{\tau^{m}\beta} & \text{for} \ t' \in \Gamma_G, \Gamma_{GE}, \Gamma_E & \text{if} m \text{ is odd}.
\end{align*}
\]

2. The point \( x = \sigma(t') = (\delta(N_1), \delta(N_2)) \) has the following numbers \( N_1, N_2 \in \mathbb{Z} \):

\[
N_i = N_{t'} \circ N_{\beta_i'}, \quad i = 1, 2,
\]

where \( \circ \) denotes Knuth's circular multiplication, \( t' = \delta'(N_{t'}) \), and the coordinates of the vector \( \beta' = (\beta'_1, \beta'_2) \) have the form

\[
\beta'_i = \overline{t\beta} \cdot \delta'(N_{\beta_i'}), \quad i = 1, 2.
\]

Here \( b = 0, 1, 2, \ldots \) is the power ensuring with some \( N_{\beta_i'} \in \mathbb{Z} \). The numbers of the point \( y \) neighboring to \( x \) are calculated by the formula

\[
N_i + \Delta_{\mathcal{L}}(N_i), \quad \text{where} \quad \Delta_{\mathcal{L}}(N_i) = (N_{t'} + \Delta_V(N_{t'})) \circ N_{\beta_i'} - N_{t'} \circ N_{\beta_i'};
\]

they are local numbers and \( \Delta_V(N_{t'}) \) are the shifts \( \overrightarrow{t\beta} \).

Remark 4.1. Theorem 2.1 shows that the set of points \( t' \in \Gamma \) for which \( T_\gamma(t') \notin \Gamma \) can contain at most two points \( \gamma^- \) and \( \gamma^+ \), which are the endpoints of the interval

\[
(\gamma^- \cup \gamma^+) = \Gamma.
\]

If \( T_\gamma(t') \notin \Gamma \), then the point neighboring to \( x = \sigma(t') \) is \( y = \sigma(T_\gamma(t')) \); i.e., the expected point \( y = \sigma(T_\gamma(t')) \) is skipped. This case corresponds to the quasilattice \( \mathcal{L}_1 \) in Figure 1.1 For all other quasilattices, we have \( T_\gamma(t') \in \Gamma \).

Proof. Consider the commutative diagram (see \( \overrightarrow{t\beta} \))

\[
\begin{array}{ccc}
\Gamma & \xrightarrow{\beta'} & \mathcal{L}' \\
\downarrow & & \downarrow' \\
\mathcal{L}_1 & \xrightarrow{\beta} & \mathcal{L}
\end{array}
\]

in which, by the parametrization, all mappings are bijections: the upper arrow is the mapping \( t' \mapsto \beta' \), and the lower arrow is the affine mapping \( t \mapsto t \cdot \beta \). Since an affine mapping preserves the order of the points, we see that \( \overrightarrow{t\beta} \) implies the first statement of the theorem.

The number \( b \) mentioned in \( \overrightarrow{t\beta} \) exists indeed, because it can be found from the condition that \( \beta'_i / t^b \) is in the half-open interval \( J = [-1, \tau) \). By assumption, \( t' \beta'_i = \delta'(N_{t'}) \beta'_i \) belongs to \( J \). Therefore,

\[
\delta'(N_{t'}) \beta'_i = \overline{t^b \delta'}(N_{t'}) \delta'(N_{\beta_i'}) = \overline{t^b \delta'}(N_{t'} \circ N_{\beta_i'}) = \overline{t^b \delta'}(N_{t'} \circ N_{\beta_i'}).
\]

This proves relation \( \overrightarrow{t\beta} \); combining this with \( \overrightarrow{t\beta} \), we get formula \( \overrightarrow{t\beta} \).

\section{Distribution and Density of Points in a Quasilattice \( \mathcal{L} \)}

Applications to Diophantine Equations

5.1. We split the set of points \( x = \sigma(t') \) lying in a quasilattice \( \mathcal{L} = \mathcal{L}(\beta, \upsilon, \gamma) \) into types \( G, GE, \) and \( E \),

\[
\mathcal{L} = \mathcal{L}_G \cup \mathcal{L}_{GE} \cup \mathcal{L}_E,
\]

in the following way: \( x \) is of type \( G, GE, \) or \( E \) if the parameter \( t' \) belongs to \( \Gamma_G, \Gamma_{GE}, \) or \( \Gamma_E \), respectively (see \( \overrightarrow{t\beta} \)).

We assume that for the direction vector \( \beta = (\beta_1, \beta_2) \) we have \( \beta_1 \neq 0 \). Let \( pr_1 x = x_1 \) be the projection of \( x = (x_1, x_2) \) to the axis \( OX \).
For each type of points \( x = x_Y \), where \( Y = G, GE, \) or \( E \), we define the frequency
\[
    p_Y = \lim_{x \to \infty} \frac{\sharp((pr_1 L_Y \cap [X_1, X_1 + X]))}{\sharp((pr_1 L \cap [X_1, X_1 + X]))}
\]
of its occurrence in the quasilattice \( L \). For the quasilattice \( L = L(\beta, v, \gamma) \), the level \( m \)
can be found from (5.1). If
\[
    \tau^m < |\gamma| < \tau^{m-1},
\]
then we say that \( L \) is a nondegenerate quasilattice; if
\[
    |\gamma| = \tau^{m-1},
\]
we say that the quasilattice is degenerate.

**Theorem 5.1.** 1. If \( L = L(\beta, v, \Gamma) \) is a one-dimensional quasilattice in \( F^2 \) for which the length
of the interval \( \gamma \) satisfies inequalities (5.2), then the frequencies \( p_Y \) of its points \( x_Y \in L \) can be calculated by the formulas
\[
    p_G = 1 - \frac{\tau^m}{|\gamma|}, \quad p_{GE} = \frac{\tau^{m-1}}{|\gamma|} - 1, \quad p_E = 1 - \frac{\tau^{m+1}}{|\gamma|}
\]
if the level \( m \) is even, and by
\[
    p_G = 1 - \frac{\tau^{m+1}}{|\gamma|}, \quad p_{GE} = \frac{\tau^{m-1}}{|\gamma|} - 1, \quad p_E = 1 - \frac{\tau^m}{|\gamma|}
\]
if \( m \) is odd.

2. If the quasilattice \( L \) is degenerate, i.e., if (5.3) is true, then the frequencies are calculated by the formulas
\[
    p_G = \tau^2, \quad p_{GE} = 0, \quad p_E = \tau
\]
if \( m \) is even, and by the formulas
\[
    p_G = \tau, \quad p_{GE} = 0, \quad p_E = \tau^2
\]
if \( m \) is odd.

3. Let \( n_\ell(X) \) be the number of points \( x = (x_1, x_2) \) in \( L = L(\beta, v, \Gamma) \) with \( 0 \leq x_1 \leq X \),
and let \( \beta_1 \neq 0 \) for the direction vector \( \beta = (\beta_1, \beta_2) \). Then
\[
    n_\ell(X) = kX + r_\ell(X)
\]
with \( k = \frac{|\gamma|}{c|\beta_1|} \), where \( c = 1 + 2\tau \), and for the remainder term we have \( r_\ell(X) = o(X) \) as \( X \to +\infty \).

**Proof.** 1–2. If the length of \( \gamma \) satisfies (5.2) and \( m \) is even, then, by (2.19), we have
\[
    \delta = (\overline{\tau} - \overline{\varepsilon}_m) - |\gamma| = \tau^{m-1} - |\gamma|, \quad |\gamma| = |\gamma| = |\gamma| - \tau^{m+1}.
\]
Combining this with the definition (3.9) of the bijection \( \sigma \), we obtain formulas (5.4).

Formulas (5.5)–(5.7) are proved similarly.

3. The relation \( X = \delta(N_X) \) yields
\[
    N_X = \frac{X}{c_1} + c_2(X), \quad \text{where} \quad c_1 = 1 + \tau^2, \quad \frac{-\tau^3}{1 + \tau^2} < c_2(X) < \overline{\tau}.
\]
The first coordinates of the points \( x = \sigma(t') \) with parameter \( t' = \delta'(N_{t'}) \) satisfy the inequality
\( x_1 = t \cdot \beta_1 \leq X \). Therefore, \( \delta(N_{t'}) \leq X/\beta_1 \), and, by (5.9),
\[
    N_{t'} \leq \frac{X}{c_1 \beta_1} + c_3 \left( \frac{X}{\beta_1} \right).
\]
Let \( \sigma(t') \) belong to the ring \( \mathbb{Z} \) of rational integers. Suppose that the coefficients satisfy the following conditions:

\[
\text{g.c.d. } (a_1, a_2) = 1, \quad a_2 \geq -a_1 \geq 3,
\]

\[
c' > 0, \quad m < c' < M, \quad -1 < \frac{c' - a_2 \tau}{a_1} < \tau,
\]

where \( c' = c_1 - c_2 \tilde{\tau} - a_1 - a_2 \) and \( m \) is the minimal and \( M \) the maximal element in \( \{a_1x_1 + a_2x_2 : x_1 = \tau, -1, x_2 = \tau, -1\} \). Then system (5.11) has a solution, and the number \( n(X) \) of its solutions \( (N_1, N_2) \) with \( X_1 \leq N_1 \leq X_1 + X \), where \( X_1 \) is fixed and \( X \to +\infty \), satisfies the asymptotic relation

\[
n(X) = kX + o(X), \quad \text{where } k = \frac{|a_2 - c_1 \tau + c_2|}{|a_1|a_2^2}.
\]

**Proof.** Consider the line \( L \) given by the equation

\[
a_1x_1 + a_2x_2 = \tilde{c},
\]

where \( \tilde{c} = c_1 - a_1 - a_2 + c_2 \tau \) and \( a_1, c_1 \in \mathbb{Z} \). Then the quasilattice \( \mathcal{L} \) consists of all points \( (x_1, x_2) \) satisfying (5.15) and having the form \( (\delta(N_1), \delta(N_2)) \), where \( \delta(N) = N + [(N + 1)\tau] \tau, \ N \in \mathbb{Z} \). Substituting such \( (x_1, x_2) \) in (5.15), we obtain a system equivalent to (5.11).

Since \( a_1 \) and \( a_2 \) are relatively prime, we see that the conjugate line \( L' \) contains a point of \( Q^2 \), and conditions (5.13) imply that \( L' \) has a nonempty intersection with the square \( J^2 \). Therefore, equation (5.11) is solvable, and so is system (5.11).

\[\begin{array}{|c|c|c|c|c|c|c|}
\hline
\mathcal{L} & L & m & k & p_G & p_{GE} & p_E \\
\hline
\mathcal{F} & x_2 = 0 & 0 & 1 + \frac{a}{1 + 2\tau} \approx 0.72 & \tau^2 \approx 0.38 & 0 & \tau \approx 0.62 \\
\mathcal{L}_1 & \tau x_1 - x_2 = 0 & 1 & \frac{1}{1 + 2\tau} \approx 0.45 & \tau \approx 0.62 & 0 & \tau^2 \approx 0.38 \\
\mathcal{L}_{2,0} & x_1 + x_2 = 0 & 0 & \frac{2}{1 + 2\tau} \approx 0.55 & \frac{2}{1 + 1 + 2\tau} \approx 0.19 & \tau \approx 0.31 & \frac{1}{1 + 2\tau} = 0.5 \\
\mathcal{L}_2 & x_1 + x_2 = 2 + \tau & 1 & \frac{2}{1 + 2\tau} \approx 0.39 & \frac{2}{1 + 2\tau} \approx 0.55 & \frac{1}{1 + 1 + 2\tau} \approx 0.17 & \frac{2}{1 + 2\tau} \approx 0.28 \\
\mathcal{L}_3 & (2 + \tau)x_1 - x_2 = 0 & 0 & \frac{1 + \tau}{1 + 2\tau} \approx 0.72 & \tau^2 \approx 0.38 & 0 & \tau \approx 0.62 \\
\hline
\end{array}\]
By conditions \(5.13\), the direction vector \(\beta' = \beta = (a_2, -a_1)\) belongs to \(Sec_1\). For the homogeneous quasilattice \(L_0\), we have \(\gamma_0 = \left(\frac{-1}{a_2}, \frac{1}{a_2}\right)\) by formula \(5.13\) (the case where \(i = 1\)). Therefore, \(\frac{[\gamma_0]}{[\gamma]} = \frac{1}{a_2}\). Using relations \(5.13\) once again, we obtain
\[
\frac{|\gamma|}{|\gamma_0|} = \frac{\frac{\varphi - a_1 \tau}{a_1} + 1}{\tau}.
\]
Using this formula, relation \(k = \frac{|\gamma_0|}{|\gamma|} \cdot \frac{|\gamma|}{|\gamma_0|} \cdot \frac{1}{a_2}\), and \(5.8\), we arrive at \(5.14\). \(\square\)

5.3. Linear equations over the Fibonacci \(\circ\)-ring. The numbers \(F_n\), with initial conditions \(F_1 = 1\) and \(F_2 = 2\), form the Fibonacci scale of notation, in which every positive integer \(N\) can be represented uniquely as a finite sum of the form
\[
N = \varepsilon_1 F_1 + \varepsilon_2 F_2 + \cdots + \varepsilon_n F_n + \cdots = \sum_{n \geq 1} \varepsilon_n(N) F_n,
\]
where the coefficients \(\varepsilon_n = 0, 1\) have the cancelation property \(\varepsilon_n \varepsilon_{n+1} = 0\) for all \(n \geq 1\).

In the Fibonacci scale of notation, the \(\circ\)-product (or Knuth’s product \(\mathcal{F}\)) \(N_1 \circ N_2\) is calculated by the formula
\[
N_1 \circ N_2 = \sum_{n \geq 1} \sum_{m \geq 1} \varepsilon_n(N_1) \varepsilon_n(N_2) F_{n+m},
\]
where \(N_1, N_2 \in \mathbb{N}\).

Remark. After this paper had been submitted for publication, the author was informed by Yu. V. Matiyasevich that the circular multiplication \(5.17\) was introduced by him in the papers \([8, 9]\) in 1968.

In \([3]\), it was proved that the \(\circ\)-product can be written as
\[
N_1 \circ N_2 = N_1 N_2 + [(N_1 + 1) \tau][(N_2 + 1) \tau]
\]
in terms of the function \([\ast]\); the same paper contains also the following quasi-invariance formulas:
\[
\begin{align*}
\delta'(N_1 + N_2) &= \delta'(N_1) + \delta'(N_2) \quad \text{if} \quad \delta'(N_1) + \delta'(N_2) \in J, \\
\delta'(N_1 \circ N_2) &= \delta'(N_1) \cdot \delta'(N_2) \quad \text{if} \quad \delta'(N_1) \cdot \delta'(N_2) \in J.
\end{align*}
\]
We denote by \(\mathbb{Z}_0 = \mathbb{Z}[+, \times, \circ]\) the ring \(\mathbb{Z}\) of integers equipped with the extra operation \(5.18\) and call \(\mathbb{Z}_0\) the Fibonacci \(\circ\)-ring. In Proposition 5.2, we consider yet another application of Theorem 5.1 to Diophantine equations over the \(\circ\)-ring \(\mathbb{Z}_0\).

Proposition 5.2. Let
\[
A_1 \circ X_1 - A_2 \circ X_2 = C
\]
be an equation in which the coefficients \(A_i\) and \(C\) and the variables \(X_i\) take values in \(\mathbb{N} = \{1, 2, 3, \ldots\}\) and
\[
|\delta'(A_i)| \leq \tau^3, \quad \text{g.c.d.} \ (n_{F/Q}(\delta(A_1)), n_{F/Q}(\delta(A_2))) = 1,
\]
where
\[
n_{F/Q}(\delta(A)) = A^2 - A[(A + 1) \tau] - [(A + 1) \tau]^2
\]
is the norm of the element \(\delta(A) = A + [(A + 1) \tau] \tau\) in the quadratic extension \(F/Q\). We assume that either
\[
0 < \frac{\delta'(A_2)}{\delta'(A_1)} < 1, \quad \text{and then} \quad m < \delta'(C) < M,
\]
where \( m \) is the minimal and \( M \) the maximal number in the collection \( \{ \delta'(A_1)\tau - \delta'(A_2)\tau, -\delta'(A_1) + \delta'(A_2) \} \), or

\[
(5.23) \quad -\tau < \frac{\delta'(A_2)}{\delta'(A_1)} < 0, \text{ and then } m < \delta'(C) < M,
\]

where \( m \) is the minimum and \( M \) is the maximum number in \( \{ \delta'(A_1)\tau + \delta'(A_2), -\delta'(A_1) - \delta'(A_2)\tau \} \). Then, as \( X \to +\infty \), the number \( n(X) \) of solutions \( (X_1, X_2) \) of equation \( \{1.1\} \) with \( 1 \leq X_2 \leq X \) is calculated by the asymptotic formula

\[
(5.24) \quad n(X) = kX + o(X), \text{ where } k = \frac{1}{|n_{F/Q}(\delta(A_1))|}.
\]

**Proof.** We have \( \delta'(A_1 \circ X_1) = \delta'(A_1)\delta'(X_1), \, |\delta'(A_1)\delta'(X_1)| \leq \tau^3 \), and \( |\delta'(A_1 \circ X_1)| + |\delta'(A_2 \circ X_2)| \leq 2\tau^3 < \tau \); hence formulas \( \{5.19\} \) imply the relation

\[
\delta'(A_1 \circ X_1 - A_2 \circ X_2) = \delta'(A_1 \circ X_1) - \delta'(A_2 \circ X_2)
\]

\[
= \delta'(A_1)\delta'(X_1) - \delta'(A_2)\delta'(X_2) = \delta'(C).
\]

We put \( a'_i = \delta'(A_i), x'_i = \delta'(X_i), \) and \( c' = \delta'(C) \). Then, by the second condition in \( \{5.21\} \), the conjugate line \( L' \) with equation \( a'_1x_1 - a'_2x_2 = c' \) has a point over the ring \( \mathcal{O} \), and by \( \{5.22\} \) and \( \{5.23\} \), the intersection of \( L' \) and \( J^2 \) is an open interval. Applying Theorem 5.1 to the line \( L \) with equation \( a_1x_1 - a_2x_2 = c \), we obtain \( \{5.24\} \). \( \square \)

§6. Classification of one-dimensional quasilattices

6.1. Fine classification: similarity of quasilattices. We recall that two one-dimensional quasilattices \( \mathcal{L}_1, \mathcal{L}_2 \subset \mathbb{F}^2 \) are said to be similar, \( \mathcal{L}_1 \overset{s}{\sim} \mathcal{L}_2 \), if there is a similarity of the plane \( \mathbb{R}^2 \) that takes one quasilattice to the other (cf. the definition in Subsection 2.3).

**Theorem 6.1.** Let \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \) be nondegenerate quasilattices in \( \mathbb{F}^2 \). Then

\[
(6.1) \quad \mathcal{L}_1 \overset{s}{\sim} \mathcal{L}_2 \iff |\gamma_1| \sim |\gamma_2| \mod E_+.
\]

**Proof.** We use formulas \( \{5.4\} \) and \( \{5.5\} \):

if \( m \) is even and \( \tau^m < |\gamma| < \tau^{m-1}, \) then

\[
(6.2) \quad p_G = 1 - \frac{\tau^m}{|\gamma|}, \quad p_{GE} = \frac{\tau^{m-1}}{|\gamma|} - 1, \quad p_E = 1 - \frac{\tau^{m+1}}{|\gamma|};
\]

if \( m \) is odd and \( \tau^m < |\gamma| < \tau^{m-1}, \) then

\[
(6.3) \quad p_G = 1 - \frac{\tau^{m+1}}{|\gamma|}, \quad p_{GE} = \frac{\tau^{m-1}}{|\gamma|} - 1, \quad p_E = 1 - \frac{\tau^m}{|\gamma|}.
\]

The similarity \( \mathcal{L}_1 \overset{s}{\sim} \mathcal{L}_2 \) implies that the quasilattices have one and the same frequency distribution of points,

\[
(6.4) \quad p_{G,1} = p_{G,2}, \quad p_{GE,1} = p_{GE,2}, \quad p_{E,1} = p_{E,2}.
\]

Suppose the levels \( m_1 \) and \( m_2 \) are even. By formulas \( \{5.2\} \), we have \( p_{G,1} = 1 - \frac{\tau^m}{|\gamma|} \) and \( p_{G,2} = 1 - \frac{\tau^m}{|\gamma|} \). Therefore, the first equation in \( \{6.4\} \) implies \( |\gamma_1| = \tau^{m_1 - m_2} |\gamma_2| \), i.e., \( |\gamma_1| \sim |\gamma_2| \). The remaining cases are analyzed similarly.

The converse follows from Corollary 2.2 and the commutative diagram \( \{1.8\} \). \( \square \)
6.2. Rough classification: local equivalence of quasilattices. We assume that the half-open interval $\gamma$ has level $m$ determined by (1.1). We write

$$\gamma = P^m(\gamma) + t^0,$$

where $P^m(\gamma) = [\theta, \tau)$ is the half-open interval attached to the endpoint of $J = [-1, \tau)$, and $\theta = \tau - |\gamma|$. Since $\gamma \subseteq J$ by assumption, we have $\theta \in [-1, \tau)$. If $m = 0$, then, for the half-open interval $[\theta, \tau)$, we define the following partitions $P^0(\gamma)$ depending on the value of $\theta$ (see Figure 6.1): for $\theta \in [-1, -\tau)$, we put

$$P^0(\gamma) = P^0(1, \tau) \oplus P^0(\tau^2, \tau) \oplus P^0(-\tau, \tau) \oplus P^0(-\tau, -\tau^2) \oplus P^0(-\tau, -1),$$

where

$$P^0(1, \tau) = [\theta, -\tau^2), \quad P^0(\tau^2, \tau) = [\tau^2, -\tau^2 + \theta + 1), \quad P^0(-\tau, \tau) = [-\tau^2 + \theta + 1, 0), \quad P^0(-\tau, -\tau^2) = [0, \theta + 1), \quad P^0(-\tau, -1) = [\theta + 1, \tau);$$

for $\theta \in [-\tau, -\tau^2)$, we put

$$P^0(\gamma) = P^0(1, \tau) \oplus P^0(\tau^2, \tau) \oplus P^0(\tau^2, -\tau^2) \oplus P^0(-\tau, -\tau^2) \oplus P^0(-\tau, -1),$$

where

$$P^0(1, \tau) = [\theta, -\tau^2), \quad P^0(\tau^2, \tau) = [\tau^2, 0), \quad P^0(\tau^2, -\tau^2) = [0, \theta + \tau), \quad P^0(-\tau, -\tau^2) = [\theta + \tau, \theta + 1), \quad P^0(-\tau, -1) = [\theta + 1, \tau).$$

For an arbitrary level $m$, the partitions

$$P^m(\gamma m) = \tau^m \cdot (P^0(\tau, |\gamma|) - \tau) + \tau$$

are obtained from the partitions (6.6), (6.7) of zero level by the similarity transformation with coefficient $\tau^m$ and center $\tau$. We denote by $P^m(\gamma)$ the interval $[\theta, \tau)$ itself and its partitions (6.8).

The partitions (6.8) yield rearrangements

$$S^0_\theta^{j+1} : P^m(\gamma) \rightarrow P^m(\gamma)$$

of the half-open intervals $P^m(t'_-, t'_+)$ in $P^m(\gamma)$: we put

$$S^0_\theta(t') = t' + t'_+ \quad \text{if} \ t' \in P^m(t'_-, t'_+),$$

$$S^{-1}_\theta(t') = t' + t'_- \quad \text{if} \ t' \in P^m(t'_-, t'_+).$$

Here, in $P^m(t'_-, t'_+)$, the shifts $t'_-$ and $t'_+$ are obtained from the corresponding shifts of level $m = 0$ by multiplication by $\tau^m$. The partitions $P^m(\gamma)$ are obtained from the

![Figure 6.1. Symmetric Fibonacci partitions $P^0(\gamma)$](https://example.com/figure6.1.png)
partitions \( I(\varepsilon) \) with the parameter \( \varepsilon = \tau(\theta + 1) \) (see (2.14)) by symmetrization. Moreover, we have an isomorphism

\begin{equation}
S_0 \sim S_\varepsilon,
\end{equation}

where \( S_\varepsilon \) is the rearrangement of intervals of the partition \( I(\varepsilon) \).

If a half-open interval \( \gamma \) has level \( m = 0 \), then its length lies in the range \( 1 < |\zeta| \leq \tau \) (see (2.15)). We split \( P^0 = (1, \tau) \) as follows:

\begin{equation}
P^0 = P^0_0 \oplus P^0_1 \oplus P^0_2 \oplus P^0_3,
\end{equation}

where \( P^0_0 = (1, 1 + \tau^3) \), \( P^0_1 = \{ 1 + \tau^3, \} \), \( P^0_2 = (1 + \tau^3, \tau) \), and \( P^0_3 = \{ \tau \} \). We take \( P^0 \) as the basic half-open interval where \( |\gamma| \) varies. Then \( (0, \tau] \) can be split into the half-open intervals \( P^m = \tau^m \cdot P^0_8 \),

\begin{equation}
(0, \tau] = \bigoplus_{m=0}^{\infty} P^m,
\end{equation}

which, in their turn, are assumed to be split as in (6.11),

\begin{equation}
P^m = P^m_3 \oplus P^m_2 \oplus P^m_1 \oplus P^m_0.
\end{equation}

Lemma 6.1. Let \( \mathcal{L} = \mathcal{L}(\beta, v, \gamma) \) be a one-dimensional quasilattice of level \( m \), and let \( x = \sigma(t') \) (see (3.9)) be an arbitrary point in \( \mathcal{L} \). Then the points neighboring to \( x \) in \( \mathcal{L} \) are \( x + t \beta \) and \( x + t_+ \beta \). Here, for distinct sets \( P^m(t', t'_+) \) in the partition \( P^m(|\gamma|) \), we obtain distinct local neighborhoods.

This follows from equation (6.9), the parametrization (3.9), and the isomorphism (6.10).

We say that a quasilattice \( \mathcal{L} = \mathcal{L}(\beta, v, \gamma) \) has \textit{local type} \( j \), where \( j = 0, 1, 2, 3 \), if \( |\gamma| \in P^m_j \). If \( j = 0, 2 \), the local types are degenerate, because arbitrarily small changes of the length \( |\gamma| \) lead to the change of the local type of \( \mathcal{L} \). We say that two quasilattices \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \) are \textit{locally equivalent},

\begin{equation}
\mathcal{L}_1 \sim \mathcal{L}_2,
\end{equation}

if they are of the same local type; i.e., there exists \( j \) such that \( |\gamma_1| \in P^m_j \) and \( |\gamma_2| \in P^m_j \).

This definition shows that locally equivalent quasilattices \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \) are locally indistinguishable: up to similarity, their points have one and the same first local neighborhood.

We note that \( \mathcal{L} \sim \mathcal{M} \) implies \( \mathcal{L} \sim \mathcal{M} \), but not \textit{vice versa}.

Directly from Lemma 6.1, we obtain a description of all possible local types of quasilattices.

Theorem 6.2. Every one-dimensional quasilattice \( \mathcal{L} \) in the two-dimensional Fibonacci quasilattice \( \mathcal{F}^2 \) has local type \( j \), where \( j = 0, 1, 2, 3 \). Conversely, every such local type is realized by some quasilattice \( \mathcal{L} \) in \( \mathcal{F}^2 \).

We now use the results obtained above to the classification of the quasilattices \( \mathcal{L} = \mathcal{L}(\beta, v, \gamma) \) displayed in Figure 1.11. Using the equations of the corresponding lines \( L \) (see Table 5.1), we find the lengths of the parameter intervals:

\begin{equation}
|\gamma_{\mathcal{F}}| = \tau, \quad |\gamma_{\mathcal{L}_1}| = 1, \quad |\gamma_{\mathcal{L}_2,0}| = 2\tau, \quad |\gamma_{\mathcal{L}_2}| = \tau + \tau^3, \quad |\gamma_{\mathcal{L}_3}| = \tau.
\end{equation}

Combining this with (6.11), we see that the lattices in question form three distinct similarity classes,

\begin{equation}
\mathcal{F} \sim \mathcal{L}_1 \sim \mathcal{L}_3, \quad \mathcal{L}_{2,0} \sim \mathcal{L}_2.
\end{equation}

Using (6.14) once again, we conclude, by decomposition (6.12), that the quasilattices \( \mathcal{F}, \mathcal{L}_1, \) and \( \mathcal{L}_3 \) have local type \( j = 0 \), and the quasilattices \( \mathcal{L}_{2,0} \) and \( \mathcal{L}_2 \) have local types
\( j = 2 \) and \( j = 1 \), respectively; i.e., \( \mathcal{L}_{2,0} \) and \( \mathcal{L}_2 \) are not locally equivalent, \( \mathcal{L}_{2,0} \not\sim \mathcal{L}_2 \). Consequently, in the rough classification, the quasilattices in question again form three distinct local classes.

\section{Appendix}

\section*{7. Appendix.}

\textbf{The \( \mathcal{F}_1 \)-algorithm of division in the Fibonacci ring}

\textbf{7.1.} To pass from a nonhomogeneous quasilattice \( \mathcal{L} = \mathcal{L}(\beta, v, \gamma) \) to the corresponding homogeneous quasilattice \( \mathcal{L}_0 = \mathcal{L}_0(\beta, 0, \gamma_0) \) (see Subsection 3.3), we must know the shift vector \( v \). For this, we must know how to find a particular solution \((x'_{10}, x'_{20})\) of the nonhomogeneous equation

\[ a'_1 x'_1 + a'_2 x'_2 = c' \]

in \( \mathcal{O}^2 \).

The Fibonacci ring \( \mathcal{O} \) is well known to be Euclidean with division algorithm with respect to the norm (see \[1\]); therefore, particular solutions of (7.1) can be found by the Euclidean algorithm. We note that this algorithm is very time-consuming.

On the other hand, an application of the quasilattice \( \mathcal{F} \) (see \[1,3\]) makes it possible to define a division algorithm in the Fibonacci ring \( \mathcal{O} \) in the same way as in the case of the ring of rational integers \( \mathbb{Z} \), thus obtaining a fast division algorithm in \( \mathcal{O} \). The Euclidean algorithm arising in this way is a two-step algorithm (see \[4\]), and it should be noted that, in essence, this algorithm is one-dimensional. In Theorem 7.1, we obtain an upper bound for the number of steps in this algorithm.

\textbf{7.2.} To construct this algorithm (the \( \mathcal{F}_1 \)-algorithm), we use the modified quasilattice \( \mathcal{F}_1 = \tau \cdot \mathcal{F} \) obtained by \( \tau \)-inflation from the Fibonacci quasilattice \( \mathcal{F} = \delta(\mathbb{Z}) \), where \( \delta(N) = N + [(N + 1) \tau] \cdot \tau \) for \( N \in \mathbb{Z} \). We have

\[ \mathcal{F}_1 = \delta_1(\mathbb{Z}), \quad \text{where} \quad \delta_1(Z) = [(N + 1) \tau] + (N - [(N + 1) \tau]) \cdot \tau. \]

The replacement of the basic quasilattice \( \mathcal{F} \) with the compressed quasilattice \( \mathcal{F}_1 \) is necessary, because the difference function

\[ \Delta \delta_1(N) = \delta_1(N) - \delta_1(N - 1) = 1 \text{ or } \tau \]

takes only positive values not exceeding 1. This fact allows us to formally use the quasilattice \( \mathcal{F}_1 \) in the division algorithm instead of the ring of rational integers \( \mathbb{Z} \).

Suppose \( r_0 \geq r_1 > 0 \), where \( r_i \in \mathcal{O} \). By \[7.2\], there exists a unique \( N_0 \in \mathbb{N} = \{0, 1, 2, \ldots \} \) satisfying the conditions

\[ q(N_0) \leq \frac{r_0}{r_1} < q(N_0 + 1), \quad \text{where} \quad q(N) = \delta_1(N). \]

Using \[7.2\], we obtain the representation

\[ \frac{r_0}{r_1} = q(N_0) + \frac{r_2}{r_1}, \quad \text{where} \quad r_2 \in \mathcal{O}, \quad r_2 \geq 0, \quad \text{and} \quad 0 \leq \frac{r_2}{r_1} < 1. \]

The \( \mathcal{F}_1 \)-algorithm consists in recursive repetition of the action \[7.4\]:

\[ \frac{1}{\delta_0} = q(N_0) + \theta_1, \quad \frac{1}{\delta_1} = q(N_1) + \theta_2, \quad \text{and} \quad \frac{1}{\delta_{i+1}} = q(N_{i+1}) + \theta_i, \quad \text{where} \quad \theta_1 = \frac{r_2}{r_1}, \quad 0 \leq \theta_i < 1, \quad q(N_i) \geq 1 \text{ for } i = 0, 1, 2, \ldots. \]
7.3. We prove that the $F_1$-algorithm (7.5) is finite, i.e., that $\theta_n = 0$ for some $n \in \mathbb{N}$. Let $\theta_i \neq 0$. Then

$$\theta_i = \frac{1}{q(N_i) + \theta_{i+1}}, \quad 0 < \theta_i < \frac{1}{q(N_i)}.$$  

For $N_i \geq 4$, we obtain the inequalities

$$\theta_i < \frac{1}{q(4)} = \frac{1}{3 + \tau}, \quad |q'(N_i)| \leq \tilde{\tau},$$

because if $\delta'(N) \in (-1, \tau)$, then $\delta'_i(N) \in (-\tilde{\tau}) \cdot (-1, \tau) = (-1, \tilde{\tau})$.

Similarly,

$$\theta_i < \frac{1}{q(3)} = \frac{1}{2\tau}, \quad q'(N_i) = q'(3) = 2 - \tilde{\tau} = \tau^2 \quad \text{for } N_i = 3;$$

$$\theta_i < \frac{1}{q(2)} = \frac{1}{1 + \tau}, \quad q'(N_i) = q'(2) = 1 - \tilde{\tau} = -\tau \quad \text{for } N_i = 2;$$

$$\theta_i = \frac{1}{q(1) + \theta_{i+1}} = \frac{1}{1 + \theta_{i+1}}, \quad q'(N_i) = q'(1) = 1 \quad \text{for } N_i = 1.$$  

Thus, in (7.8), for $N_i = 1$, we have an obstruction for proving that the $F_1$-algorithm is finite. This means that (7.5) is not the usual Euclidean algorithm. Indeed, below we shall see that (7.5) is a two-step algorithm in the sense of Cooke [4]. For the proof, we need additional information about the quantity $\theta_{i+1}$ at the next step $N_{i+1}$.

If $N_{i+1} = 2$, then, by (7.6),

$$\theta_i \cdot \theta_{i+1} = \frac{\theta_{i+1}}{\theta_{i+1} + 1} < \frac{\tau}{1 + \tau} = \tau^2,$$

because $0 \leq \theta_{i+1} < \tau$. Otherwise, by (7.6), we would have $\frac{1}{\theta_i} = q(N_i) + \theta_{i+1} > 1 + \tau = q(2)$, or $q(2) < \frac{1}{\theta_i}$, which implies that $N_i \geq 2$, contrary to the assumption $N_i = 1$.

Therefore, for $N_{i+1} = 2$, we have (see Table 7.1)

$$\theta_i \cdot \theta_{i+1} < \tau^2, \quad q'(N_i) \cdot q'(N_{i+1}) = -\tau.$$  

<table>
<thead>
<tr>
<th>$N$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_i(N)$</td>
<td>1</td>
<td>$1 + \tau$</td>
<td>$2 + \tau$</td>
<td>$3 + \tau$</td>
<td>$3 + 2\tau$</td>
</tr>
<tr>
<td>$\delta'_i(N)$</td>
<td>1</td>
<td>$1 - \tilde{\tau}$</td>
<td>$2 - \tilde{\tau}$</td>
<td>$3 - \tilde{\tau}$</td>
<td>$3 - 2\tilde{\tau}$</td>
</tr>
</tbody>
</table>

Let $N_{i+1} = 3$. Then, using (7.8) once again, we arrive at the inequality

$$\theta_{i+1} = \frac{1}{q(N_{i+1}) + \theta_{i+2}} < \frac{1}{q(N_{i+1})} = \frac{1}{q(N_3)} = \tau^2.$$  

Combining this with (7.8) for $N_{i+1} = 3$, we obtain

$$\theta_i \cdot \theta_{i+1} = \frac{\theta_{i+1}}{1 + \theta_{i+1}} < \frac{1}{3 + \tau}, \quad q'(N_i) \cdot q'(N_{i+1}) = \tau^2.$$  

Similarly, in the remaining cases ($N_{i+1} \geq 4$) we have

$$\theta_{i+1} < \frac{1}{q(N_{i+1})} \leq \frac{1}{3 + \tau},$$

whence

$$\theta_i \cdot \theta_{i+1} = \frac{\theta_{i+1}}{1 + \theta_{i+1}} < \frac{1}{4 + \tau}, \quad q'(N_i) = 1, \quad |q'(N_{i+1})| \leq \tilde{\tau}.$$
Since \( \frac{r_{i+1}}{r_i} = \theta_i \), we can represent the \( F_1 \)-algorithm (7.10) in a more conventional form:

\[
\begin{align*}
    r_0 &= q(N_0)r_1 + r_2, \\
    r_1 &= q(N_1)r_2 + r_3, \\
    \cdots \\
    r_{i-1} &= q(N_{i-1})r_i + r_{i+1}, \\
    r_i &= q(N_i)r_{i+1} + r_{i+2}, \\
    \cdots 
\end{align*}
\]

(7.13)

Now, we estimate the quantity \( |N_{F/Q}(r_{i+1})| \) from above. Applying the equation \( r_{i+1} = \theta_i r_i \), several times, we obtain the following relation between the remainders \( r_{i+1} \) and \( r_0 \) for all \( i \geq 0 \):

(7.14)

\[ r_{i+1} = \theta_i \cdots \theta_0 r_0. \]

For our purposes, it is convenient to represent (7.14) in a matrix form. Since \( r_{i+2} = -q(N_i)r_{i+1} + r_i \), we have the matrix relation

(7.15)

\[ (r_{i+1}, r_{i+2}) = (r_0, r_1) \cdot M_i, \]

where \( M_i = Q_0 \cdots Q_i \) and the matrices \( Q_j \) are of the form \( Q_j = \begin{pmatrix} 0 & 1 \\ -q(N_j) \end{pmatrix} \). Let \(|(r_{i+1}, r_{i+2})|\) denote the length of the vector \((r_{i+1}, r_{i+2})\). Then, obviously,

(7.16)

\[ |r'_{i+1}| \leq |(r'_{i+1}, r'_{i+2})|, \]

and the right-hand side can be estimated by (7.15) as follows:

(7.17)

\[ |(r'_{i+1}, r'_{i+2})| = |(r'_0, r'_1) \cdot M'_i| \leq |(r'_0, r'_1) R_0 \cdots R_i|, \]

where

(7.18)

\[ R_j = \begin{pmatrix} 0 & 1 \\ \end{pmatrix} q'(N_j). \]

Let \( v \) be a vector in \( \mathbb{R}^2 \), let \( R = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) with \( r \geq 0 \), and let \((\cdot, \cdot)\) be the scalar product in \( \mathbb{R}^2 \). We have \(|v \cdot R|^2 = (v \cdot R, v \cdot R) = (v \cdot RR^t, v) \leq \Lambda \cdot (v, v)\), where \( \Lambda \) is the maximal eigenvalue of the matrix \( RR^t \). We use the inequality

(7.19)

\[ |v \cdot R|^2 \leq \Lambda \cdot |v|^2, \]

which can be checked as follows: \(|v \cdot R|^2 = (v \cdot R, v \cdot R) = (v \cdot RR^t, v) \leq \Lambda \cdot (v, v)\), where \( \Lambda \) is the maximal eigenvalue of the matrix \( RR^t \).

Since \( R = R^t \) is a symmetric matrix, we have

(7.20)

\[ \Lambda = \lambda^2, \]

where \( \lambda = \frac{r + \sqrt{r^2 + 4}}{2} \) is the maximal eigenvalue of the matrix \( R \). Now, from (7.19) and (7.20), we deduce the required inequality

\[ |v \cdot R| \leq \Lambda |v|. \]

Applying this to the right-hand side of (7.17), we obtain

(7.21)

\[ |(|r'_0|, |r'_1|) R_0 \cdots R_i| \leq \lambda_0 \cdots \lambda_i |(r'_0, r'_1)| = \lambda_0 \cdots \lambda_i (r'_0, r'_1)|, \]

where

(7.22)

\[ \lambda_j = \frac{|q'(N_j)| + \sqrt{|q'(N_j)|^2 + 4}}{2} \]

is an eigenvalue of the matrix \( R_j \) (see (7.18)). Now, using (7.16), we get the inequality

\[ |r'_{i+1}| \leq \lambda_0 \cdots \lambda_i |(r'_0, r'_1)|. \]

Recalling (7.14), we arrive at an inequality for the norms of the remainders \( r_{i+1} \) in the \( F_1 \)-algorithm (7.13):

(7.23)

\[ |N_{F/Q}(r_{i+1})| \leq (\theta_0 \lambda_0) \cdots (\theta_i \lambda_i) \cdot |r_0| \cdot |(r'_0, r'_1)|. \]
By (7.27), (7.28), and (7.29), we have the following inequalities for the products \( \theta_i \lambda_i \):

\[
\begin{align*}
\theta_i \lambda_i & \leq \tau \cdot \frac{\sqrt{5} + 1}{2} < 0.838 \quad \text{for } N_i = 2; \\
\theta_i \lambda_i & \leq \tau^2 \cdot \frac{\sqrt{5} + 1}{2} < 0.46 \quad \text{for } N_i = 3; \\
\theta_i \lambda_i & \leq \frac{1}{\sqrt{5}} \cdot \frac{\sqrt{5} + 1}{2} < 0.6 \quad \text{for } N_i \geq 4.
\end{align*}
\]  

(7.24)

Now, we use (7.27) and (7.28) to obtain upper bounds for the pairwise products \((\theta_i \lambda_i) \cdot (\theta_{i+1} \lambda_{i+1})\), representing them in the form \((\theta_0 \lambda_0) \cdot (\lambda_i \lambda_{i+1})\):

\[
\begin{align*}
(\theta_0 \lambda_0) \cdot (\lambda_i \lambda_{i+1}) & \leq \tau^2 \cdot \frac{\sqrt{5} + 1}{2} < 0.844 \quad \text{for } N_i = 1, \quad N_{i+1} = 2; \\
(\theta_0 \lambda_0) \cdot (\lambda_i \lambda_{i+1}) & \leq \frac{1}{\sqrt{5}} \cdot \tau \cdot \frac{\sqrt{5} + 1}{2} < 0.838 \quad \text{for } N_i = 1, \quad N_{i+1} = 3; \\
(\theta_0 \lambda_0) \cdot (\lambda_i \lambda_{i+1}) & \leq \frac{1}{\sqrt{5}} \cdot \tau \cdot \frac{\sqrt{5} + 1}{2} < 0.74 \quad \text{for } N_i = 1, \quad N_{i+1} = 4.
\end{align*}
\]  

(7.25)

We split the product \((\theta_0 \lambda_0) \cdot \cdots (\theta_i \lambda_i)\) on the right-hand side of inequality (7.23) into:

1) the double pairs \((\theta_j \lambda_j)(\theta_{j+1} \lambda_{j+1})\) for \(N_j = 1\); and 2) the single pairs \((\theta_i \lambda_i)\) that do not appear in 1) for \(N_k \geq 2\). We estimate these pairs with the help of (7.24) and (7.25) and apply the result to (7.23) and (7.26) to obtain upper bounds for the factors

\[
\begin{align*}
|N_{\mathcal{F}_1}(r_{i+1})| & \leq 0.844^{i/2} \cdot |r_0| \cdot |(r_0', r_1')| \quad \text{if } i \text{ is even}, \\
|N_{\mathcal{F}_1}(r_{i+1})| & \leq 0.844^{(i+1)/2} \cdot |r_0| \cdot |(r_0', r_1')| \quad \text{if } i \text{ is odd}.
\end{align*}
\]  

(7.26)

Now, we observe that, in the \(\mathcal{F}_1\)-algorithm (7.13), the remainders \(r_{i+1}\) belong to the ring \(\mathcal{O}\). Therefore, \(|N_{\mathcal{F}_1}(r_{i+1})| \geq 1\) if \(r_{i+1} \neq 0\). This fact and inequalities (7.26) lead to the following statement.

**Theorem 7.1.** For all \(x, y \geq 0\) in the Fibonacci ring \(\mathcal{O} = \mathbb{Z}[\tau]\), the \(\mathcal{F}_1\)-algorithm (7.13) terminates after at most

\[
12(\ln(x) + \ln(|(x', y')|)) + 1
\]

(7.27)

steps.

**Remark 7.1.** Numerical calculations show that, as a rule, the factor 12 in (7.27) can be replaced by 1.
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