ON THE ASYMPTOTICS OF POLYNOMIALS ORTHOGONAL ON A SYSTEM OF CURVES WITH RESPECT TO A MEASURE WITH DISCRETE PART
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ABSTRACT. Consider an absolutely continuous measure on a system of Jordan arcs and (closed) curves in the complex plane, assuming that this measure satisfies the Szegő condition on its support and that the support of the measure is the boundary of some (multiply connected) domain \( \Omega \) containing infinity. Adding to the measure a finite number of discrete masses lying in \( \Omega \) (off the support of the measure), we study the strong asymptotics of the polynomials orthogonal with respect to the perturbed measure. For this, we solve an extremal problem in a certain class of multivalued functions. Our goal is to give an explicit expression for the strong asymptotics on the support of the perturbed measure, as well as on the domain \( \Omega \).

§1. Introduction

Let \( \sigma \) be a positive measure with compact support in the complex plane. We introduce the sequence of polynomials \( Q_n(z) = z^n + \cdots \) orthogonal with respect to the measure \( \sigma \):

\[
(Q_n, z^k)_\sigma := \int Q_n(\zeta; \sigma) \zeta^k d\sigma = 0, \quad k = 0, 1, 2, \ldots, n - 1.
\]

A fundamental problem of the theory of orthogonal polynomials is the study of their asymptotic behavior as \( n \to \infty \).

As usual, by the weak asymptotics of orthogonal polynomials we mean the asymptotics of \( |Q_n(z; \sigma)|^{1/n} \). The weak asymptotics is closely related to the distribution of zeros of \( Q_n(z) \) and is determined by the support of the measure \( \sigma \) and by the regularity properties of \( \sigma \) on its support. The main tool of the investigation in this case is the logarithmic potential theory [20].

The ratio asymptotics is that of the ratio \( \frac{Q_{n+1}(z; \sigma)}{Q_n(z; \sigma)} \). This aspect has attracted a lot of attention recently. The main progress was due to the varying weight approach, developed by G. Lopez Lagomasino and his collaborators [9]. On an interval of the real line, the ratio asymptotics of the orthogonal polynomials can be exhibited under various conditions, of which the best by now is due to Rakhmanov: \( \sigma' > 0 \) almost everywhere on the interval.

The strong asymptotics problem is the problem of uniform asymptotic behavior of the polynomials \( Q_n(z) \) outside of the support of the measure and on this support. In the classical case where \( \text{supp}(\sigma) = [-1, 1] \), the strong asymptotics of orthogonal polynomials was investigated by S. N. Bernstein and G. Szegő [19]. The Bernstein–Szegő theory was extended to the case of the measure supported on a finite system of complex arcs.
and curves by H. Widom in his fundamental paper [21]. The main tools in this case are multivalued functions of a complex variable and Hardy spaces of analytic functions. Widom’s results were improved by Aptekarev in [1], where explicit formulas for the strong asymptotics were obtained in terms of Riemann theta functions on the Riemann surface determined by the geometry of the curves and arcs in question. The main condition on the measure in this case is the so-called Szegő condition (see below). This condition makes it possible to construct the Hardy spaces associated with the weight function and to obtain the asymptotics from the extremal properties of orthogonal polynomials. Recently, new progress in the study of the asymptotics of orthogonal polynomials has been achieved by using the matrix Riemann–Hilbert approach (see [15, 10]).

For the first time, the asymptotic properties of polynomials orthogonal with respect to a measure with discrete masses added was investigated in an implicit form in the paper [4] by A. Gonchar for the case of one real interval. Rakhmanov [8] considered (also implicitly) the case of a measure supported on a finite number of disjoint real intervals; he used the quasiorthogonality property for the associated orthogonal polynomials. Later, Nikishin studied this problem explicitly for the unit circle; this case is closely related to the scattering problem for the second order Sturm–Liouville difference operator [6]. Kaliaguine and Benzine [12] and Kaliaguine [11] obtained asymptotic formulas for the case of one complex curve and one complex arc. Li and Pan [10] proved sharper results for the case of the unit circle. Marcellán and Maroni [17] developed a perturbation theory for polynomials obtained by adding a Dirac function to a moment linear functional in the space of polynomials. Aptekarev [1] used the strong asymptotics for the system of real intervals with finitely many mass points to obtain an explicit formula for the periodic motions of Toda lattices. Peherstorfer and Yuditskiǐ [18] considered the case of the Szegő measure on a real interval with countably many mass points. Later, in [2], Peherstorfer, Voĺberg, and Yuditskiǐ considered the same problem for the unit circle.

In the present paper we study the strong asymptotics problem for the polynomials orthogonal with respect to a measure supported on a system of arcs and curves with Szegő condition and on a finite number of mass points off that system. Our main result is explicit strong asymptotic formulas for the orthogonal polynomials. This paper is based on the preprint [13] by the authors. The methods and results of the preprint were used in some papers published after its appearance. The case where infinitely many discrete masses are added was considered in [14] (see Remark 2 below). In the present paper we give complete proofs of all statements and correct some inaccuracies of [13].

§2. Preliminaries

2.1. Necessary definitions.

A class of curves and arcs. Let $E := \bigcup_{k=1}^{p} E_k$ be a union of complex, mutually exterior, and rectifiable Jordan curves and arcs: $E_j \cap E_k = \emptyset$, $j \neq k$. In what follows we shall always assume that each $E_k$ is of class $C^{2+};$ this means that, in the canonical parametrization $z(s)$ of $E_k$, the second derivative of the function $z(s)$ satisfies the Lipschitz condition with some positive exponent. We denote by $E^{(1)}$ the union of (closed) curves of $E$ and by $E^{(2)}$ the union of arcs.

A class of measures. Let $\Omega$ denote the connected component of $\mathbb{C} \setminus E$ such that $\infty \in \Omega$, and let $\rho(\zeta) \geq 0$ be a weight function on $E$ with

$$\int_{E} \rho(\zeta) |d\zeta| < +\infty.$$
We shall study the strong asymptotics problem for the monic polynomials \( Q_n(z; \sigma^0) \) orthogonal with respect to the measure \( \sigma^0 = \sigma + \alpha \), where \( \sigma \) is a measure absolutely continuous on \( E \), \( d\sigma = \rho(\zeta)|d\zeta| \), and \( \alpha \) is a discrete measure with masses \( \lambda_j > 0 \) at points \( z_j \), \( j = 1, 2, \ldots, l \), \( z_j \in \Omega \). Our investigation is based on an extremal property of the polynomials \( Q_n(z; \sigma^0) \).

**The set \( E \) and the boundary \( \partial \Omega \).** The boundary \( \partial \Omega \) of the domain \( \Omega \) is the set \( E \) with any arc of \( E \) taken twice. Any weight function defined on \( E \) extends to the boundary \( \partial \Omega \) in a natural way. We put \( \rho_+(\zeta) = \rho_-(\zeta) = \rho(\zeta) \) in the case of an arc. Below we use the following notation for an integral over the oriented boundary \( \partial \Omega \):

\[
\oint_E f(\zeta) \, |d\zeta| := \int_{\partial \Omega} f(\zeta) \, |d\zeta|.
\]

It is easily seen that condition \( \text{(1)} \) is equivalent to

\[
\oint_E \rho(\zeta) \, |d\zeta| < +\infty.
\]

**An extremal property.** Let \( m_n(\sigma^0) := (Q_n(\zeta, \sigma^0), Q_n(\zeta, \sigma^0))_{\sigma^0} = \|Q_n(\zeta, \sigma^0)\|^2_{\sigma^0} \); then

\[
m_n(\sigma^0) = \min_{P_n \equiv z^n + \cdots} \left( \int_E |P_n(\zeta)|^2 \rho(\zeta) \, |d\zeta| + \sum_{k=1}^l \lambda_k |P_n(z_k)|^2 \right).
\]

This property is well known (see, e.g., [29]).

Note that here we cannot replace the integral over \( E \) by the integral over \( \partial \Omega \) (this leads to a different extremal problem).

**The complex Green function.** Let \( g(z, z_0) \) be the real Green function for \( \Omega \) with singularity at the point \( z_0 \); this means that

1) \( g(z, z_0) \) is harmonic in \( \Omega \setminus \{z_0\} \);
2) the function \( [g(z, z_0) - \log(1/|z - z_0|)] \) is harmonic near \( z_0 \) (for \( z_0 = \infty \) the function \( g(z) - \log |z| \) is harmonic near \( \infty \));
3) \( \lim_{z \to \zeta} g(z, z_0) = 0 \) for \( \zeta \in \partial \Omega \) a.e. (nontangentially).

For a real harmonic function \( u(z) \), we denote by \( \tilde{u}(z) \) its harmonic conjugate. The function \( G(z, z_0) = g(z, z_0) + i\tilde{g}(z, z_0) \) is called the complex Green function of the domain \( \Omega \) with pole at \( z_0 \). We denote by \( g(z) \) and \( G(z) \) the real and complex Green functions with pole at infinity (\( z_0 = \infty \)).

A principal role in our investigation is played by the function \( \Phi(z) = \exp[G(z, z_0)] \). This function is locally analytic in \( \Omega \), has no zeros there, and has a pole at infinity. For the boundary values of \( \Phi(z) \) on \( \partial \Omega \), we have \( |\Phi(\zeta)|_{\zeta \in \partial \Omega} = 1 \). We shall also employ the function \( \Phi(z, z_0) := \exp[G(z, z_0)] \).

If \( p > 1 \) (i.e., if \( \Omega \) is not simply connected), then \( \Phi(z) \) and \( \Phi(z, z_0) \) are multivalued in \( \Omega \). More precisely, \( |\Phi(z)| = \exp(g(z)) \) (and \( |\Phi(z, z_0)| = \exp(g(z, z_0)) \)) is single-valued, and \( \arg(\Phi(z)) \) (\( \arg(\Phi(z, z_0)) \)) is multivalued.

By the Carathéodory theorem [3], the complex derivative \( \Phi'(z) \) has nontangential limit values a.e. on \( E \) (everywhere except the endpoints of the arcs of \( E \in C^{2+} \)). It is possible to calculate the function \( \Phi(z) \) for the simplest cases; for example, this is possible if \( p = 1 \) and \( E \) is a real interval, the unit circle, or an arc of the unit circle. Indeed, for \( p = 1 \) the domain \( \Omega \) is simply connected, the function \( \Phi(z) \) is single-valued and realizes the conformal mapping of the \( \Omega = \text{Ext}(E) \) onto the exterior of the unit circle.

It is not hard to show that

1) \( \Phi(z) = z \) in the case of the unit circle;
2) \( \Phi(z) = z + \sqrt{z^2 - 1} \) in the case of the interval \([-1, 1] \);
Let \( \gamma \) (see \[21\]) if

\[ E \}

in the case of the arc \( E = \{ \zeta = e^{i\theta} , \theta_1 \leq \theta \leq 2\pi - \theta_1 \} \);

4) \( \Phi^2(z) = (z^2 - 5 + \sqrt{(z^2 - 1)(z^2 - 9)})/4 \)

for the system of intervals \([-3, -1] \cup [1, 3] \].

3) \( \Phi(z) = -i(1 - \overline{c}w)/(w - w_c) \), \( w = u + \sqrt{u^2 - 1} \), \( u = (i/c)(z + 1)/(z - 1) \), \( c = \cot(\theta_1/2) \), \( w_c = w(i/c) \),

The logarithmic capacity. The logarithmic capacity of the set \( E \) is the positive number \( C(E) := \exp(-\gamma) \), where \( \gamma \) is the so-called Robin constant for \( \Omega \): \( \gamma = \lim_{z \to \infty}[g(z) - \log|z|] \). If \( p = 1 \), we have \( C(E) = \lim_{z \to \infty}[z/\Phi(z)] \). Thus, the capacity of the interval \([-1, 1]\) is equal to 1/2, the capacity of the unit circle is equal to 1, and the capacity of an arc of the unit circle (see above) is equal to \( \cos(\theta_1/2) \).

The Szegő condition. We say that a weight function \( \rho(\zeta) \) satisfies the Szegő condition on \( E \) (see \[2\]) if

\[
\oint_E \log \rho(\zeta)|\Phi'(\zeta)||d\zeta| = \oint_E \log \rho(\zeta)\frac{\partial g(\zeta)}{\partial n_\zeta}|d\zeta| > -\infty.
\]

For the simplest cases mentioned above, the Szegő condition \[2\] is equivalent to the following:

1) \( E = \{ |\zeta| = 1 \} : \int_0^{2\pi} \log \rho(e^{i\theta}) d\theta > -\infty; \)

2) \( E = [-1, 1] : \int_{-1}^1 \log \rho(x) dx > -\infty; \)

3) \( E = \{ \zeta = e^{i\theta} , \theta_1 \leq \theta \leq 2\pi - \theta_1 \} : \int_{\theta_1}^{2\pi-\theta_1} \frac{\log \rho(e^{i\theta})}{{\sqrt{\cos^2(\theta_1/2) - \cos^2(\theta/2)}}} d\theta > -\infty. \)

The Szegő function. Suppose that the Szegő condition \[2\] is satisfied for a weight function \( \rho(\zeta) \). Then there exists a real function \( h(z) \) harmonic in \( \Omega \) with the following boundary condition on \( E \): \( h(\zeta)|_{\zeta \in \partial \Omega} = \log(\rho(\zeta)) \) (see \[21\]). Then, the complex function \( R(z) = \exp[h(z) + i\tilde{h}(z)] \) is locally analytic in \( \Omega \), has nontangential limit values on \( \partial \Omega \), and \( |R(\zeta)|_{\zeta \in \partial \Omega} = \rho(\zeta) \). The function \( D(z) = \sqrt{R(z)} = \exp[(1/2)(h + i\tilde{h})] \) is usually referred to as the Szegő function associated with the weight \( \rho(\zeta) \).

Harmonic measures. The harmonic measure \( \omega_k(z) \), \( k = 1, \ldots, p \), is the function harmonic in \( \Omega \) including \( \infty \) that has the boundary value 1 at \( E_k \) and 0 at \( E_j, j \neq k \). By the definition of \( \omega_k(z) \) and standard formulas of harmonic analysis, we have

\[
\omega_k(z) = \int_{E_k} \frac{\partial g(z, \zeta)}{\partial n_\zeta} |d\zeta|.
\]

We denote by \( \Omega_k(z) \) the following complex modification of the harmonic measure:

\[
\Omega_k(z) := (1/2)[\omega_k(z) + i\tilde{\omega}_k(z)].
\]

2.2. Results by Widom–Aptekarev.

2.2.1. Hardy spaces of multivalued functions. If \( \Omega \) is not simply connected \( (p > 1) \), then the functions \( \Phi(z) \) and \( R(z) \) defined above are multivalued. More precisely, their moduli are single-valued functions and their arguments are multivalued in \( \Omega \). Given a multivalued function \( F(z) \) with single-valued modulus, we define

\[
\gamma_k(F) = \frac{1}{2\pi} \Delta_{E_k} \arg F \quad (\text{mod } 1), \quad k = 1, \ldots, p.
\]

Let \( \Gamma(F) \) be the vector with the coordinates \( \gamma_k: \Gamma(F) = (\gamma_1, \ldots, \gamma_p), 0 \leq \gamma_k < 1 \). Every such vector determines a class of functions with multivalued argument. We say that two
functions $F_1$ and $F_2$ belong to the same class if and only if $\gamma_k(F_1) = \gamma_k(F_2)$, $k = 1, \ldots, p$. Note that $\Gamma(F_1F_2) = \Gamma(F_1) + \Gamma(F_2)$, and $\gamma(\Phi(z, z_0)) = (\omega_1(z_0), \omega_2(z_0), \ldots, \omega_p(z_0))$, because

$$\gamma_k(\Phi(z, z_0)) = \frac{1}{2\pi} \Delta_{E_k} \tilde{g}(z, z_0) = \frac{1}{2\pi} \int_{E_k} \frac{\partial \tilde{g}(\zeta, z_0)}{\partial \zeta} |d\zeta| = \frac{1}{2\pi} \int_{E_k} \frac{\partial g(\zeta, z_0)}{\partial n_\zeta} |d\zeta| = \omega_k(z_0).$$

Mostly, we shall consider the classes of multivalued functions associated with the vector

$$\Gamma_n = \Gamma(\Phi^{-n}(z)) = (-n\omega_1(\infty), -n\omega_2(\infty), \ldots, -n\omega_p(\infty)).$$

For a given vector $\Gamma$, the Hardy space $H_2(\Omega, \rho, \Gamma)$ is the space of functions $F(z)$ locally analytic in $\Omega$ with single-valued modulus and multivalued argument, belonging to the class $\Gamma$, and such that $|F(z)^2R(z)|$ has a harmonic majorant in $\Omega$. Any function $F(z)$ in $H_2(\Omega, \rho, \Gamma)$ admits nontangential limit values a.e. on $E$, and

$$\|F\|_\rho^2 := \oint_E |F(\zeta)|^2 \rho(\zeta) |d\zeta| < \infty.$$  

The function $V_\Gamma$. In [21], Widom defined a canonical function $V_\Gamma$ for any class $\Gamma$. This function is analytic in $\Omega$, has no poles and zeros there, and enjoys the following property: if we divide some function of class $\Gamma$ by $V_\Gamma$, then the quotient is single-valued. This function is defined by the formula

$$(3) \quad V_\Gamma(z) = \exp \left( \sum_{k=1}^p \lambda_k [\omega_k(z) + \bar{\omega}_k(z)] \right),$$

where the numbers $\lambda_k$ are uniquely determined by the following system of equations:

$$\sum_{k=1}^p \lambda_k \Delta_{E_k} \bar{\omega}_k = \gamma_j,$$

$$\sum_{k=1}^p \lambda_k = 0.$$

2.2.2. Extremal problems in Hardy spaces. In [21], Widom studied the following extremal problem.

(I) Determine

$$\mu(\Omega, \rho, \Gamma) = \inf \oint_E |F(\zeta)|^2 \rho(\zeta) |d\zeta|$$

in the class of functions $F(z) \in H_2(\Omega, \rho, \Gamma)$ satisfying $|F(\infty)| = 1$.

As was shown in [21], the solution of this problem is unique up to an (appropriately chosen) constant factor of modulus 1. We denote the extremal function for problem (I) by $\psi_\Gamma(z)$.

The reproducing kernel. The function $K_{\rho, n}(z, z_0) \in H_2(\Omega, \rho, \Gamma_n)$ is determined by the following reproducing property: for any function $f \in H_2(\Omega, \rho, \Gamma_n)$ we have

$$\oint_E f(\zeta)K_{\rho, n}(\zeta, z_0) \rho(\zeta) |d\zeta| = f(z_0) \quad \text{for all } z_0 \in \Omega.$$

This function is called the Szegö reproducing kernel. The reproducing kernel $K_{\rho, n}(z, \infty)$ and the extremal function $\psi_n(z)$ are related to each other by the following formula [21]:

$$(4) \quad \psi_n(z) = \mu(\Omega, \rho, \Gamma_n) K_{\rho, n}(z, \infty).$$
2.2.3. Widom’s results. Let \( \psi_n(z) \) denote the extremal function of problem (I) for the class \( \Gamma = \Gamma_n = \Gamma(\Phi^{-n}) \). Let \( Q_{n,\rho}(z) \) be the monic polynomials orthogonal with respect to the measure \( \sigma \) (\( d\sigma(\zeta) = \rho(\zeta)|d\zeta| \) on \( E \)). Denote

\[
\Psi_n(\zeta) = \begin{cases} 
\Phi^n(\zeta)\psi_n(\zeta) & \text{if } \zeta \in E^{(1)}, \\
\Phi_+(\zeta)\psi_{n+}(\zeta) + \Phi_-(\zeta)\psi_{n-}(\zeta) & \text{if } \zeta \in E^{(2)},
\end{cases}
\]

where \( E^{(1)} \) is the union of the (closed) curves and \( E^{(2)} \) is the union of the arcs of \( E \). Then the following strong asymptotic formula holds.

**Theorem 1** ([21] Theorem 12.3). If \( E \in C^{2+} \) and if \( \rho(\zeta) \) satisfies conditions (1) and (2) on \( E \), then

1. \( m_n(\sigma) \sim C(E)^2n\mu(\Omega,\rho,\Gamma_n) \) as \( n \to \infty \);
2. \( \int_E |C(E)^{-n}Q_n(\zeta;\rho) - \Psi_n(\zeta)|^2\rho(\zeta)\,|d\zeta| \to 0 \) as \( n \to \infty \);
3. \( Q_n(z;\rho) = C(E)^n\Psi_n(z)(\psi_n(z) + \alpha_n) \) with \( \alpha_n \to 0 \) as \( n \to \infty \), uniformly on the compact subsets of \( \Omega \).

2.2.4. Aptekarev’s formulas. The extremal function \( \psi_n(z) \) admits a very interesting explicit representation given by Aptekarev in [1]. To formulate it, we introduce the Riemann surface associated with the domain \( \Omega \) and define the standard Riemann \( \theta \)-functions on this surface (see [5]).

**The Riemann surface.** Consider the surface \( \overline{\Omega} \) symmetric to \( \Omega \) and defined as \( \Omega \) with all local parameters replaced by their complex conjugates. We glue \( \Omega \) and \( \overline{\Omega} \) together along their boundaries \( E \) and \( \overline{E} \) obtaining a closed orientable surface \( \mathcal{R} \): this is a two-sheeted Riemann surface of genus \( (p - 1) \). The real Green function and the harmonic measures can be extended to \( \mathcal{R} \) in the following way:

\[
g(z) = \begin{cases} 
g(z) & \text{if } z \in \Omega, \\
-g(\overline{z}) & \text{if } z \in \overline{\Omega},
\end{cases}
\]

and

\[
\omega_k(z) = \begin{cases} 
\omega_k(z) & \text{if } z \in \Omega, \\
-\omega_k(\overline{z}) & \text{if } z \in \overline{\Omega}.
\end{cases}
\]

The differential \( d\Omega_k(z) \) of the complex function \( \Omega_k(z) \) can also be extended to the surface \( \mathcal{R} \): \( d\Omega_k(\overline{z}) = -d\Omega_k(z), z \in \Omega \). The same is possible for the differential of the complex Green function: \( dG(\overline{z},z_0) = -dG(z,\overline{z_0}), z, z_0 \in \Omega \).

**Riemann \( \theta \)-functions.** For a given symmetric matrix \( C = (C_{i,j}) \) with positive definite imaginary part, the \( \theta \)-function in \( h \) variables is defined by the relation

\[
\theta(u_1, u_2, \ldots, u_h) = \sum_{n_1, n_2, \ldots, n_h \in \mathbb{Z}} \exp(\pi i \sum_{\mu=1}^{h} \sum_{\nu=1}^{h} C_{\mu,\nu}n_\mu n_\nu + 2\pi i \sum_{\nu=1}^{h} n_\nu u_\nu).
\]

To construct the standard Riemann \( \theta \)-function of the Riemann surface \( \mathcal{R} \), we calculate periods of the Abelian differentials \( d\Omega_k(z) \),

\[
\int_{E_j} d\Omega_k(\zeta) = iB_{k,j}, \quad B_{k,j} \in R,
\]

and choose an arbitrary complex vector \( (b_1, b_2, \ldots, b_{p-1}) \). Then the associated Riemann \( \theta \)-function on \( \mathcal{R} \) is defined as follows:

\[
\Theta(w) = \theta \left( \int_{z_0}^{w} d\Omega_1(\zeta) - b_1, \ldots, \int_{z_0}^{w} d\Omega_{p-1}(\zeta) - b_{p-1} \right),
\]

where the function \( \theta \) has the parameter matrix \( C = (iB_{k,j}) \).
2.2.5. \textit{An explicit formula for the extremal function.} The following formula is valid (see [1]):

\begin{equation}
\psi_n = \chi(z) \frac{D(\infty)}{D(z)} \frac{\Theta_{n,\rho}(z)}{\Theta_n, \rho(\infty)},
\end{equation}

where the function $\chi(z)$ depends only on $\Omega$ (and neither on $n$ nor on $\rho$), $D(z)$ is the Szegő function associated with the weight function $\mu(z)$, and the function $\Theta_{n,\rho}(z)$ is defined by the formula

$$
\Theta_{n,\rho}(z) = \theta \left( \left[ \int_{z_0}^{z} d\Omega_j(\zeta) \right] - b_{j,n} \right), \quad j = 1, 2, \ldots, p - 1,
$$

$\theta$ being the Riemann theta-function with the parameter matrix $C = i(B_{k,j})$, and

$$
b_{k,n} = \Delta_{\nu} - n\omega_{\nu}(\infty) + \sum_{j=1}^{p-1} \int_{z_0}^{z_j} d\Omega_{\nu}(\zeta) + k_{\nu}, \quad \nu = 1, 2, \ldots, p - 1,
$$

where $z_0 \in E_\rho$, the points $\{z_j\}_{j=1}^{p-1}$ are the zeros of $G'(z)$, the $k_\nu$ are constants depending only on $\Omega$ (the so-called Riemann constants of the surface $\Re$), and

$$
\Delta_{\nu} = \frac{1}{4\pi} \oint_{E_{\nu}} \ln \rho_{g}(\zeta) \frac{\partial\omega_{\nu}}{\partial n_{\zeta}} |d\zeta|, \quad \rho_{g}(\zeta) = \rho(\zeta)/(\partial g/\partial n_{\zeta}).
$$

§3. \textbf{Extremal problem and mass points}

In this section we introduce an extremal problem that plays the same role in the asymptotics of orthogonal polynomials for a measure with discrete part as problem (I) does in the case of an absolutely continuous measure. Let $H^0_2(\Omega, \rho, \Gamma)$ be the subspace of $H_2(\Omega, \rho, \Gamma)$ defined by

$$
H^0_2(\Omega, \rho, \Gamma) = \{ f \in H_2(\Omega, \rho, \Gamma): f(z_k) = 0, \ k = 1, \ldots, l \}.
$$

Consider the following extremal problem.

(II) For all $F(z) \in H^0_2(\Omega, \rho, \Gamma_n)$ satisfying $|F(\infty)| = 1$, determine

$$
\mu^0(\Omega, \rho, \Gamma_n) = \inf \int_E |F(\zeta)|^2 \rho(\zeta) |d\zeta|.
$$

We exhibit a solution of problem (II). The function

$$
B(z) = \prod_{k=1}^{N} \frac{\Phi(\infty, z_k)}{\Phi(z, z_k)}
$$

is analytic in $\Omega$ and has the following properties:

1) $B(z_k) = 0$;
2) $|B(\infty)| = 1$;
3) $|B(\zeta)|_{\zeta \in \partial \Omega} = \prod_{k=1}^{l} |\Phi(z_k)|$;
4) $\gamma_j(B) = \sum_{k=1}^{l} w_j(z_k), \ j = 1, 2, \ldots, p$.

Thus, this function is a multivalued analog of a Blaschke product.

It is possible to reduce any extremal problem (II) to some extremal problem (I). Let $\mu^0(\Omega, \rho, \Gamma), \ \psi^0(z) \in H^0_2(\Omega, \rho, \Gamma)$ denote the solution of the extremal problem (II) and $\mu(\Omega, \rho, \Gamma), \psi(z) \in H_2(\Omega, \rho, \Gamma)$ the solution of the extremal problem (I) associated with the class of multiplicity $\Gamma = \Gamma - \Gamma(B)$.
Lemma 1. We have

1) \( \psi_1'(z) B(z) = \psi_1^0(z); \)
2) \( \mu^0(\Omega, \rho, \Gamma) = \mu(\Omega, \rho, \Gamma) \prod_{k=1}^l |\Phi(z_k)|^2. \)

Proof. 1) Since \( \psi_1' \in H_2(\Omega, \rho, \Gamma) \), we have \( |\psi_1'(\infty)| = 1, \Gamma(\psi_1') = \Gamma \). Let \( f(z) = \psi_1'(z) B(z); \) then \( f(z_k) = 0, k = 1, \ldots, m, |f(\infty)| = 1, \) and \( \Gamma(f) = \Gamma + \Gamma(B) = \Gamma \). Thus, \( f \in H_2^0(\Omega, \rho, \Gamma) \) and

\[
\mu^0(\Omega, \rho, \Gamma) = ||\psi_1'||^2 \leq \int_E |f(z)|^2 \rho(z) |dz| = \int_E |\psi_1^0(z) B(z)|^2 \rho(z) |dz| = \prod_{k=1}^l |\Phi(z_k)|^2 \int_E |\psi_1^0(z)|^2 \rho(z) |dz| = \mu(\Omega, \rho, \Gamma) \prod_{k=1}^l |\Phi(z_k)|^2.
\]

2) Since \( \psi_1^0 \in H_2^0(\Omega, \rho, \Gamma) \), we have \( |\psi_1^0(\infty)| = 1, \psi_1^0(z_k) = 0, \Gamma(\psi_1^0) = \Gamma \). Let \( f(z) = \psi_1^0(z)/B(z) \); then \( f(z) \) is analytic in \( \Omega \) and \( |f(\infty)| = 1, \Gamma(f) = \Gamma(\psi_0) - \Gamma(B) = \Gamma \). Thus, \( f \in H_2(\Omega, \rho, \Gamma) \), whence

\[
\mu(\Omega, \rho, \Gamma) = ||\psi_1||^2 \leq \int_E |f(z)|^2 \rho(z) |dz| = \int_E |\psi_1^0(z) B^{-1}(z)|^2 \rho(z) |dz| = \prod_{k=1}^l |\Phi^{-2}(z_k)| \int_E |\psi_1^0(z)|^2 \rho(z) |dz| = \mu^0(\Omega, \rho, \Gamma) \prod_{k=1}^l |\Phi^{-2}(z_k)|. \]

\( \square \)

Example 1. In the case where \( \Omega \) is simply connected \( (p = 1) \), all the functions under consideration are single-valued. The functions \( \Phi(z, z_k) \) and \( B(z) \) are given by the formulas

\[
\Phi(z, z_k) = \frac{\Phi(z) \Phi(z_k) - 1}{\Phi(z) - \Phi(z_k)}, \quad B(z) = \prod_{k=1}^l \frac{\Phi(z) - \Phi(z_k)}{\Phi(z) \Phi(z_k) - 1} \Phi(z_k),
\]

and Lemma 1 looks like this (see [22]):

\[
\psi(z) B(z) = \psi_0(z), \quad \mu^0(\Omega, \rho) = \mu(\Omega, \rho) \prod_{k=1}^l |\Phi(z_k)|^2.
\]

There is a different way to reduce the extremal problem (II) to (I). We can change the weight function instead of the class of multivaluedness (we shall need this in the next section to prove the asymptotic formula for orthogonal polynomials). Put

\[
H(z) = \prod_{k=1}^l \frac{z - z_k}{C(E) \Phi(z)}.
\]

Then \( H \in \Gamma, |H(\infty)| = 1, \) and \( H(z_k) = 0 \). We define a new weight function \( \rho^*(\zeta) \) on \( E \) by the formula

\[
\rho^*(\zeta) = \rho(\zeta) \prod_{k=1}^l |\zeta - z_k|^2 / C(E)^2.
\]

Let \( \mu^0(\rho, \Gamma_0), \psi_0^0(z) \in H_2^0(\Omega, \rho, \Gamma_0) \) solve the extremal problem (II), and let \( \mu(\rho^*, \Gamma_{n-l}), \psi_{n-l}^*(z) \in H_2(\Omega, \rho^*, \Gamma_{n-l}) \) solve the extremal problem (I) associated with the weight function \( \rho^*(\zeta) \), in the class \( \Gamma_{n-l} \).
Lemma 2. We have

1) \( \psi_{n-l}^*(z) H(z) = \psi_n^0(z) \);
2) \( \mu^0(\Omega, \rho, \Gamma_n) = \mu(\Omega, \rho^*, \Gamma_{n-l}) \).

Proof. 1) Since \( \psi_{n-l}^* \in H_2(\Omega, \rho^*, \Gamma_{n-l}) \), we have \( |\psi_{n-l}^*(\infty)| = 1 \), \( \Gamma(\psi_{n-l}^*) = \Gamma_{n-l} \).

Let \( f(z) = \psi_{n-l}^* H(z) \); then \( f(z_k) = 0 \), \( k = 1, \ldots, l \), \( |f(\infty)| = 1 \), and \( \Gamma(f) = \Gamma(\psi_{n-l}^*) + \Gamma(H) = \Gamma_n \). So, \( f \) belongs to \( H_2^0(\Omega, \rho, \Gamma_n) \), and

\[
\mu^0(\Omega, \rho, \Gamma_n) \leq \int_E |\psi_{n-l}^*(\zeta) H(\zeta)|^2 \rho(\zeta) |d\zeta| = \int_E |\psi_{n-l}^*|^2 |H(\zeta)|^2 \rho(\zeta) |d\zeta| = \int_E |\psi_{n-l}^*|^2 \rho^*(\zeta) |d\zeta| = \mu(\Omega, \rho^*, \Gamma_{n-l}).
\]

2) We have \( \psi_n^0(z) / H(z) \in H_2(\Omega, \rho^*, \Gamma_{n-l}) \). This implies that

\[
\mu(\rho^*, \Gamma_{n-l}) \leq \int_E \left| \frac{\psi_n^0(\zeta)}{H(\zeta)} \right|^2 |H(\zeta)|^2 \rho(\zeta) |d\zeta| = \mu^0(\Omega, \rho, \Gamma_n). \]

\[\square\]

§ 4. ASYMPTOTICS OF ORTHOGONAL POLYNOMIALS

In this section we obtain strong asymptotic formulas for the polynomials \( Q_n(z, \sigma^0) \) orthogonal with respect to the measure \( \sigma^0 \) with discrete part. Our investigation is based on the extremal property of the polynomials \( Q_n(z, \sigma^0) \) and on the reproducing property of the extremal functions \( \psi_n(z) \). The extremal property in this case reads as follows:

\[
m_n(\sigma^0) = \|Q_n(\sigma^0)\|_{\sigma^0}^2 = \int_E |Q_n(\zeta, \sigma^0)|^2 \rho(\zeta) |d\zeta| + \sum_{k=1}^l \lambda_k |Q_n(z_k, \sigma^0)|^2 = \min_{P_n = z^n \ldots} \left( \int_E |P_n(\zeta)|^2 \rho(\zeta) |d\zeta| + \sum_{k=1}^l \lambda_k |P_n(z_k)|^2 \right).
\]

Now, we state the main result of the paper.

Theorem 2. Suppose that \( E \in C^{2+} \) and \( \rho(\zeta) \) satisfies conditions (1) and (2). Then:

1) \( m_n(\sigma^0) \sim C(E)^{2n} \mu^0(\Omega, \rho, \Gamma_n) \) as \( n \to \infty \);
2) \( \int_E |C(E)^{-n} Q_n(\zeta) - \Psi_n^0(\zeta)|^2 \rho(\zeta) |d\zeta| \to 0 \);
3) \( Q_n(z) = C(E)^n \Phi_n(\zeta)[\psi_n^0(z) + \epsilon_n(z)] \), where \( \epsilon_n \to 0 \) as \( n \to \infty \), uniformly on the compact subsets of \( \Omega \setminus \{z_1, z_2, \ldots, z_l\} \), and

\[
\Psi_n^0(\zeta) = \begin{cases} 
\Phi_n(\zeta) \psi_n^0(\zeta) & \text{if } \zeta \in E^{(1)}, \\
\Phi_n(\zeta) \psi_n^0(\zeta) + \Phi_n(\zeta) \psi_n^0(\zeta) & \text{if } \zeta \in E^{(2)},
\end{cases}
\]

where \( E^{(1)} \) is the union of the (closed) curves in \( E \), and \( E^{(2)} \) is the union of the arcs.
Theorem 1 and Lemma 2 show that \( \lim_{n \to \infty} Q_{n-l}(z, \rho^*) = 0 \) for \( n \to \infty \), as \( \rho^* \to 1 \). Let \( \rho^* \to 1 \) denote the extremal polynomials for \( m_{n-l}(\rho^*) \). Then \( Q_{n-l}(z, \rho^*) \prod_{k=1}^l (z - z_k) \) is a monic polynomial of degree \( n \). Obviously, we have

\[
\frac{m_n(\sigma^0)}{C(E)^{2n}} \leq \frac{\|Q_{n-l}(z, \rho^*) \prod (z - z_k)\|_\sigma^{n-l}}{C(E)^{2n}}
\]

Consider the weight function \( \rho^*(\zeta) = \rho(\zeta)C(E)^{-2l} \prod_{k=1}^l |\zeta - z_k|^2 \). Let \( Q_{n-l}(z, \rho^*) \) denote the extremal polynomials for \( m_{n-l}(\rho^*) \). Then \( Q_{n-l}(z, \rho^*) \prod_{k=1}^l (z - z_k) \) is a monic polynomial of degree \( n \). Obviously, we have

\[
\frac{m_n(\sigma^0)}{C(E)^{2n}} \leq \frac{\|Q_{n-l}(z, \rho^*) \prod (z - z_k)\|_\sigma^{n-l}}{C(E)^{2n}}
\]

Theorem 1 and Lemma 2 show that

\[
\frac{m_{n-l}(\rho^*)}{C(E)^{2(n-l)}} \sim \mu(\Omega, \rho^*, \Gamma_{n-l}) = \mu^0(\Omega, \rho, \Gamma_n), \quad n \to \infty.
\]

Hence,

\[
\int_E |C(E)^{-n}Q_{n}(\zeta)|^2 \rho(\zeta) \, |d\zeta| \leq \mu^0(\Omega, \rho, \Gamma_n) + \alpha_n, \quad \alpha_n \to 0.
\]

4.2. The integral \( I_n^{(2)} \). For the union of curves we have

\[
\int_{E^{(1)}} |\Phi^0_n(\zeta)|^2 \rho(\zeta) \, |d\zeta| = \int_{E^{(1)}} |\psi^0_n(\zeta)|^2 \rho(\zeta) \, |d\zeta|,
\]

and for the union of arcs we have

\[
\int_{E^{(2)}} |\Phi^0_n(\zeta)|^2 \rho(\zeta) \, |d\zeta| = \int_{E^{(2)}} |\psi^0_n(\zeta)|^2 \rho(\zeta) \, |d\zeta| + 2 \Re \int_{E^{(2)}} \Phi_{n+}^0(\zeta)\psi_{n+}^0(\zeta)\Phi_{n-}^0(\zeta)\psi_{n-}^0(\zeta) \rho(\zeta) \, |d\zeta|.
\]

The second integral tends to zero as \( n \to \infty \) (see [21], Lemma 12.1). Finally, we obtain

\[
\int_E |\Phi^0_n(\zeta)|^2 \rho(\zeta) \, |d\zeta| = \mu^0(\Omega, \rho, \Gamma_n) + \beta_n, \quad \beta_n \to 0.
\]
4.3. The integral \( I_n^{(3)} \). Since \(|\Phi_n(\zeta)| = 1 \) for \( \zeta \in E \), it follows that
\[
2 \Re \int_E C(E)^{-n} Q_n(\zeta) \overline{\Psi_n(\zeta)} \rho(\zeta) \, |d\zeta| = 2 \Re \int_E \frac{Q_n(\zeta)}{C(E)^n \Phi_n(\zeta)} \overline{\psi_n(\zeta)} \rho(\zeta) \, |d\zeta|.
\]

Let
\[
\phi_n(\zeta) = \frac{Q_n(\zeta)}{C(E)^n \Phi_n(\zeta)}.
\]

By Lemma 2, \( \psi_n(\zeta) = \psi_{n-1}^*(\zeta) H(\zeta) \). At the same time, the extremal function \( \psi_{n-1}^*(\zeta) \) is related by (4) with the reproducing kernel \( K_{\rho^*, n-l}(\zeta, \infty) \). Consequently,
\[
2 \Re \int_E \phi_n(\zeta) \overline{\psi_n(\zeta)} \rho(\zeta) \, |d\zeta| = 2 \Re \int_E \phi_n(\zeta) \mu_{n-l}(\rho^*) K_{\rho^*, n-l}(\zeta, \infty) H(\zeta) \rho(\zeta) \, |d\zeta|
\]
\[
= 2 \mu(\Omega, \rho^*, \Gamma_{n-1}) \Re \int_E \phi_n(\zeta) \frac{\mu_{n-l}(\rho^*)}{H(\zeta)} K_{\rho^*, n-l}(\zeta, \infty) |H(\zeta)|^2 \rho(\zeta) \, |d\zeta|
\]
\[
= 2 \mu(\Omega, \rho^*, \Gamma_{n-1}) \Re \int_E \phi_n(\zeta) \frac{\mu_{n-l}(\rho^*)}{H(\zeta)} K_{\rho^*, n-l}(\zeta, \infty) \rho^*(\zeta) \, |d\zeta|.
\]

The function \( \phi_n(z)/H(z) \) does not belong to the space \( H_2(\Omega, \rho^*, \Gamma_{n-1}) \), because it has poles at the points \( z_k \). Consider the function
\[
R_n(z) = \frac{\phi_n(z)}{H(z) V_{\Gamma_{n-1}}(z)},
\]
where \( V_{\Gamma_{n-1}}(z) \) is defined by (4); then \( \frac{\phi_n(z)}{H(z)} = R_n(z) V_{\Gamma_{n-1}}(z) \). The function \( R_n(z) \) is single-valued, takes the value 1 at infinity, and has poles at the points \( z_k \). We have
\[
R_n(z) = \sum_{k=1}^{l} \frac{\phi_n(z_k)}{V_{\Gamma_{n-1}}(z_k)} \frac{V_{\Gamma_{n-1}}(z)}{H(z_k)(z - z_k)} + r_n(z).
\]

The function \( r_n \) is single-valued and \( r_n(\infty) = 1 \).

Lemma 3.
\[
\lim_{n \to \infty} \frac{\phi_n(z_k)}{V_{\Gamma_{n-1}}(z_k)} = 0.
\]

Proof. Since \( |\Phi(z_k)| > 1 \), it suffices to prove that the sequences \( Q_n(z_k) C(E)^{-n} \) and \( V_{\Gamma_{n-1}}(z_k) \) are bounded.

1) To prove the boundedness of \( Q_n(z_k) C(E)^{-n} \), we use the weight function \( \rho^*(\zeta) \) and the polynomials \( Q_{n-l}(z, \rho^* \Omega) \) orthogonal with respect to \( \rho^*(\zeta) \) on \( E \). We have
\[
\sum_{k=1}^{l} \frac{\lambda_k |Q_n(z_k)|^2}{C(E)^{2n}} \leq \frac{\|Q_n\|_{2n}}{C(E)^{2n}} \leq \frac{\|Q_{n-l} \|_{2n} \prod_{k=1}^{l} (z - z_k) / C(E) \|_{2n}}{C(E)^{2(n-l)}} = \frac{m_{n-1}(\rho^*)}{C(E)^{2(n-l)}}.
\]
The sequence on the right is bounded by Theorem 1.

2) Since the function \( V_{\Gamma_{n-1}} \) has neither poles nor zeros in \( \Omega \), it attains its maximal and minimal values on the boundary. We have
\[
|V_{\Gamma_{n-1}}(z)|_{E_k} = \exp(\lambda_k);
\]
hence, it suffices to prove the boundedness of the sequence \( \lambda_k \).

Recall that the numbers \( \lambda_k \) were defined as solutions of some nonhomogeneous system of linear equations with nonzero determinant. The right-hand sides of these equations are equal to the numbers \( \gamma_k \in [0; 1) \). Therefore, the solution of the system (the numbers \( \lambda_k \)) is also bounded. \( \square \)
Using Lemma 3 and the relation
\[ \int_E r_n(\zeta) V_{\Gamma_{n-l}}(z) K_{\rho_n-l}(\zeta, \infty) \rho^*(\zeta) \, d\zeta = r_n(\infty) V_{\Gamma_{n-l}}(\infty) = 1, \]
we get
\[ 2 \Re \int_E C(E)^{-n} Q_n(\zeta) \Psi(\zeta) \rho(\zeta) \, d\zeta = 2 \mu^0(\Omega, \rho, \Gamma_n) + \beta_n, \quad \beta_n \to 0. \]
Finally, we obtain
\[ I = \int_E |C(E)^{-n} Q_n - \Psi(\zeta)\rho(\zeta)| \, d\zeta \leq \alpha_n - \beta_n \to 0, \quad n \to \infty. \]
This completes the proof of items 2) and 1) of the theorem. To prove 3), we use the reproducing kernel \( K(\zeta, \zeta) \) (to simplify the notation, we write \( K(\zeta, \zeta) \) from now on):

\[ \frac{Q_n(z)}{C(E)^n \Phi(z)} = \int_E \frac{Q_n(\zeta)}{C(E)^n \Phi(\zeta)} \Psi(\zeta) \rho(\zeta) \, d\zeta \]

The first and second integrals tend to zero (see statement 2 of the theorem). We transform the last integral:
\[ \int_{E(2)} \Psi(\zeta) \left( \Phi_+^{n}(\zeta) K_+^{n}(\zeta, z) + \Phi_-^{n}(\zeta) K_-^{n}(\zeta, z) \right) \rho(\zeta) \, d\zeta \]
\[ = \int_{E(2)} \left( \Phi_+^{n}(\zeta) \psi_0^+ (\zeta) + \Phi_-^{n}(\zeta) \psi_0^- (\zeta) \right) \left( \Phi_+^{n}(\zeta) K_+^{n}(\zeta, z) + \Phi_-^{n}(\zeta) K_-^{n}(\zeta, z) \right) \rho(\zeta) \, d\zeta \]
\[ = \int_{E(2)} \psi_n^0(\zeta) K(\zeta, z) \rho(\zeta) \, d\zeta \]
\[ + \int_{E(2)} \left( \Phi_+^{n}(\zeta) \psi_0^+ (\zeta) K_-^{n}(\zeta, z) + \Phi_-^{n}(\zeta) \psi_0^- (\zeta) \Phi_+^{n} K_+^{n}(\zeta, z) \right) \rho(\zeta) \, d\zeta. \]
In the last expression the second integral tends to zero by Lemma 12.1 in [21]. Finally, we obtain
\[ \frac{Q_n(z)}{C(E)^n \Phi(z)} = \int_{E(1) \cup E(2)} \psi_n^0(\zeta) K(\zeta, z) \rho(\zeta) \, d\zeta = \psi_n^0(\zeta) + \theta_n, \]
where \( \theta_n \to 0. \)
§5. Explicit formulas for extremal functions

Theorem 2, Lemma 1, and Aptekarev’s formulas \(^{(7)}\) allow us to calculate the extremal function \(\psi^0_n(z)\):

\[
\psi^0_n(z) = \chi(z) \frac{D(\infty)}{D(z)} \frac{\Theta^0_{n,\rho}(z)}{\Theta^0_{n,\rho}(\infty)} \prod_{k=1}^l \Phi(\infty, z_k).
\]

Here \(\chi(z)\) is the function that depends only on \(\Omega\) and not on \(\Gamma\) and the weight function \(\rho;\ D(z)\) denotes the Szegő function associated with \(\rho\),

\[
\Theta^0_{n,\rho}(z) = \theta \left( \left[ \int_{z_0}^z d\Omega_j(\zeta) \right] - b^0_j \right), \quad j = 1, 2, \ldots, p - 1,
\]

where \(\theta\) is the Riemann theta-function with the parameter matrix \(C = (iB_{k,j})\), and

\[
b^0_\nu = \Delta_\nu - n\omega_\nu(\infty) + \sum_{k=1}^l \omega_\nu(z_k) + \sum_{j=1}^{p-1} \int_{z_0}^{z_j} d\Omega_\nu(\zeta) + k_\nu, \quad \nu = 1, 2, \ldots, p - 1,
\]

where \(z_0 \in E_\nu\), the points \(\{z^*_j\}_{j=1}^{p-1}\) are the zeros of the function \(G'(z)\), the \(k_\nu\) are some constants depending only on the domain \(\Omega\) (the Riemann constants of \(\Re\)), and

\[
\Delta_\nu = \frac{1}{4\pi} \int_{E_\nu} \ln \rho_\nu(\zeta) \frac{\partial \omega_\nu}{\partial \zeta} |d\zeta|, \quad \rho_\nu(\zeta) = \rho(\zeta)/(\partial g/\partial n_\zeta).
\]

So, in the case of a measure with finitely many masses there are two changes in Aptekarev’s formulas: the parameters \(b_\nu\) are replaced by \(b^0_\nu = b_\nu + \sum_{k=1}^l \omega_\nu(z_k)\), and the extremal function is multiplied by the Blaschke product \(B(z)\).

Remark 1. Aptekarev \(^{(1)}\) proved similar asymptotic formulas for the polynomials orthogonal with respect to a measure supported on a finite number of intervals and points lying on the real line. The paper \(^{(1)}\) contains also the same formulas for the case of arbitrary curves. The proof employs Rakhmanov’s results \(^{(8)}\) based on some properties of quasiorthogonality; however, these polynomials are quasiorthogonal only in the case of measures supported on a subset of the real line.

Remark 2. The case of infinitely many mass points added to a measure supported on a system of curves and arcs was considered in \(^{(14)}\). The authors of \(^{(14)}\) dealt with measures satisfying the following condition:

\[
m_n(\sigma_N) \leq \left( \prod_{k=1}^N |\Phi(z_k)| \right) m_n(\alpha),
\]

where \(\sigma = \alpha + \sum_{k=1}^\infty A_k \delta_{z_k}\) and \(\sigma_N = \alpha + \sum_{k=1}^N A_k \delta_{z_k}\). We do not know of any general classes of measures for which this condition can be verified. Moreover, the main statement (Theorem 4.5) of \(^{(14)}\) cannot be true in the case of multiply connected domains even when no point masses are added (see \(^{(21)}\)).
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