THE INVERSE STURM–LIOUVILLE PROBLEM
WITH MIXED BOUNDARY CONDITIONS

E. KOROTYAEV AND D. CHELKAK

Abstract. Let \( H_\psi = -\psi'' + q_\psi \), \( \psi(0) = 0 \), \( \psi'(1) + b \psi(1) = 0 \) be a selfadjoint Sturm–Liouville operator acting in \( L^2(0,1) \). Let \( \lambda_n(q,b) \) and \( \nu_n(q,b) \) denote its eigenvalues and the so-called norming constants, respectively. A complete characterization of all spectral data \( \{ \lambda_n \}_{n=0}^{\infty}, \{ \nu_n \}_{n=0}^{\infty} \) corresponding to \( (q,b) \in L^2(0,1) \times \mathbb{R} \) is given, together with a similar characterization for fixed \( b \) and a parametrization of isospectral manifolds.

§1. Introduction and the main results

We consider the Sturm–Liouville problem

\[-\psi''(x) + q(x)\psi(x) = \lambda \psi(x), \quad x \in [0,1],\]
\[\psi'(0) - a \psi(0) = 0, \quad \psi'(1) + b \psi(1) = 0, \quad a, b \in \mathbb{R} \cup \{ \infty \},\]

where \( q \) is a real potential belonging to the space \( L^2(0,1) \), i.e., \( \|q\|^2 = \int_0^1 |q(t)|^2 \, dt < +\infty \).

The inverse spectral theory for Sturm–Liouville operators on a finite interval was investigated by many authors (G. Borg, I. M. Gel’fand, B. M. Levitan, V. A. Marchenko, E. Trubowitz, ...); see the monographs [Lev84, Mar77, PT87]. In general, the inverse spectral problem consists of the following parts.

(i) The uniqueness theorem, i.e., the fact that the spectral data (eigenvalues and, usually, some “additional” parameters) determine the potential uniquely.

(ii) The reconstruction procedure (recovering the potential by the spectral data).

(iii) Characterization (description of all spectral data corresponding to a fixed class of potentials).

The first uniqueness theorems were obtained by Ambarzumyan [Am29] and Borg [Bo46]. The first reconstruction procedure was given by Gel’fand and Levitan [GL51] (see the details in [Lev84, Mar77]). Later, Trubowitz and his coauthors ([IT83, IMT84, DT84, PT87]) developed an “analytic” approach to the characterization problem, based on the smoothness of the mapping \( \{ \text{potentials} \} \mapsto \{ \text{spectral data} \} \) and on an explicit reconstruction procedure for the special case where only one spectral datum is changed. In particular, the solution of the inverse Dirichlet (i.e., \( a = b = \infty \)) problem on \([0,1]\) via this approach was given in the book [PT87]. In [IT83], the case where (not fixed) \( a, b \) run through \( \mathbb{R} \) was considered (we recall the main result of [IT83] below; see Theorem 5.1), and the paper [IMT84] was devoted to the case of fixed \( a, b \in \mathbb{R} \). We note that in [IT83, IMT84] the analysis of the mapping \( (q,a,b) \mapsto \{ \text{spectral data} \} \) was reduced to the analysis of the Dirichlet problem (by using the Darboux transform, which adds the
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ground eigenvalue). This reduction makes it possible to prove the characterization theorem, to describe the isospectral manifolds (i.e., the set of all \((q, a, b)\) with fixed spectrum), etc.

Let \(a = \infty, b \in \mathbb{R}\). Below we describe the results of Dahlberg and Trubowitz [DT84] (as far as we know, in the case in question this is the most detailed characterization of spectral data available in the literature). Let

\[
H\psi = -\psi'' + q(x)\psi, \quad \psi(0) = 0, \quad \psi'(1) + b\psi(1) = 0, \quad b \in \mathbb{R}.
\]

We denote by \(\{\lambda_n(q, b)\}_{n=0}^{+\infty}\) the eigenvalues of \(H\). It is well known that all \(\lambda_n(q, b)\) are simple and \(\lambda_n(q, b) = \lambda_n^0 + Q_0 + 2b + \mu_n(q, b)\), where \(\{\mu_n(q, b)\}_{n=0}^{+\infty} \in \ell^2 = \ell_0^2\) and \(Q_0 = \int_0^1 q(t) \, dt\). Here and below, \(\lambda_n^0 = \pi^2(n + \frac{1}{2})^2, n \geq 0\), denote the unperturbed eigenvalues and

\[
\ell_k^2 = \left\{\{f_n\}_{n=0}^{+\infty} : \sum_{n=0}^{+\infty} |(n + 1)^k f_n|^2 < +\infty\right\}.
\]

The monotonicity property \(\lambda_0 < \lambda_1 < \cdots\) implies that, even if \((q, b)\) runs through \(L^2(0, 1) \times \mathbb{R}\), \(\{\mu_n\}_{n=0}^{+\infty}\) fails to run through the entire space \(\ell^2\). Let

\[
\mathcal{M} = \{\{\mu_n\}_{n=0}^{+\infty} \in \ell^2 : \lambda_0^0 + \mu_0 < \lambda_1^0 + \mu_1 < \cdots\} \subset \ell^2.
\]

The main results of [DT84] are as follows.

(i) A sequence of real numbers \(\lambda_n^* = \lambda_n^0 + c_n^* + \mu_n^*, c_n^* \in \mathbb{R},\) is the spectrum of \(H\) for some potential \(q \in L^2(0, 1)\) if and only if \(\{\mu_n^*\}_{n=0}^{+\infty} \in \mathcal{M}\).

(ii) Suppose \(q \in L^2(0, 1)\) and \(e \in L^2_{\text{even}}(0, 1), \) i.e., \(e(1-x) \equiv e(x), x \in [0, 1]\). Two cases are possible:

(a) there is no potential \(p \in L^2(0, 1)\) such that the Dirichlet spectrum of \(p\) coincides with the Dirichlet spectrum of \(e\) and \(\lambda_n(p, b) = \lambda_n(q, b)\) for all \(n \geq 0\);

(b) such a \(p\) exists and is unique.

(iii) An explicit condition that distinguishes cases (a) and (b) from each other is given in terms of \(\{\lambda_n(q, b)\}_{n=0}^{+\infty}\) and the Dirichlet spectrum of \(e\).

Roughly speaking, (ii) describes a (smooth) bijection between the isospectral set

\[
(1.1) \quad \text{Iso}_b \{\{\lambda_n^*\}_{n=0}^{+\infty}\} = \{q \in L^2(0, 1) : \{\lambda_n(q, b)\}_{n=0}^{+\infty} = \{\lambda_n^*\}_{n=0}^{+\infty}\}
\]

and some open subset of \(L^2_{\text{even}}(0, 1)\) (see [DT84] for the details). Our main goals in the present paper are to give a more explicit characterization of spectral data in the style of [PT87], [IT83] and to parametrize the isospectral manifolds for fixed \(b\) in a more “classical” way.

Let \(\varphi(x) = \varphi(x, \lambda, q), \xi_b(x) = \xi_b(x, \lambda, q)\) be the solutions of the equation \(-\psi'' + q(x)\psi = \lambda\psi\) such that

\[
\varphi(0) = 0, \quad \varphi'(0) = 1 \quad \text{and} \quad \xi_b(1) = -1, \quad \xi'_b(1) = b
\]

(here and below we denote \((') = \frac{\partial}{\partial x}\) and \((') = \frac{\partial}{\partial \lambda}\)). Note that the \(\lambda_n(q, b)\) are the roots of the Wronskian

\[
w(\lambda) = w(\lambda, q, b) := \{\varphi, \xi_b\}(\lambda, q) \equiv \varphi'(1, \lambda, q) + b\varphi(1, \lambda, q), \quad \lambda \in \mathbb{C},
\]

where \(\{\varphi, \xi_b\} = \varphi\xi'_b - \varphi'\xi_b\). The Hadamard factorization theorem implies that

\[
w(\lambda, q, b) \equiv \cos \sqrt{\lambda} \cdot \prod_{n=0}^{+\infty} \frac{\lambda - \lambda_n(q, b)}{\lambda - \lambda_n^0}, \quad \lambda \in \mathbb{C}.
\]
Let $\psi_n(x) = \psi_n(x, q, b)$ be the $n$th normalized eigenfunction of $H$ such that $\psi'_n(0) > 0$. We introduce the norming constants (“additional” spectral data) as

$$
(1.3) \quad \nu_n(q, b) = \log \left[ (-1)^n \varphi(1, \lambda_n(q, b), q) \right] = \log \left| \frac{\psi_n(1, q, b)}{\psi'_n(0, q, b)} \right|, \quad n \geq 0.
$$

Then $\|\varphi(\cdot, \lambda_n, q)\|^2 = (-1)^{n+1} e^{\nu_n(q, b)} \hat{w}(\lambda_n, q, b)$ (see Lemma 2.1). A simple calculation gives

$$
\nu_n^0 = \nu_n(0, 0) = -\log k_n^0, \quad \text{where} \quad k_n^0 = \sqrt{\lambda_n^0} = \pi(n + \frac{1}{2}).
$$

Recall that $\lambda_n(q, b) = \lambda_n^0 + Q_0 + 2b + \mu_n(q, b)$.

**Theorem 1.1.** (i) The mapping

$$
\Phi : (q; b) \mapsto (Q_0 + 2b; \{\mu_n(q, b)\}_{n=0}^{+\infty}; \{\nu_n(q, b) - \nu_n^0\}_{n=0}^{+\infty})
$$

is a real-analytic isomorphism between $L^2(0, 1) \times \mathbb{R}$ and $\mathbb{R} \times \mathcal{M} \times \ell_1^2$.

(ii) For each $(q; b) \in L^2(0, 1) \times \mathbb{R}$, the following identity holds true:

$$
(1.4) \quad b = \sum_{n=0}^{+\infty} \left( 2 - \frac{e^{\nu_n(q, b)}}{|\hat{w}(\lambda_n, q, b)|} \right).
$$

**Remarks.** (i) We adapt the approach from [PT87]. Its main ingredients are the smoothness of the (nonlinear) mapping $\{\text{potentials}\} \to \{\text{spectral data}\}$ and an explicit reconstruction procedure in the case where only one $\lambda_n$ or $\nu_n$ is changed. By using essentially the same arguments, characterization theorems can be proved for other classes of potentials.

(ii) Identity (1.4) gives an explicit expression of $b$ in terms of the spectral data (if $a = \infty$). It can be rewritten in the form $b = \sum_{n=0}^{+\infty} (2 - \|\xi_n(\cdot, \lambda_n, q)\|^{-2})$ (see Lemma 2.1). Similar identities were proved in [JL97] with the help of the transmutation operators technique and the Gel’fand–Levitan equation. Our proof is based on simple contour integration.

(iii) Similar arguments show that the main result of [IT83], i.e., a complete characterization of the spectral data for $a, b \in \mathbb{R}$, can be reproved without reduction to the inverse Dirichlet problem. In §5 (Appendix) we derive an analog of identity (1.4) for this case.

Suppose that the “boundary parameter” $b \in \mathbb{R}$ is fixed (e.g., $b = 0$ corresponds to the boundary conditions $\psi(0) = 0, \psi'(1) = 0$). In this case, the spectral data $\{\lambda_n\}_{n=0}^{+\infty}$ and $\{\nu_n\}_{n=0}^{+\infty}$ are not independent because they satisfy the nonlinear equation (1.4). It turns out that the first eigenvalue $\lambda_0(q, b)$ can be uniquely recovered by the other spectral data $\{\lambda_n\}_{n=1}^{+\infty}$ and $\{\nu_n\}_{n=0}^{+\infty}$.

**Corollary 1.2.** For any $b \in \mathbb{R}$, the mapping

$$
\Phi_b : q \mapsto (Q_0 + 2b; \{\mu_n(q, b)\}_{n=0}^{+\infty}; \{\nu_n(q, b) - \nu_n^0\}_{n=0}^{+\infty})
$$

is a real-analytic isomorphism between $L^2(0, 1)$ and $\mathbb{R} \times \mathcal{M}(1) \times \ell_1^2$, where

$$
\mathcal{M}(1) = \left\{ \{\mu_n\}_{n=1}^{+\infty} \in \ell^2 : \lambda_0^* + \mu_1 < \lambda_0^* + \mu_2 < \cdots \right\} \subset \ell^2.
$$

Instead of the first eigenvalue $\lambda_0$, an arbitrary norming constant $\mu_m$ can be “excluded” from the spectral data; this yields a parametrization of isospectral manifolds. For any $\{\lambda_n\}_{n=0}^{+\infty}$ such that $\lambda_n^* = \lambda_n^0 + c^* + \mu_n^*$, where $\{c^*; \{\mu_n^*\}_{n=0}^{+\infty}\} \in \mathbb{R} \times \mathcal{M}$, we denote

$$
w^*(\lambda) := \cos \sqrt{\lambda} \cdot \prod_{n=0}^{+\infty} \frac{\lambda - \lambda_n^0}{\lambda - \lambda_n^*}, \quad \lambda \in \mathbb{C}.
$$

Recall that $w(q, b) \equiv w^*(\lambda)$ for all $q \in \text{Isob} \left[ \{\lambda_n^*\}_{n=0}^{+\infty} \right]$. 
Corollary 1.3. Suppose $b \in \mathbb{R}$ and $(c^*; \{\mu_n^*\}_{n=0}^{+\infty}) \in \mathbb{R} \times \mathcal{M}$. Then for each $m \geq 0$ the mapping

$$q \mapsto \{\nu_n(q, b) - \nu_n^0\}_{n=0, n \neq m}^{+\infty}$$

is a real-analytic isomorphism between the isospectral set $\text{Iso}_b \left( \{(\lambda_n^*)_{n=0}^{+\infty}\} \right)$ (which is a real-analytic submanifold of $L^2(0, 1)$) and the open set

$$\mathcal{N}_m^b = \left\{ (\nu_n - \nu_n^0)_{n=0, n \neq m}^{+\infty} \in \ell_1^2 : \sum_{n=0, n \neq m}^{+\infty} \left( 2 - \frac{e^{\nu_n}}{|\phi^*(\lambda_n^*)|} \right) > b - 2 \right\} \subset \ell_1^2.$$

In conclusion, note that Trubowitz’s approach works well in other inverse spectral problems with a purely discrete spectrum. In particular, in our papers [CKK04] and [CK07], his approach was applied to inverse problems for the 1-dimensional perturbed harmonic oscillator and the 3-dimensional harmonic oscillator perturbed by a spherically symmetric potential (reformulated for the half-line $\mathbb{R}_+$). In the latter case, the boundary conditions are essentially nonsymmetric; this gives an additional motivation to investigate the case of mixed conditions on $[0, 1]$, which are also essentially nonsymmetric. Developing this approach, we also obtained some results concerning the characterization of spectral data for Sturm–Liouville operators with matrix potentials; see [CK09].

In §2 we prove identity (1.4) and the uniqueness theorem. §3 is devoted to analytic properties of the mapping $\Phi$. In §4 we prove our main results: Theorem 1.1 and Corollaries 1.3, 1.2. §5 (Appendix) is devoted to the case where $a, b \in \mathbb{R}$.

§2. Preliminaries and the proof of identity (1.4)

Let $\vartheta(x) = \vartheta(x, \lambda, q)$ and $\varphi(x) = \varphi(x, \lambda, q)$ be the fundamental solutions of the differential equation

$$-\vartheta'' + q(x) \vartheta = \lambda \vartheta, \quad \lambda \in \mathbb{C},$$

such that $\vartheta(0) = 1$, $\vartheta'(0) = 0$ and $\varphi(0) = 0$, $\varphi'(0) = 1$. For each $x \in [0, 1]$, the functions $\vartheta$, $\vartheta'$, $\varphi$, $\varphi'$ are entire with respect to $(\lambda, q) \in \mathbb{C} \times L^2_\mathbb{C}(0, 1)$ (see [PT87]). Moreover, the following asymptotics are valid:

$$\vartheta(x, \lambda, q) = \cos \sqrt{\lambda} x + \frac{1}{2 \sqrt{\lambda}} \int_0^x \left( \sin \sqrt{\lambda} x + \sin \sqrt{\lambda} (x - 2t) \right) q(t) \, dt + O \left( \frac{e^{\sqrt{\lambda} x} |\lambda|}{|\lambda|} \right),$$

$$\vartheta'(x, \lambda, q) = -\sqrt{\lambda} \sin \sqrt{\lambda} x + \frac{1}{2} \int_0^x \left( \cos \sqrt{\lambda} x + \cos \sqrt{\lambda} (x - 2t) \right) q(t) \, dt + O \left( \frac{e^{\sqrt{\lambda} x} |\lambda|^{1/2}}{|\lambda|} \right),$$

$$\varphi(x, \lambda, q) = \frac{\sin \sqrt{\lambda} x}{\sqrt{\lambda}} + \frac{1}{2 \sqrt{\lambda}} \int_0^x \left( -\cos \sqrt{\lambda} x + \cos \sqrt{\lambda} (x - 2t) \right) q(t) \, dt + O \left( \frac{e^{\sqrt{\lambda} x} |\lambda|^{3/2}}{|\lambda|} \right),$$

$$\varphi'(x, \lambda, q) = \cos \sqrt{\lambda} x + \frac{1}{2 \sqrt{\lambda}} \int_0^x \left( \sin \sqrt{\lambda} x - \sin \sqrt{\lambda} (x - 2t) \right) q(t) \, dt + O \left( \frac{e^{\sqrt{\lambda} x} |\lambda|}{|\lambda|} \right)$$

as $|\lambda| \to \infty$, uniformly on bounded sets of $(x, q) \in [0, 1] \times L^2_\mathbb{C}(0, 1)$. 
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Lemma 2.1. For each \((q; b) \in L^2(0, 1) \times \mathbb{R}\) and \(n \geq 0\), we have

\[
\|\varphi(\cdot, \lambda_n, q)\| = (-1)^{n+1} e^{\nu_n} \hat{w}(\lambda_n, q, b),
\]

\[
\|\xi_b(\cdot, \lambda_n, q)\| = (-1)^{n+1} e^{-\nu_n} \hat{w}(\lambda_n, q, b),
\]

\[
\psi_n^2(x, q, b) \equiv \frac{\varphi(x, \lambda_n, q) \xi_b(x, \lambda_n, q)}{\hat{w}(\lambda_n, q, b)}, \quad x \in [0, 1],
\]

where \(\lambda_n = \lambda_n(q, b)\) and \(\nu_n = \nu_n(q, b), n \geq 0\).

Proof. Let \(\lambda = \lambda_n(q, b)\) be an eigenvalue of \(H\). By the definition \([1.3]\), we have

\[
\varphi(x) \equiv -\varphi(1) \xi_b(x) \equiv (-1)^{n+1} e^{\nu_n} \xi_b(x), \quad x \in [0, 1].
\]

The standard identity \(\varphi^2 = \{\varphi, \varphi\}'\) gives

\[
\|\varphi\|^2 = \{\varphi, \varphi\}'(1) = (-1)^{n+1} e^{\nu_n} \{\varphi \xi_b' - \varphi' \xi_b\}(1) = (-1)^{n+1} e^{\nu_n} \hat{w}(\lambda_n, q, b),
\]

because \(\varphi(0) = \varphi'(0) = \xi_b(1) = \xi_b'(1) = 0\). Furthermore,

\[
\psi_n^2(x) \equiv \frac{\varphi^2(x)}{\|\varphi\|^2} = \frac{\varphi(x) \cdot (-1)^{n+1} e^{-\nu_n} \varphi(x)}{\hat{w}(\lambda_n, q, b)} = \frac{\varphi(x) \xi_b(x)}{\hat{w}(\lambda_n, q, b)}, \quad x \in [0, 1],
\]

and \(\|\xi_b\|^2 = e^{-2\nu_n} \|\varphi\|^2 = (-1)^{n+1} e^{-\nu_n} \hat{w}(\lambda_n, q, b)\).

Lemma 2.2. For each \((q; b) \in L^2(0, 1) \times \mathbb{R}\), we have

\[
b = \sum_{n=0}^{+\infty} \left( 2 - \frac{e^{\nu_n}}{|\hat{w}(\lambda_n, q, b)|} \right),
\]

where \(\lambda_n = \lambda_n(q, b)\) and \(\nu_n = \nu_n(q, b), n \geq 0\).

Proof. Consider the meromorphic function

\[
f(\lambda) := \frac{\varphi(1, \lambda, q)}{\hat{w}(\lambda_n, q, b)} \equiv \frac{\varphi}{\varphi' + b \varphi}(1, \lambda, q), \quad \lambda \in \mathbb{C}.
\]

All roots \(\lambda_n = \lambda_n(q, b)\) of \(w(\lambda) = w(\lambda, q, b)\) are simple, and \(\text{sgn}\hat{w}(\lambda_n) = (-1)^{n+1}\).

Therefore, by \([1.3]\),

\[
(2.6) \quad \text{res}_{\lambda = \lambda_n} f(\lambda) = \frac{\varphi(1, \lambda, q)}{\hat{w}(\lambda_n)} = \frac{(-1)^{n+1} e^{\nu_n}}{\hat{w}(\lambda_n)} = -\frac{e^{\nu_n}}{\|\hat{w}(\lambda_n)\|} \quad \text{for all} \ n \geq 0.
\]

Put \(|\lambda| = \pi^2 m^2 \to \infty\). Then, using \([2.4], [2.5]\), and the formula \(\int e^{ik(1-2t)}q(t) dt = o(e^{1m^2 k^2}), |k| \to \infty\), we obtain

\[
f(\lambda) = \frac{\lambda^{-1/2} \sin \sqrt{\lambda} - \lambda^{-1} \cos \sqrt{\lambda} \cdot \frac{1}{2} Q_0 + o(\lambda^{-1} e^{1m^2 \sqrt{\lambda}})}{\cos \sqrt{\lambda} + \lambda^{-1/2} \sin \sqrt{\lambda} \cdot \left( \frac{1}{2} Q_0 + b \right) + o(\lambda^{-1/2} e^{1m^2 \sqrt{\lambda}})}
\]

\[
= \frac{\lambda^{-1/2} \tan \sqrt{\lambda} - \lambda^{-1} \cdot \frac{1}{2} Q_0 + o(\lambda^{-1})}{1 + \lambda^{-1/2} \tan \sqrt{\lambda} \cdot \left( \frac{1}{2} Q_0 + b \right) + o(\lambda^{-1/2})}
\]

\[
= \lambda^{-1/2} \tan \sqrt{\lambda} - \lambda^{-1} \cdot \frac{1}{2} Q_0 - \lambda^{-1} \tan^2 \sqrt{\lambda} \cdot \left( \frac{1}{2} Q_0 + b \right) + o(\lambda^{-1}).
\]

Let \(f_0(\lambda) \equiv \lambda^{-1/2} \tan \sqrt{\lambda}\). An application of the Cauchy theorem in the disk \(|\lambda| < \pi^2 m^2\) yields

\[
(2.7) \quad \sum_{n=0}^{m} \left( \text{res}_{\lambda = \lambda_n} f(\lambda) - \text{res}_{\lambda = \lambda_n} f_0(\lambda) \right) = -\frac{1}{2} Q_0 - \left( \frac{1}{2} Q_0 + b \right) \cdot \sum_{n=0}^{m} \text{res}_{\lambda = \lambda_n} (f_0(\lambda))^2 + o(1).
\]

Observe that

\[
f_0(\lambda) = \frac{\tan \sqrt{\lambda}}{\sqrt{\lambda}} = -\frac{2}{\lambda - \lambda^2} \left( \frac{\lambda - \lambda_0}{4 \lambda_0^2} + O \left( (\lambda - \lambda_0)^2 \right) \right) \quad \text{as} \quad \lambda \to \lambda_0, \quad n \geq 0.
\]
Hence,
\[ \text{res}_{\lambda = \lambda_n'} f_0(\lambda) = -2, \quad \text{res}_{\lambda = \lambda_n'} (f_0(\lambda))^2 = -\frac{2}{\lambda_n'}, \quad n \geq 0, \]
and
\[ \sum_{n=0}^{\pm \infty} \text{res}_{\lambda = \lambda_n'} (f_0(\lambda))^2 = -\frac{2}{\pi^2} \sum_{n=0}^{\pm \infty} \frac{1}{(n + \frac{1}{2})^2} = -\frac{2}{\pi^2} \cdot \frac{\pi^2}{2} = -1. \]
Substituting these identities and (2.4) in (2.7), we obtain (2.8) as \( m \to \infty \).

**Theorem 2.3** (Uniqueness theorem). Let \( \lambda_n(q, b) = \lambda_n(p, h) \) and \( \nu_n(q, b) = \nu_n(p, h) \) for all \( n \geq 0 \) and some \((q; b), (p; h) \in L^2(0, 1) \times \mathbb{R}\). Then \((q; b) = (p; h)\).

**Proof.** Lemma 2.2 immediately gives \( b = h \). The rest of the proof is standard (see [PT87, p. 58]). Define
\[ f_1(\lambda, x) := \frac{F_1(\lambda, x)}{w(\lambda, q, b)}, \quad F_1(\lambda, x) := \phi(x, \lambda, p) \psi(x, \lambda, q) - \psi(x, \lambda, p) \phi(x, \lambda, q), \]
\[ f_2(\lambda, x) := \frac{F_2(\lambda, x)}{w(\lambda, q, b)}, \quad F_2(\lambda, x) := \phi(x, \lambda, p) \psi(x, \lambda, q) - \psi(x, \lambda, p) \phi(x, \lambda, q). \]
Recall that
\[ w(\lambda, q, b) \equiv \phi'(1, \lambda, q) + b \phi(1, \lambda, q) \equiv \{\phi, \psi\}(\lambda, q), \quad \lambda \in \mathbb{C}. \]
All roots \( \lambda_n(q, b) = \lambda_n(p, b) \) of the denominator \( w(\cdot, q, b) \) are simple. Moreover, they are roots of the numerators \( F_1, F_2 \), because (2.3) implies that
\[ \phi(\cdot, \lambda, p) = (-1)^{n+1} e^{\psi_n} \psi(\cdot, \lambda, p), \quad \phi(\cdot, \lambda, q) = (-1)^{n+1} e^{\psi_n} \psi(\cdot, \lambda, q). \]
Hence, the functions \( f_1, f_2 \) are entire with respect to \( \lambda \) for each \( x \in [0, 1] \). Let \( |\lambda| = \pi^2m^2 \), \( m \to \infty \). The asymptotics (2.8) show that
\[ w(\lambda, q, b) = \cos \sqrt{\lambda} + O(|\lambda|^{-1/2}e^{1m \sqrt{\lambda}}) = \cos \sqrt{\lambda} \cdot (1 + O(|\lambda|^{-1/2}). \]
Since
\[ \psi(x, \lambda, q) = -\psi(1 - x, \lambda, q^2) - b \psi(1 - x, \lambda, q^2), \]
where \( q^2(x) \equiv q(1 - x), \ x \in [0, 1] \), the asymptotics (2.2)–(2.5) give
\[ F_1(x, \lambda) = -\sin \sqrt{\lambda} x \cdot \sin \sqrt{\lambda}(1 - x) + \cos \sqrt{\lambda} x \cdot \cos \sqrt{\lambda}(1 - x) + O(|\lambda|^{-1/2}e^{1m \sqrt{\lambda}}) \]
\[ = \cos \sqrt{\lambda} \cdot (1 + O(|\lambda|^{-1/2}) \]
and
\[ F_2(x, \lambda) = O(|\lambda|^{-1/2}e^{1m \sqrt{\lambda}}). \]
Thus,
\[ f_1(x, \lambda) = 1 + O(|\lambda|^{-1/2}) \quad \text{and} \quad f_2(x, \lambda) = O(|\lambda|^{-1/2}) \quad \text{as} \quad |\lambda| = \pi^2m^2 \to \infty. \]
Since \( f_1 \) and \( f_2 \) are entire with respect to \( \lambda \), the maximum principle implies that \( f_1(x, \lambda) \equiv 1 \) and \( f_2(x, \lambda) \equiv 0 \) for all \( x \in [0, 1] \) and \( \lambda \in \mathbb{C} \). In other words,
\[ (\phi(x, \lambda, p) - \phi(x, \lambda, q)) \psi(x, \lambda, q) - (\phi(x, \lambda, p) - \psi(x, \lambda, q)) \phi(x, \lambda, q) = 0, \]
\[ (\phi(x, \lambda, p) - \phi(x, \lambda, q)) \psi(x, \lambda, q) - (\phi(x, \lambda, p) - \psi(x, \lambda, q)) \phi(x, \lambda, q) = 0. \]
This gives \( \phi(x, \lambda, p) = \phi(x, \lambda, q) \) for all \( x \in [0, 1] \) and \( \lambda \neq \lambda_n(q), \ n \geq 0 \). Thus, \( p = q \). \( \square \)
§3. Analyticity, asymptotics, and local isomorphism

**Lemma 3.1.** Suppose \((q; b) \in L^2_C(0, 1) \times \mathbb{C}\) and \(N > 2(\|q\| + |b|) e^{\|q\|}\). Then, counting with multiplicities, \(w(\lambda)\) has exactly \(N\) roots in the disk \(\{ \lambda : |\lambda| < \pi^2 N^2 \}\) and for each \(n > N\) exactly one simple root \(\lambda_n(q, b)\) in the region \(\{ \lambda : |\sqrt{\lambda} - k_n^0| < \pi/4 \}\). There are no other roots. Moreover, the following rough asymptotics is valid:

\[
\lambda_n(q, b) = \lambda_n^0 + O(1) \quad \text{as} \quad n \to \infty,
\]

uniformly on bounded subsets of \(L^2_C(0, 1) \times \mathbb{C}\).

**Proof.** The standard estimates of \(\varphi\) and \(\varphi'\) (see [PT87, p. 13]) give

\[
|\varphi'(1, \lambda, q) - \cos \sqrt{\lambda}| \leq |\lambda|^{-\frac{1}{2}} \cdot \|q\| e^{\|q\| + |\lambda|} \cdot |\lambda|^{-\frac{1}{2}} e^{\|q\| + |\lambda|}.
\]

Hence,

\[
|w(\lambda, q, b) - \cos \sqrt{\lambda}| \leq |\lambda|^{-\frac{1}{2}} \cdot (\|q\| + |b|) e^{\|q\| + |\lambda|} \cdot |\lambda|^{-\frac{1}{2}} e^{\|q\| + |\lambda|}.
\]

Let \(\lambda \in L_N \cup \bigcup_{n>N} (L_n \cup l_n)\), where \(L_n = \{ \lambda : |\lambda| = \pi^2 n^2 \}\) and \(l_n = \{ \lambda : |\sqrt{\lambda} - k_n^0| = \pi/4 \}\). Using the simple estimate \(|\cos \sqrt{\lambda}| > e^{\|q\| + |\lambda|}\) on these contours, we obtain

\[
|w(\lambda, q, b) - \cos \sqrt{\lambda}| < 2N |\lambda|^{-1/2} \cdot |\cos \sqrt{\lambda}| < |\cos \sqrt{\lambda}|, \quad \lambda \in L_N \cup \bigcup_{n>N} (L_n \cup l_n).
\]

Therefore, by the Rouché theorem, in each region bounded by these contours, \(w(\cdot, q, b)\) has as many roots as \(\cos \sqrt{\lambda}\) has. Furthermore, formulas (2.4), (2.5) show that \(0 = w(\lambda_n(q, b) = \cos \sqrt{\lambda_n(q, b)} + O(n^{-1})\) as \(n \to \infty\), uniformly on bounded subsets of \(L^2_C(0, 1) \times \mathbb{C}\).

Since \(k_n^0\) is a simple root of the function \(\cos z\), we have \(\sqrt{\lambda_n} = k_n^0 + O(n^{-1})\), which is equivalent to (3.1).

We introduce a scalar product in \(L^2_C(0, 1) \times \mathbb{C}\) by

\[
\langle (q; b), (p; h) \rangle = \int_0^1 q(t) p(t) \, dt + b\bar{h}.
\]

In what follows, we write \(d(q; b)\sigma(q, b) = (f; g)\) if and only if

\[
[d(q; b)\sigma(q, b)](p; h) = \langle (p; h), (f; g) \rangle \quad \text{for all} \quad (p; h) \in L^2(0, 1) \times \mathbb{R}.
\]

We use the similar symbols \(\partial_q, \partial_h\) for the corresponding partial derivatives.

**Lemma 3.2.** (i) All \(\lambda_n(q, b), \mu_n(q, b), \) and \(\nu_n(q, b), n \geq 0\), are real-analytic on \(L^2(0, 1) \times \mathbb{R}\). Their derivatives are given by

\[
d_{(q; b)} \lambda_n(q, b) = \left( \psi_n^2(x) ; \psi_n^1(1) \right), \quad d_{(q; b)} \mu_n(q, b) = \left( \psi_n^2(x) - 1 ; \psi_n^1(1) - 2 \right),
\]

\[
d_{(q; b)} \nu_n(q, b) = \left( (\psi_n \chi_n)(x) ; (\psi_n \chi_n)(1) \right),
\]

where \(\psi_n(x) = \psi_n(x, q, b)\) is the \(n\)th normalized eigenfunction of the operator \(H\), and

\[
\chi_n(x, q, b) := \frac{\partial(x, \lambda_n, q)}{\psi_n^0(0, q, b)} - \psi_n(x, q, b) \int_0^1 (\varphi \partial)(t, \lambda_n, q) \, dt.
\]

(ii) Let \((q; b) \in L^2(0, 1) \times \mathbb{R}\). Then each of the functions \(\lambda_n, \mu_n, \) and \(\nu_n, n \geq 0\), admits analytic continuation from \(L^2(0, 1) \times \mathbb{R}\) to some complex ball

\[
\{(p; h) \in L^2_C(0, 1) \times \mathbb{C} : \|p - q - h\| < \varepsilon\},
\]

where the radius \(\varepsilon = \varepsilon(q, b) > 0\) does not depend on \(n\).

**Remark 3.3.** Since \(\psi_n(0) = 0\), we have \(\psi_n(x) \equiv \psi_n(0) \varphi(x), x \in [0, 1]\). Therefore, \(\chi_n(x)\) solves (2.3) for \(\lambda = \lambda_n\), and \(\{\chi_n, \psi_n\} = 1, \int \psi_n(x) \chi_n(x) \, dx = 0\). Observe that these conditions determine \(\chi_n\) uniquely.
Proof of Lemma 3.2 (i) It is well known (see [PT87, p. 21]) that
\[ \partial_{q(x)} \varphi (1, \lambda, q) = \varphi (x) (\partial (x) \varphi (1) - \varphi (x) \partial (1)), \]
\[ \partial_{q(x)} \varphi' (1, \lambda, q) = \varphi (x) (\partial (x) \varphi' (1) - \varphi (x) \partial' (1)), \]
where \( \varphi (x) = \varphi (x, \lambda, q) \), \( \partial (x) = \partial (x, \lambda, q) \), and so on. This gives
\[ d_{(q(x); b)} w(\lambda, q, b) = \left( (\varphi' + b \varphi)(1) \vartheta (x) - (\vartheta' + b \vartheta)(1) \varphi (x) \right) \varphi (x) ; \varphi (1) \).

Note that
\[ (\varphi' + b \varphi)(1) \vartheta (x) - (\vartheta' + b \vartheta)(1) \varphi (x) \equiv -\xi_b (x), \quad x \in [0, 1], \]
because these two functions are solutions of (2.1) with the same initial data at \( x = 1 \). Therefore,
\[ d_{(q(x); b)} w(\lambda, q, b) = (\varphi (x) \xi_b (x) ; -\varphi (1) \xi_b (1)) . \]
Recall that the function \( w(\cdot, \cdot, \cdot) \) is entire and \( w(\lambda, q, b, q, b) = 0 \). Then, by the implicit function theorem and Lemma 2.1,
\[ d_{(q(x); b)} \lambda (n, q, b) = -\frac{d_{(q(x); b)} w(\lambda, q, b)}{\dot{w}(\lambda, q, b)} = \left( \psi_n^2 (x) ; \psi_n^2 (1) \right) . \]
Since \( \mu_n (q, b) = \lambda_n (q, b) - \lambda_n^0 - \int_0^1 q(t) dt - 2b \), we get
\[ d_{(q(x); b)} \mu_n (q, b) = d_{(q(x); b)} \lambda_n (q, b) - (1; 2) = \left( \psi_n^2 (x) - 1 ; \psi_n^2 (1) - 2 \right) . \]
Furthermore, the definition (1.3) implies that
\[ d_{(q(x); b)} \nu_n (q, b) = d_{(q(x); b)} \nu (1, \lambda_n (q, b), q) = \frac{d_{(q(x); b)} \nu (1, \lambda_n (q, b), q)}{\dot{\nu} (1)} . \]
Substituting \( d_{(q(x); b)} \varphi (1, \lambda, q) \) and \( d_{(q(x); b)} \lambda_n (q, b) \) in this formula and using the identity
\[ \psi_n (x) \equiv \psi_n (0) \varphi (x), \quad x \in [0, 1], \]
we arrive at the relation
\[ d_{(q(x); b)} \nu_n (q, b) = (\psi_n (x) \chi_n (x) ; \psi_n (1) \chi_n (1)), \quad \chi_n (x) \equiv \frac{\vartheta (x, \lambda_n (q, b))}{\dot{\psi_n} (0, q, b) - C_n \psi_n (x, q, b)}, \]
where \( C_n = C_n (q, b) \) is some constant. In order to find \( C_n \), observe that \( \nu_n (q + c, b) = \nu_n (q, b) \) for all \( c \in \mathbb{R} \). Therefore,
\[ 0 = \left( \partial_q \nu_n (q, b), 1 \right) = \int_0^1 \psi_n (x) \chi_n (x) dx = \int_0^1 \varphi (x) \vartheta (x) dx - C_n \int_0^1 \psi_n^2 (x) dx . \]
Since \( \int_0^1 \psi_n^2 (x) dx = 1 \), this gives \( C_n = \int_0^1 \varphi (x) \vartheta (x) dx \). (ii) The proof repeats [PT87, p. 51] for eigenvalues and [PT87, p. 64] for norming constants. \( \square \)

Lemma 3.4. (i) The following asymptotic formulas hold:
\[ \psi_n (x, q, b) = \sqrt{2} \sin k_n^0 x + O(n^{-1}), \quad \chi_n (x, q, b) = \frac{\cos k_n^0 x}{\sqrt{2} k_n^0} + O(n^{-2}), \quad n \to \infty, \]
\[ \mu_n (q, b) = -\sqrt{q_n^0} + O(n^{-1}), \quad \nu_n (q, b) = \nu_n^0 + \frac{q_n^0}{2k_n^0} + O(n^{-2}), \quad n \to \infty, \]
uniformly on bounded subsets of \( [0, 1] \times L^2 (0, 1) \times \mathbb{C} \), where
\[ \sqrt{q_n^0} = \int_0^1 q(x) \cos 2k_n^0 x dx, \quad \sqrt{q_n^0} = \int_0^1 q(x) \sin 2k_n^0 x dx . \]
(ii) The mapping \( \Phi \) is real-analytic on \( L^2 (0, 1) \times \mathbb{R} \), and its Fréchet derivative is given by
\[ d_{(q; b)} \Phi (\cdot) = \left( \{\cdot, (1, 2)\}; \{\cdot, X_n\}_{n=0}^{+\infty}; \{\cdot, Y_n\}_{n=0}^{+\infty} \right), \]
where

\[ X_n = (\psi_n^2(x) - 1; \psi_n^2(1) - 2), \quad Y_n = ((\psi_n(x)) \chi_n(x); (\psi_n(x)) \chi_n(1)), \quad n \geq 0. \]

**Proof.** (i) Let \( \lambda_n = \lambda_n(q, b) \). The asymptotics (3.1) shows that \( \sqrt{\lambda_n} = k_n^0 + O(n^{-1}) \).

Formulas (2.2)–(2.5) imply that

\[ \varphi(x, \lambda_n, q) = \frac{\sin k_n^0 x}{k_n^0} + O(n^{-2}), \quad \|\varphi(\cdot, \lambda_n, q)\|^2 = \int_0^1 \varphi^2(x, \lambda_n, q) \, dx = \frac{1}{2\lambda_n^0} + O(n^{-3}). \]

Hence,

\[ \psi_n(x, q, b) = \frac{\varphi(x, \lambda_n, q)}{\|\varphi(\cdot, \lambda_n, q)\|} = \sqrt{2\sin k_n^0 x} + O(n^{-1}). \]

Thus, \( \psi_n(0, q, b) = \|\varphi(\cdot, \lambda_n, q)\|^{-1} = \sqrt{2k_n^0} + O(1) \). Also,

\[ \vartheta(x, \lambda_n, q) = \cos k_n^0 x + O(n^{-1}), \quad \int_0^1 (\vartheta\varphi)(x, \lambda_n, q) \, dx = O(n^{-2}). \]

Using (3.4), we obtain the second asymptotics in (3.5). Finally, Lemma 3.2 and (3.5) imply that

\[ \lambda_n(q, b) = \int_0^1 [d(q; b)\mu_n(tq, tb)](q; b) \, dt = \lambda_n^0 + ((2\sin^2 k_n^0 x - 1; 0), (q(x); b)) + O(n^{-1}), \]

\[ \nu_n(q, b) = \nu_n^0 + \int_0^1 [d(q; b)\nu_n(tq, tb)](q; b) \, dt \]

\[ = \nu_n^0 + \frac{\langle \sin k_n^0 x \cos k_n^0 x; 0 \rangle, (q(x); b) \rangle}{k_n^0} + O(n^{-2}). \]

(ii) As has been shown above, the mapping \( \Phi : L^2_C(0, 1) \times C \to C \times C \times C \) is locally bounded near each real point \( (q; b) \in L^2(0, 1) \times R \), and all the “coordinate functions” \( \int_0^1 q(t) \, dt + 2b, \lambda_n(q, b), \nu_n(q, b) - \nu_n^0 \) are (complex-)analytic (see Lemma 3.2(ii)). Therefore (see, e.g., [PIT57, p. 138]), \( \Phi \) is a real-analytic mapping and its Fréchet derivative is given by (3.7). \( \square \)

**Lemma 3.5.** Let \( (q; b) \in L^2(0, 1) \times R \), and let

\[ X_n = (\psi_n^2(x) - 1; \psi_n^2(1) - 2), \quad Y_n = ((\psi_n(x)) \chi_n(x); (\psi_n(x)) \chi_n(1)), \quad n \geq 0, \]

\[ Z_m = (-2(\psi_m \chi_m)'(x); (\psi_m \chi_m)(1)), \quad T_m = (2(\psi_m)'(x); -\psi_m^2(1)), \quad m \geq 0. \]

Then the system \((1; 0), \{Z_m\}_{m=0}^{+\infty}, \{T_m\}_{m=0}^{+\infty}\) forms the basis biorthogonal to the system \((1; 2), \{X_n\}_{n=0}^{+\infty}, \{Y_n\}_{n=0}^{+\infty}\). In other words,

\[ \langle (1; 0), (1; 2) \rangle = 1, \quad \langle Z_m, 1; 2 \rangle = 0, \quad \langle T_m, 1; 2 \rangle = 0, \]

\[ \langle (1; 0)X_n \rangle = 0, \quad \langle Z_mX_n \rangle = \delta_{mn}, \quad \langle T_mX_n \rangle = 0, \quad m, n \geq 0. \]

\[ \langle (1; 0)Y_n \rangle = 0, \quad \langle Z_mY_n \rangle = 0, \quad \langle T_mY_n \rangle = \delta_{mn}. \]

**Proof.** By definition, we have \( \langle (1; 0), (1; 2) \rangle = 1 \), and \( \langle Z_m, (1; 2) \rangle = 0 \) because \( \psi_m(0) = 0 \). Since \( \int_0^1 \psi_n^2(x) \, dx = 1 \) and \( \int_0^1 (\psi_n(x)) \chi_n(x) \, dx = 0 \) (see Remark 3.3), we obtain

\[ \langle (1; 0), X_n \rangle = \langle (1; 0), Y_n \rangle = 0. \]
Next, integration by parts gives
\[ \langle Z_m, X_n \rangle = -2 \int_0^1 (\psi_n^2(x) - 1)(\psi_m \chi_m)'(x) \, dx + (\psi_n^2(1) - 2)(\psi_m \chi_m)(1) \]
\[ = -2 \int_0^1 \psi_n^2(x)(\psi_m \chi_m)'(x) \, dx + (\psi_n^2(1) - 2)(\psi_m \chi_m)(1) \]
\[ = - \int_0^1 (\psi_n^2(\psi_m \chi_m)'(x) - (\psi_n^2)' \psi_m \chi_m)(x) \, dx \]
\[ = - \int_0^1 (\{\psi_n, \psi_m\} \cdot \psi_n \chi_m + \psi_n \psi_m \cdot (\psi_n, \chi_m))(x) \, dx. \]
If \( n \neq m \), then \( \{\psi_n, \psi_m\}' = (\lambda_n - \lambda_m)\psi_n \psi_m \), \( \{\psi_n, \chi_m\}' = (\lambda_n - \lambda_m)\psi_n \chi_m \). Hence,
\[ \langle Z_m, X_n \rangle = - \frac{\{\psi_n, \psi_m\} \{\psi_n, \chi_m\}}{\lambda_n - \lambda_m} \bigg|_0^1 = 0, \quad n \neq m, \]
because \( \{\psi_n, \psi_m\}(0) = \{\psi_n, \psi_m\}(1) = 0 \). If \( n = m \), then \( \{\psi_n, \psi_m\} = 0 \), \( \{\psi_n, \chi_m\} = -1 \) and
\[ \langle Z_m, X_n \rangle = \int_0^1 \psi_n^2(x) \, dx = 1, \quad n \geq 0. \]
The proof of the remaining identities is similar. \( \square \)

**Theorem 3.6** (Local isomorphism). For each \((q; b) \in L^2(0, 1) \times \mathbb{R}\), the linear operator \( d_{(q;b)} \Phi : L^2(0, 1) \times \mathbb{R} \rightarrow \mathbb{R} \times \ell^2 \times \ell_1^2 \) given by (5.7) is invertible.

**Proof.** By Lemma 3.4 (i),
\[ X_n = (- \cos \pi(2n + 1)x ; 0) + O(n^{-1}), \quad 2k_n^b Y_n = (\sin \pi(2n + 1)x ; 0) + O(n^{-1}), \quad n \geq 0. \]
Note that the vectors
\[ (0; 1); \quad \{(\sqrt{2} \cos \pi(2n + 1)x ; 0)\}_{n=0}^{+\infty}; \quad \{(\sqrt{2} \sin \pi(2n + 1)x ; 0)\}_{n=0}^{+\infty} \]
form an orthonormal basis in \( L^2(0, 1) \times \mathbb{R} \), and that the error terms are square integrable. Consequently, \( d_{(q;b)} \Phi \) is a Fredholm operator. By Lemma 3.5 the vectors \((1; 2), \{X_n\}_{n=0}^{+\infty}, \{Y_n\}_{n=0}^{+\infty}\) are linearly independent. Using standard functional analysis arguments (see, e.g., [PT87] p. 163), we deduce that \( (d_{(q;b)} \Phi)^{-1} \) is bounded. \( \square \)
Lemma 4.2. Let \((q; b) \in L^2(0, 1) \times \mathbb{R}, n \geq 0, \) and \(t \in \mathbb{R}.\) Denote
\[
g_n^q(x) := q(x) - 2 \frac{d^2}{dx^2} \log \eta_n^q(x, q, b),
\]
\[
\eta_n^q(x, q, b) := 1 + (e^t - 1) \int_x^1 \psi_n^q(t, q, b) dt, \quad x \in [0, 1],
\]
\[
b_n^q := b - (e^t - 1) \psi_n^q(1, q, b).
\]
Then \((g_n^q; b_n^q) \in L^2(0, 1) \times \mathbb{R}\) and
\[
\lambda_m(g_n^q, b_n^q) = \lambda_m(q, b), \quad \nu_m(g_n^q, b_n^q) = \nu_m(q, b) + t \delta_{mn}
\]
for all \(m \geq 0.\)

Proof. Let \(\psi_n(x) = \psi_n(x, q, b),\) and so on. Repeating the arguments of [PTS7] pp. 91–93 or using direct calculations, it is easy to check that for all \(m \geq 0\) the functions
\[
\tilde{\psi}_m(x) = \psi_m(x) - (e^t - 1) \int_x^1 \psi_n(t) \psi_m(t) dt
\]
(in particular, \(\tilde{\psi}_n(x) = \psi_n(x)/\eta_n^q(x)\)) solve the equation \(-\tilde{\psi}'' + g_n^q(x) \psi = \lambda_m(q, b) \psi.\)
Since \(\psi_m(0) = \psi_m(0) = 0,\) we have \(\tilde{\psi}_m(0) = 0.\) The crucial point is the new boundary condition at \(x = 1.\) Observe that
\[
\tilde{\psi}_m'(1) + b_n^q \tilde{\psi}_m(1) = \psi_m'(1) + (e^t - 1) \psi_n^q(1) \psi_m(1) + b_n^q \tilde{\psi}_m(1) = \psi_m'(1) + b \psi_m(1) = 0
\]
for all \(m \geq 0.\) Therefore, \(\lambda_m(g_n^q, b_n^q) = \lambda_m(q, b), m \geq 0\) (there are no other roots; see Lemma 3.1). Furthermore,
\[
\tilde{\psi}_m'(0) = \psi'_m(0), \quad m \neq n, \quad \text{and} \quad \tilde{\psi}_n'(0) = e^{-t} \tilde{\psi}_n'(0).
\]
By the definition (1.3), this gives \(\nu_m(g_n^q, b_n^q) = \nu_m(q, b) + t \delta_{mn}\) for all \(m \geq 0.\) \(\square\)

Proof of Theorem 1.1 (ii) See Lemma 2.2
(i) Lemma 3.4 shows that \(\Phi\) maps \(L^2(0, 1) \times \mathbb{R}\) into \(\mathbb{R} \times \mathcal{M} \times \ell_2^2;\) \(\Phi\) is real-analytic and its Fréchet derivative is given by (3.7). By Theorem 3.6 \(\Phi\) is a local isomorphism. Furthermore, by Theorem 2.3 \(\Phi\) is one-to-one. Thus, it suffices to prove that \(\Phi\) is onto.

Let \(c^* \in \mathbb{R}, \{\mu_n^*\}_{n=0}^{+\infty} \in \mathcal{M},\) and \(\{\eta_n^*\}_{n=0}^{+\infty} \in \ell_2^2\) be arbitrary data. By Lemma 4.1 there exists a potential \(q^* \in L^2(0, 1)\) such that \(\lambda_n(q^*, 0) = \lambda_n^* = \lambda_0^* + c^* + \mu_n^*\) for all \(n \geq 0.\) Let \(\eta = \nu_n(q^*, 0) - \nu_n^0, n \geq 0.\) Note that
\[
\left\|((\eta_0, \ldots, \eta_{N-1}, \eta_N^*, \eta_{N+1}^*, \ldots) - (\eta_0, \ldots, \eta_{N-1}, \eta_N, \ldots))\right\|_\ell_2 \to 0 \text{ as } N \to \infty.
\]
By Theorem 3.3 the mapping \(\Phi\) is invertible in some neighborhood of the point \(\Phi(q^*, 0) = (c^*; \{\mu_n^*\}_{n=0}^{+\infty}; \{\eta_n^*\}_{n=0}^{+\infty}) \in \mathbb{R} \times \mathcal{M} \times \ell_2^2.\) Hence, for some (sufficiently large) integer \(N\) and some \((q^{(N)}; b^{(N)}) \in L^2(0, 1) \times \mathbb{R},\) we have
\[
(c^*; \{\mu_n^*\}_{n=0}^{+\infty}; \{\eta_0, \ldots, \eta_{N-1}, \eta_N, \eta_{N+1}, \ldots\}) = \Phi(q^{(N)}, b^{(N)}).
\]
Applying Lemma 4.2 step-by-step, we construct a sequence of potentials and boundary constants
\[
(q^{(k)}; b^{(k)}) = (q^{(k+1)}; b^{(k+1)})_{k^*} \in L^2(0, 1) \times \mathbb{R}, \quad t_k = \eta_k^* - \eta_k, \quad k = N - 1, N - 2, \ldots, 0,
\]
such that
\[
\Phi(q^{(k)}, b^{(k)}) = (c^*; \{\mu_n^*\}_{n=0}^{+\infty}; \{\eta_0, \ldots, \eta_{k-1}, \eta_k, \eta_{k+1}, \ldots\}).
\]
In particular, \(\lambda_n(q^{(0)}, b^{(0)}) = \lambda_n^*\) and \(\nu_n(q^{(0)}, b^{(0)}) - \nu_n^0 = \eta_n^*\) for all \(n \geq 0.\) \(\square\)
Proof of Corollary 1.3 Suppose $b, c^* \in \mathbb{R}$, $\{\mu_n^*\}_{n=0}^{+\infty} \in \mathcal{M}$, $m \geq 0$, and
\[ N^b = \{ \nu_n - \nu_n^0 \}_{n=0}^{+\infty} \in \ell^2 : \sum_{n=0}^{+\infty} \left( 2 - \frac{e^{\nu_n}}{|w^*(\lambda_n^*)|} \right) = b \} . \]
By Theorem 1.1, the mapping $q \mapsto \{ \nu_n(q, b) - \nu_n^0 \}_{n=0}^{+\infty}$ is a bijection between $\text{Iso}_b \{ \{\lambda_n^*\}_{n=0}^{+\infty} \}$ and $N^b$. We introduce the projection
\[ P_m : \{ \nu_n - \nu_n^0 \}_{n=0}^{+\infty} \mapsto \{ \nu_n - \nu_n^0 \}_{n=0, n \neq m} . \]
It is easily seen that
\[ P_m : N^b \to N^b_m = \{ \nu_n - \nu_n^0 \}_{n=0, n \neq m} \in \ell^2 : \sum_{n=0, n \neq m}^{+\infty} \left( 2 - \frac{e^{\nu_n}}{|w^*(\lambda_n^*)|} \right) > b - 2 \}
is a bijection. Moreover, $\partial b/\partial \nu_n = -e^{\nu_n} |w^*(\lambda_n)|^{-1} \neq 0$. Thus, from the implicit function theorem it follows that $N^b \subset \ell^2$ is a real-analytic manifold and $P_m : N^b \to N^b_m$ is a real-analytic isomorphism. Using Theorem 1.1 we conclude that
\[ \text{Iso}_b \{ \{\lambda_n^*\}_{n=0}^{+\infty} \} \times \{ b \} = \Phi^{-1} \{ \{c^*\} \times \{ \{\mu_n^*\}_{n=0}^{+\infty} \} \times \mathcal{N}^b \}
\]
is a real-analytic manifold and the mapping
\[ q \mapsto \{ \nu_n(q, b) - \nu_n^0 \}_{n=0}^{+\infty} : \text{Iso}_b \{ \{\lambda_n^*\}_{n=0}^{+\infty} \} \to \mathcal{N}^b , \]
is a real-analytic isomorphism. Therefore, the mapping $q \mapsto \{ \nu_n(q, b) - \nu_n^0 \}_{n=0, n \neq m}^{+\infty}$ is the composition of two real-analytic isomorphisms. \square

For each $\{\lambda_n\}_{n=0}^{+\infty}$ such that $\lambda_n = \lambda_n^0 + c + \mu_n$, $c \in \mathbb{R}$, $\{\mu_n\}_{n=0}^{+\infty} \in \mathcal{M}$, we introduce the function
\[ W(\lambda) = W(\lambda; \lambda_0, \lambda_1, \ldots) := \cos \sqrt{\lambda} \prod_{k=0}^{+\infty} \frac{\lambda - \lambda_k}{\lambda - \lambda_k^*} , \ \lambda \in \mathbb{C} . \]  

Lemma 4.3. Let $c \in \mathbb{R}$, $\{\mu_n\}_{n=0}^{+\infty} \in \mathcal{M}$ and $n \geq 0$. Then
\[ \frac{\partial}{\partial \lambda_0} |\tilde{W}(\lambda_0)|^{-1} > 0 , \lim_{\lambda_0 \downarrow \lambda_1} |\tilde{W}(\lambda_0)|^{-1} = 0 . \]
Furthermore,
\[ \lim_{\lambda_0 \downarrow \lambda_1} |\tilde{W}(\lambda_0)|^{-1} = \lim_{\lambda_0 \uparrow \lambda_1} |\tilde{W}(\lambda_1)|^{-1} = +\infty . \]

Proof. Denote
\[ W_\beta(\lambda) := W(\lambda; \lambda_0 + \beta, \lambda_1, \lambda_2, \ldots) = \frac{\lambda - \lambda_0 - \beta}{\lambda - \lambda_0} \cdot W(\lambda) \equiv \left( 1 - \frac{\beta}{\lambda - \lambda_0} \right) W(\lambda) , \ \lambda \in \mathbb{C} . \]
Let $n \geq 1$. Since $W(\lambda_n) = 0$ and $\tilde{W}(\lambda_n) \neq 0$, we have
\[ W_\beta(\lambda_n) = \left( 1 - \frac{\beta}{\lambda_n - \lambda_0} \right) W(\lambda_n) , \ \frac{\partial W(\lambda_n)}{\partial \lambda_0} = \frac{\partial}{\partial \beta} W_\beta(\lambda_n) \big|_{\beta=0} = - \frac{\tilde{W}(\lambda_n)}{\lambda_n - \lambda_0} . \]
Hence,
\[ \frac{\partial}{\partial \lambda_0} |W(\lambda_n)|^{-1} = |\tilde{W}(\lambda_n)|^{-2} \cdot \frac{|\tilde{W}(\lambda_n)|}{\lambda_n - \lambda_0} > 0 \]
and
\[ \lim_{\lambda_0 \downarrow \lambda_1} |\tilde{W}(\lambda_0)|^{-1} = \lim_{\beta \downarrow \lambda_1} |\tilde{W}(\lambda_0)|^{-1} = \lim_{\beta \uparrow \lambda_1} \left| 1 - \frac{\beta}{\lambda_n - \lambda_0} \right|^{-1} \cdot |\tilde{W}(\lambda_n)|^{-1} = 0 . \]
Furthermore,
\[
\lim_{\lambda_0 \uparrow \lambda_1} |W(\lambda_1)|^{-1} = \lim_{\beta \uparrow \lambda_1} |\hat{W}_\beta(\lambda_1)|^{-1} = \lim_{\beta \downarrow \lambda_1} \left| 1 - \frac{\beta}{\lambda_1 - \lambda_0} \right|^{-1} \cdot |\hat{W}(\lambda_1)|^{-1} = +\infty.
\]
Let \( n = 0 \). Then
\[
\hat{W}_\beta(\lambda_0 + \beta) = \frac{W(\lambda_0 + \beta)}{\beta}, \quad \frac{\partial \hat{W}(\lambda_0)}{\partial \lambda_0} = \frac{\partial \hat{W}(\lambda_0 + \beta)}{\partial \beta} \bigg|_{\beta = 0} = \frac{\hat{W}(\lambda_0)}{2}.
\]
Recall that \( \hat{W}(\lambda_0) < 0 \). Therefore, the Hadamard factorization implies that
\[
W(\lambda) \equiv C(\lambda - \lambda_0) \prod_{n=1}^{+\infty} \left( 1 - \frac{\lambda - \lambda_0}{\lambda_0 - \lambda_0} \right), \quad \lambda \in \mathbb{C},
\]
where \( C < 0 \), whence \( \hat{W}(\lambda_0) = -2C \sum_{n=0}^{+\infty} (\lambda_n - \lambda_0)^{-1} > 0 \). Thus,
\[
\frac{\partial}{\partial \lambda_0} |\hat{W}(\lambda_0)|^{-1} = -\frac{\partial}{\partial \lambda_0} (\hat{W}(\lambda_0))^{-1} = \frac{\hat{W}(\lambda_0)}{2(W(\lambda_0))^2} > 0,
\]
\[
\lim_{\lambda_0 \downarrow -\infty} |\hat{W}(\lambda_0)|^{-1} = \lim_{\beta \downarrow -\infty} |W_\beta(\lambda_0 + \beta)|^{-1} = \lim_{\beta \downarrow -\infty} |\beta| \cdot |W(\lambda_0 + \beta)|^{-1} = 0
\]
and
\[
\lim_{\lambda_0 \uparrow \lambda_1} |\hat{W}(\lambda_0)|^{-1} = \lim_{\beta \uparrow \lambda_1} |W_\beta(\lambda_0 + \beta)|^{-1}
\]
\[
= \lim_{\beta \uparrow \lambda_1} |W(\lambda_0 + \beta)|^{-1} \cdot |\beta| = +\infty. \quad \square
\]

For each \( \{\lambda_n\}_{n=0}^{+\infty} \) and \( \{\nu_n\}_{n=0}^{+\infty} \) such that \( \lambda_n = \lambda_0^0 + c + \mu_n, \ c \in \mathbb{R}, \{\mu_n\}_{n=0}^{+\infty} \in \mathcal{M} \) and \( \nu_n - \nu_n^0 \}_{n=0}^{+\infty} \in \ell_2^1 \), we set
\[
(4.2) \quad B(\lambda_0, \lambda_1, \ldots; \nu_0, \nu_1, \ldots) := \sum_{n=0}^{+\infty} \left( 2 - \frac{\mu_n^0}{|W(\lambda_n)|} \right).
\]

Note that this series converges by Theorem 1.1.

**Proof of Corollary 1.2.** Fix some \( b \in \mathbb{R} \) and \( m \geq 0 \). By Theorem 1.1, the mapping
\[
q \mapsto \Phi(q, b) = (Q_0 + 2b; \{\mu_n(q, b)\}_{n=0}^{+\infty}; \nu_n(q, b) - \nu_n^0)_{n=0}^{+\infty}
\]
is a bijection between \( L^2(0, 1) \) and the set
\[
S^b = \{(c; \mu_n)_{n=0}^{+\infty}; \{\nu_n - \nu_n^0\}_{n=0}^{+\infty} \in \mathbb{R} \times \mathcal{M} \times \ell_2^1; B(\lambda_0, \lambda_1, \ldots; \nu_0, \nu_1, \ldots) = b \}.
\]
Let
\[
P : (c; \mu_n)_{n=0}^{+\infty} \mapsto (c; \{\mu_n\}_{n=1}^{+\infty}; \nu_n - \nu_n^0)_{n=0}^{+\infty}.
\]
Note that \( \Phi_b(q) = P(\Phi(q, b)) \). In particular, \( \Phi_b \) is real-analytic. Lemma 1.3 gives
\[
\frac{\partial B(\lambda_0, \ldots; \nu_0, \ldots)}{\partial \lambda_0} < 0, \quad \lim_{\lambda_0 \downarrow -\infty} B(\lambda_0, \ldots; \nu_0, \ldots) = +\infty,
\]
\[
\lim_{\lambda_0 \uparrow \lambda_1} B(\lambda_0, \ldots; \nu_0, \ldots) = -\infty.
\]
Therefore, for each \( (c; \mu_n)_{n=1}^{+\infty}; \{\nu_n - \nu_n^0\}_{n=0}^{+\infty} \in \mathbb{R} \times \mathcal{M}^{(1)} \times \ell_2^1 \) there exists a unique \( \lambda_0^* < \lambda_1 \) such that \( B(\lambda_0^*, \lambda_1, \ldots; \nu_0, \nu_1, \ldots) = b \). Thus, the two mappings \( P : S^b \rightarrow \mathbb{R} \times \mathcal{M}^{(1)} \times \ell_2^1 \) and \( \Phi_b : L^2(0, 1) \rightarrow \mathbb{R} \times \mathcal{M}^{(1)} \times \ell_2^1 \) are bijections. By Theorem 1.1 the mapping
\[
(c, \mu_0, \nu_0, \ldots) \mapsto B(\lambda_0, \lambda_1, \ldots; \nu_0, \nu_1, \ldots)
\]
is real-analytic and $\partial B/\partial \lambda_0 < 0$ (see Lemma 4.3). Now, the implicit function theorem shows that $P^{-1} : \mathbb{R} \times M(1) \times \ell_2^2 \to S^0$ is also real-analytic. Therefore, $(\Phi^h)^{-1}$ is real-analytic as a composition of real-analytic mappings.

§5. Appendix. The case where $a, b \in \mathbb{R}$

Let $\{\sigma_n(q, a, b)\}_{n=0}^{+\infty}$ be the eigenvalues of the Sturm–Liouville problem

$$-\psi'' + q(x)\psi = \lambda\psi, \quad \psi'(0) - a\psi(0) = 0, \quad \psi'(1) + b\psi(1) = 0,$$

where $q \in L^2(0, 1)$ and $a, b \in \mathbb{R}$. It is well known that

$$\sigma_n(q, a, b) = \sigma_n^0 + Q_0 + 2a + 2b + \tau_n(q, a, b), \quad \text{where} \quad \{\tau_n\}_{n=0}^{+\infty} \in \ell^2 \quad \text{and} \quad Q_0 = \int_0^1 q(t)\,dt \quad \text{(here and below $\sigma_n^0 = \pi^2 n^2$, $n \geq 0$, denote the unperturbed eigenvalues).} \quad \text{Note that} \quad \sigma_n(q, a, b) = (\vartheta + a\varphi' + b(\vartheta + a\varphi))(1, \lambda, q), \quad \lambda \in \mathbb{C}.$

As in [IT83], we introduce the norming constants

$$\kappa_n(q, a, b) = \log(\lambda^n(\vartheta + a\varphi)(1, \sigma_n, q)) = \log \left| \frac{\psi_n(1, q, a, b)}{\psi_n(0, q, a, b)} \right|, \quad n \geq 0,$$

where $\psi_n$ is the $n$th normalized eigenfunction such that $\psi_n(0) > 0$.

Theorem 5.1 (Isaacson, Trubowitz [IT83]). The mapping

$$\Psi : (q; a, b) \mapsto (Q_0 + 2a + 2b; \{\tau_n(q, a, b)\}_{n=0}^{+\infty}; \{\kappa_n(q, a, b)\}_{n=0}^{+\infty})$$

is a real-analytic isomorphism between $L^2(0, 1) \times \mathbb{R}^2$ and $\mathbb{R} \times \mathcal{T} \times \ell_2^2$, where

$$\mathcal{T} = \{\{\tau_n\}_{n=0}^{+\infty} \in \ell^2 : \sigma_0^0 + \tau_0 \leq \sigma_1^0 + \tau_1 < \cdots \} \subset \ell^2.$$

Remark. This theorem can be reproved much in the same way as we proved Theorem 1.1. In order to consider the case of fixed $a, b \in \mathbb{R}$, we need the following modification of identity (1.1).

Proposition 5.2. For each $(q; a, b) \in L^2(0, 1) \times \mathbb{R}^2$, the following identities are valid:

$$-1 + \sum_{n=0}^{+\infty} \left( 2 - \frac{e^{\kappa_n}}{w(\sigma_n)} \right) = b, \quad -1 + \sum_{n=0}^{+\infty} \left( 2 - \frac{e^{-\kappa_n}}{-w(\sigma_n)} \right) = a,$$

where $w(\lambda) = w(\lambda, q, a, b) \equiv -\sqrt{\lambda}\sin\sqrt{\lambda} \cdot \prod_{n=0}^{+\infty} \frac{\lambda - \sigma_n}{\lambda - \sigma_n^0}$ and $\sigma_n = \sigma_n(q, a, b), \quad \kappa_n = \kappa_n(q, a, b)$.

Note that (5.2) and Theorem 5.1 immediately give the following well-known result (which generalizes of the Ambarzumyan theorem [Am29]).

Corollary 5.3. Let $a \in \mathbb{R}$ and $q \in L^2_{even}(0, 1)$, i.e., $q(x) \equiv q(1 - x), \quad x \in [0, 1]$. Let $p \in L^2(0, 1)$ be such that $\sigma_n(p, a, a) = \sigma_n(q, a, a)$ for all $n \geq 0$. Then $p = q$.

Proof. Indeed, we have $w(\lambda, p, a, a) = w(\lambda, q, a, a), \quad \lambda \in \mathbb{C}$, and $\kappa_n(q, a, a) = 0$ for all $n \geq 0$. Setting identities (5.2) for the potential $p$ and subtracting the corresponding identities for the potential $q$, we get

$$\sum_{n=0}^{+\infty} \cosh \frac{\kappa_n(p, a, a) - 1}{w(\sigma_n)} = 0.$$

This implies that $\kappa_n(p, a, a) = 0$ for all $n \geq 0$. Thus, Theorem 5.1 gives $p = q$. □
Let \( a, b \in \mathbb{R} \) be fixed. Then, by (5.2), we can recover \((\sigma_0, \zeta_0)\) by the other spectral data \( \{\sigma_n\}_{n=1}^{+\infty}, \{\kappa_n\}_{n=1}^{+\infty} \).

**Proposition 5.4.** For any \( a, b \in \mathbb{R} \), the mapping
\[
\Psi_{a,b} : q \mapsto (Q_0 + 2a + 2b; \{\tau_n(q, a, b)\}_{n=1}^{+\infty}; \{\kappa_n(q, a, b)\}_{n=1}^{+\infty})
\]
is a real-analytic isomorphism between \( L^2(0,1) \) and \( \mathcal{T}^{(1)} \times \ell_1^2 \), where
\[
\mathcal{T}^{(1)} = \left\{ \{\tau_n\}_{n=1}^{+\infty} \in \ell_1^2 : \sigma_1^0 = \sigma_2^0 = \tau_1 < \sigma_2^0 + \tau_2 < \cdots \right\} \subset \ell_1^2.
\]

**Proof of Proposition 5.2.** We prove the first identity in (5.2); the proof of the second is similar. Consider the meromorphic function
\[
f(\lambda) := \frac{(\vartheta + a\varphi)(1, \lambda, q)}{\vartheta(\lambda, q, a, b)} =\frac{\vartheta + a\varphi}{(\vartheta' + a\varphi') + b(\vartheta + a\varphi)}(1, \lambda, q), \quad \lambda \in \mathbb{C}.
\]

All roots \( \sigma_n = \sigma_n(q, a, b) \) of \( \vartheta(\lambda) \) are simple. The definition (5.1) shows that
\[
\text{res}_{\lambda = \sigma_n} f(\lambda) = \frac{(\vartheta + a\varphi)(1, \lambda, q)}{\vartheta(\lambda, q, a, b)} \frac{(-1)^n e^{\kappa_n}}{\vartheta(\sigma_n)} = -\frac{e^{\kappa_n}}{\vartheta(\sigma_n)}.
\]

Put \( |\lambda| = \pi^2(m + \frac{1}{2})^2 \to \infty \). Due to the asymptotics (5.14)–(5.23), we have
\[
f(\lambda) = \frac{\cos \sqrt{\lambda} + \lambda^{-1/2} \sin \sqrt{\lambda} \cdot (\frac{1}{2}Q_0 + a) + o(\lambda^{-1/2}e^{\Im \sqrt{\lambda}})}{-\lambda^{1/2} \sin \sqrt{\lambda} + \cos \sqrt{\lambda} \cdot (\frac{1}{2}Q_0 + a + b) + o(e^{\Im \sqrt{\lambda}})}
\]
\[
= -\lambda^{-\frac{1}{2}} \cot \lambda - \lambda^{-1} \cdot \left( \frac{1}{2}Q_0 + a \right) - \lambda^{-1} \cot^2 \lambda \cdot \left( \frac{1}{2}Q_0 + a + b \right) + o(\lambda^{-1}).
\]

Let \( f_0(\lambda) \equiv -\frac{\pi x}{\lambda} \sqrt{\lambda} \). Applying the Cauchy theorem in the disk \( |\lambda| < \pi^2(m + \frac{1}{2})^2 \), we see that
\[
\sum_{n=0}^{m} \left( \text{res}_{\lambda = \sigma_n} f(\lambda) - \text{res}_{\lambda = \sigma_n^0} f_0(\lambda) \right) = -\left( \frac{1}{2}Q_0 + a \right) - \left( \frac{1}{2}Q_0 + a + b \right) \cdot \sum_{n=0}^{m} \text{res}_{\lambda = \sigma_n^0} (f_0(\lambda))^2.
\]

Note that
\[
f_0(\lambda) = -\frac{1}{\sqrt{\lambda} \tan \sqrt{\lambda}} = -\frac{1}{\lambda} \left( 1 - \frac{\lambda}{3} + O(\lambda^2) \right) \quad \text{as} \quad \lambda \to \sigma_0 = 0,
\]
and
\[
f_0(\lambda) = -\frac{2}{\lambda - \sigma_n^0} \left( 1 - \frac{\lambda - \sigma_n^0}{4\sigma_n^0} + O((\lambda - \sigma_n^0)^2) \right) \quad \text{as} \quad \lambda \to \sigma_n^0, \quad n \geq 1.
\]

Hence,
\[
\text{res}_{\lambda = \sigma_n^0} f_0(\lambda) = -1, \quad \text{res}_{\lambda = \sigma_n^0} f_0(\lambda) = -2, \quad n \geq 1,
\]
\[
\text{res}_{\lambda = \sigma_n^0} (f_0(\lambda))^2 = -\frac{2}{3}, \quad \text{res}_{\lambda = \sigma_n^0} (f_0(\lambda))^2 = -\frac{2}{\sigma_n^0}, \quad n \geq 1,
\]
and
\[
\sum_{n=0}^{+\infty} \text{res}_{\lambda = \sigma_n^0} (f_0(\lambda))^2 = -\frac{2}{3} - \frac{2}{\pi^2} \sum_{n=0}^{+\infty} \frac{1}{n^2} = -\frac{2}{3} - \frac{2}{\pi^2} \cdot \frac{\pi^2}{6} = -1.
\]

Substituting these identities and (5.3) in (5.4), we obtain (5.2) as \( m \to \infty \). \( \square \)
For each \( \{\sigma_n\}_{n=0}^{+\infty} \) such that \( \sigma_n = \sigma_n^0 + c + \tau_n, \ c \in \mathbb{R}, \ \{\tau_n\}_{n=0}^{+\infty} \in \mathcal{T} \) and \( \{\kappa_n\}_{n=0}^{+\infty} \in \ell_1^2 \), we denote
\[
W(\lambda) = W(\lambda; \sigma_0, \sigma_1, \ldots) := -\sqrt{\lambda} \cos \sqrt{\lambda} \cdot \prod_{k=0}^{+\infty} \frac{\lambda - \sigma_k}{\lambda - \sigma_k^0}, \ \lambda \in \mathbb{C},
\]
\[
F(\sigma_0) = F(\sigma_0, \sigma_1, \ldots) := \frac{1}{|W(\sigma_0)|},
\]
\[
G_{\pm}(\sigma_0) = G_{\pm}(\sigma_0, \sigma_1, \ldots; \kappa_1, \kappa_2, \ldots) := -1 + \sum_{n=1}^{+\infty} \left( \frac{e^{\pm \kappa_n}}{|W(\sigma_n)|} - 2 \right)
\]
(the series converge by Theorem 5.1 and Proposition 5.2). Using this notation, we rewrite (5.2) in the following form:
\[
e^{-\infty}F(\sigma_0) + G_-(\sigma_0) = -a, \quad e^\kappa_0 F(\sigma_0) + G_+(\sigma_0) = -b.
\]

**Lemma 5.5.** (i) Suppose \( c \in \mathbb{R}, \ \{\tau_n\}_{n=0}^{+\infty} \in \mathcal{T} \), and \( \{\kappa_n\}_{n=0}^{+\infty} \in \ell_1^2 \). Then
\[
F'(\sigma_0) > 0, \quad \lim_{\sigma_0 \to -\infty} F(\sigma_0) = 0, \quad \lim_{\sigma_0 \to \sigma_1^+} F(\sigma_0) = +\infty;
\]
\[
G_-'(\sigma_0) > 0, \quad \lim_{\sigma_0 \to -\infty} G_-'(\sigma_0) = -\infty, \quad \lim_{\sigma_0 \to \sigma_1^+} G_-'(\sigma_0) = +\infty.
\]
(ii) For each \( a, b, c \in \mathbb{R}, \ \{\tau_n\}_{n=0}^{+\infty} \in \mathcal{T}^{(1)}, \ \{\kappa_n\}_{n=0}^{+\infty} \in \ell_1^2 \), there exist unique \( \sigma_0 < \sigma_1 \) and \( \kappa_0 \in \mathbb{R} \) such that identities (5.5) (or, equivalently, (5.2)) hold true.

**Proof.** (i) The proof repeats that of Lemma 4.3
(ii) Identities (5.5) are equivalent to
\[
(F(\sigma_0))^2 = (a + G_-'(\sigma_0))(b + G_+'(\sigma_0))
\]
and
\[
e^{-\kappa_0} = -\frac{F(\sigma_0)}{a + G_-'(\sigma_0)} = -\frac{b + G_+'(\sigma_0)}{F(\sigma_0)}.
\]
Note that \( F(\sigma_0) > 0 \) for all \( \sigma_0 < \sigma_1 \). Relations (5.5) imply that there exist unique values \( \sigma_0^* \) such that \( a + G_-'(\sigma_0^*) = b + G_+'(\sigma_0^*) = 0 \). Let \( \sigma_0^* = \min(\sigma_0^*, \sigma_0^*) \) and
\[
G(\sigma_0) := (a + G_-'(\sigma_0))(b + G_+'(\sigma_0)), \quad \sigma_0 \leq \sigma_0^*.
\]
Using (5.7), it is easy to conclude that
\[
G'(\sigma_0) < 0, \quad \lim_{\sigma_0 \to -\infty} G(\sigma_0) = +\infty, \quad G(\sigma_0) = 0,
\]
while
\[
(F^2)'(\sigma_0) > 0, \quad \lim_{\sigma_0 \to -\infty} (F(\sigma_0))^2 = 0, \quad (F(\sigma_0))^2 > 0.
\]
Therefore, the equation \( (F(\sigma_0))^2 = G(\sigma_0) \) has a unique solution \( \sigma_0 < \sigma_0^* \) (and has no solutions \( \sigma_0 \geq \sigma_0^* \) due to a simple consideration of signs), and \( \sigma_0 \) is determined by \( \tau_0 \).

**Proof of Proposition 5.4** Fix some \( a, b \in \mathbb{R} \) and \( m \geq 0 \). By Theorem 5.1 and Proposition 5.2, the mapping
\[
q \mapsto \Psi(q, a, b) = (Q_m + 2a + 2b; \ \{\tau_n(q, a, b)\}_{n=0}^{+\infty}, \ \{\kappa_n(q, a, b)\}_{n=0}^{+\infty})
\]
is a bijection between \( L^2(0, 1) \) and the set
\[
S_{a,b} := \left\{ \{c; \ \{\tau_n\}_{n=0}^{+\infty}, \ \{\kappa_n\}_{n=0}^{+\infty} \} \in \mathbb{R} \times \mathcal{T} \times \ell_1^2 : e^{-\kappa_0}F + G_- = -a, \quad e^{\kappa_0}F + G_+ = -b \right\}.
\]
Let
\[ P : \{c; \{\tau_n\}_{n=0}^{+\infty}; \{\lambda_n\}_{n=0}^{+\infty}\} \mapsto \{c; \{\tau_n\}_{n=1}^{+\infty}; \{\lambda_n\}_{n=1}^{+\infty}\}. \]

Note that \( \Psi_{a,b}(q) = P(\Psi(q, a, b)) \). In particular, \( \Psi_{a,b} \) is real-analytic. By Lemma 5.5 (ii), for each \( \{c; \{\tau_n\}_{n=0}^{+\infty}; \{\lambda_n\}_{n=0}^{+\infty}\} \in \mathbb{R} \times \mathcal{M}^{(1)} \times \ell_2^1 \) there exist unique \( \sigma_0 < \sigma_1 \) and \( \lambda_0 \in \mathbb{R} \) such that identities (5.5) hold true. Therefore, the mappings \( P : \mathcal{S}^{a,b} \rightarrow \mathbb{R} \times \mathcal{M}^{(1)} \times \ell_2^1 \) and \( \Psi_{a,b} : L^2(0,1) \rightarrow \mathbb{R} \times \mathcal{M}^{(1)} \times \ell_2^1 \) are bijections.

By Theorem 5.1
\[
\{\{c; \{\tau_n\}_{n=0}^{+\infty}; \{\lambda_n\}_{n=0}^{+\infty}\} \mapsto (-a; -b) = (e^{-\infty}F(\sigma_0) + G_-(\sigma_0); e^{\infty}F(\sigma_0) + G_+(\sigma_0))
\]
is a real-analytic mapping. By Lemma 5.5 \( \frac{\partial a}{\partial \sigma_0} \), \( \frac{\partial b}{\partial \sigma_0} < 0 \), \( \frac{\partial a}{\partial \lambda_0} = e^{-\infty}F > 0 \), and \( \frac{\partial b}{\partial \lambda_0} = e^{\infty}F < 0 \). Therefore,
\[
\det \begin{pmatrix}
\frac{\partial a}{\partial \sigma_0} & \frac{\partial b}{\partial \sigma_0} \\
\frac{\partial a}{\partial \lambda_0} & \frac{\partial b}{\partial \lambda_0}
\end{pmatrix} > 0.
\]

So, \( P^{-1} : \mathbb{R} \times \mathcal{T}^{(1)} \times \ell_2^1 \rightarrow \mathcal{S}^{a,b} \) is real-analytic, by the implicit function theorem. Thus, \( \Psi_{a,b}^{-1} \) is also real-analytic, being the composition of real-analytic mappings.
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