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Abstract. Let $\Omega^0$ be an ellipsoidal inclusion in the Euclidean space $\mathbb{R}^n$. It is checked that if a solution of the homogeneous transmission problem for a formally selfadjoint elliptic system of second order differential equations with piecewise smooth coefficients grows linearly at infinity, then this solution is a linear vector-valued function in the interior of $\Omega^0$. This fact generalizes the classical Eshelby theorem in elasticity theory and makes it possible to indicate simple and explicit formulas for the polarization matrix of the inclusion in the composite space, as well as to solve a problem about optimal patching of an elliptical hole.

§1. Setting of the transmission problem

Let $\Omega^0$ be a nonempty domain in the Euclidean space $\mathbb{R}^n$, $n \geq 2$, with a smooth (of class $C^\infty$) boundary, and let $\Omega^1 = \mathbb{R}^n \setminus \overline{\Omega^0}$ be its exterior. Suppose it has compact closure: $\overline{\Omega^0} = \partial \Omega^0 \cup \Omega^1 \subset \mathbb{B}_R = \{x : |x| < R\}, R > 0$. We place the origin of a Cartesian coordinate system $x = (x_1, \ldots, x_n)$ in the interior of $\Omega^0$. Let $\mathcal{D}(\nabla_x)$ be an $(N \times k)$-matrix of first order differential operators with constant and, in general, complex coefficients, and let $A_i, i = 0, 1$, be numerical Hermitian positive definite matrices of size $N \times N$. We introduce the formally selfadjoint $(k \times k)$-matrices of second order differential operators

\begin{equation}
\mathcal{L}^i(\nabla_x) = \overline{\mathcal{D}(\nabla_x)}^\top A_i \mathcal{D}(\nabla_x)
\end{equation}

and consider the following system of differential equations with transmission conditions on the interface $\Gamma = \partial \Omega^0 = \partial \Omega^1$:

\begin{align}
\mathcal{L}^i(\nabla_x)u^i(x) &= f^i(x), \quad x \in \Omega^i, \quad i = 0, 1, \\
u^0(x, \nabla_x)u^0(x) - \nu^1(x, \nabla_x)u^1(x) &= g(x), \quad x \in \Gamma.
\end{align}

Our problem needs a more detailed description.

To start with, we clarify the notation. By $u^i$ we mean the restrictions of the vector-valued function $u = (u_1, \ldots, u_k)^\top$ to the sets $\Omega^i$; this function, as well as the right-hand sides $f, g$ of the problem, are viewed as columns, i.e., $\top$ means transposition. Also, $\nabla_x = \text{grad}$ and the bar means complex conjugation, so that $\overline{\mathcal{D}(\nabla_x)}^\top$ is the matrix differential operator formally adjoint to $\mathcal{D}(\nabla_x)$. Finally, $\mathcal{N}^i$ is the operator of the Neumann boundary conditions,

\begin{equation}
\mathcal{N}^i(x, \nabla_x) = \overline{\mathcal{D}(\nabla_x)}^\top \mathcal{A}^i \mathcal{D}(\nabla_x),
\end{equation}

and $\nu(x)$ is the outward unit normal (column) on the boundary $\Gamma$ of $\Omega^0$.
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\[
\begin{align*}
\mathcal{L}^1(\nabla_x)u^1(x) &= f^1(x), & x & \in \Omega^1, \\
-N^1(x, \nabla_x)u^1(x) &= q(x), & x & \in \Gamma,
\end{align*}
\]

which can be obtained from problem \([1.2], [1.3]\) by limit passage as \(A^0 \to 0 \in C^{N \times N}\).

We emphasize that the minus sign on the left-hand side of the boundary condition is caused by the fact that \(\nu\) is the inward normal for the domain \(\Omega^1\). In Remark \([1.4]\) we shall discuss the limit passage as \(A^0 \to \infty \in C^{N \times N}\).

Now we list the requirements imposed on the matrix \(D(\nabla_x)\). It is assumed to be algebraically complete \([1]\): there is a number \(\varrho_D \in \mathbb{N} := \{1, 2, \ldots\}\) such that for any row \(p(\xi) = (p_1(\xi), \ldots, p_k(\xi))\) of homogeneous polynomials of degree \(\varrho \geq \varrho_D\) in the variables \(\xi = (\xi_1, \ldots, \xi_n)^\top\) there exists a polynomial row \(q(\xi) = (q_1(\xi), \ldots, q_N(\xi))\) for which

\[
(1.6)
\]

\[
p(\xi) = q(\xi)D(\xi), \quad \xi \in \mathbb{R}^n.
\]

In this case, the formally selfadjoint operator \([1.1]\) is said to be formally positive and turns out to be elliptic, and the pair \(\{\mathcal{L}^1, N^1\}\) satisfies the Shapiro–Lopatinsky conditions (see \([1]\) and \([2, 3]\)). Also, the corresponding Hermitian sesquilinear forms

\[
an^i(u^i, v^i; \Omega^i) = (A^iD(\nabla_x)u^i, D(\nabla_x)v^i)_{\Omega^i}, \quad i = 0, 1,
\]

\[
a(u, v; \mathbb{R}^n) = a^0(u^0, v^0; \Omega^0) + a^1(u^1, v^1; \Omega^1)
\]

possess the polynomial property \([2, 3]\):

\[
(1.8)
\]

\[
a(u, u; \Xi) = 0, \quad u \in C^1(\Xi) \quad \Leftrightarrow \quad u \in \mathcal{P}|_{\Xi}.
\]

Here \(\Xi\) is an arbitrary domain in \(\mathbb{R}^n\) and \(\mathcal{P}\) is a finite-dimensional linear space of vector-valued polynomials. With the help of \([1.6]\), it is not hard to verify (see, e.g., \([2, 3]\)) that the degrees of the scalar polynomials \(p_j\) in the linear space

\[
(1.9)
\]

do not exceed \(\varrho_D - 1\). By \((,.)_\Omega\) we mean the natural scalar product in the Lebesgue space \(L^2(\Omega)^m\); the index \(m\) indicates the number of components of vector-valued functions, but we do not write it in the notation for scalar products and norms.

In the survey \([3]\), the reader can find many examples of specific problems of mathematical physics that possess the properties required above. Here we restrict ourselves to two of them, discussed below.

**Example 1.1.** Suppose \(k = 1, N = n\), and \(D(\nabla_x) = \nabla_x\). Then \(\mathcal{L}^1(\nabla_x) = -\nabla_x^\top A^1 \nabla_x\) is a scalar operator in divergence form, and \(\varrho_D = 1\), \(\mathcal{P} = \mathbb{C}\).

**Example 1.2.** For the 3-dimensional \((n = 3)\) linearized system of elasticity theory that describes the deformation of an anisotropic and nonhomogeneous composite body, the operators \([1.1]\), written in the matrix (rather than tensor; see, e.g., \([4, 5]\)) form, are composed of real \((6 \times 6)\)-matrices of elastic modules and a \((6 \times 3)\)-matrix \(D(\nabla_x)\),

\[
D(\xi) = \begin{pmatrix}
\xi_1 & 0 & 0 & 2^{-1/2}\xi_3 & 2^{1/2}\xi_2 \\
0 & \xi_2 & 0 & 2^{-1/2}\xi_3 & 0 \\
0 & 0 & \xi_3 & 2^{-1/2}\xi_2 & 0 \\
0 & 0 & 0 & 2^{-1/2}\xi_3 & 2^{1/2}\xi_2 \\
0 & 0 & 0 & 0 & 2^{-1/2}\xi_1 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}^\top.
\]

It is not hard to check that the matrix \([1.1]\) is algebraically complete (see \([1.10]\)); in particular, \(k = 3, N = 6\), and \(\varrho_D = 2\). As to the polynomial property \([1.8]\), it involves the linear space

\[
\mathcal{P} = \{p(x) = d(x)a : a = (a_1, a_2, a_3, a_4, a_5, a_6)^\top \in \mathbb{R}^6\}.
\]
spanned by the columns of the \((3 \times 6)\)-matrix
\[
d(x) = \begin{pmatrix}
1 & 0 & 0 & 2^{-1/2}x_3 & -2^{1/2}x_2 \\
0 & 1 & 0 & -2^{-1/2}x_3 & 0 \\
0 & 0 & 1 & 2^{-1/2}x_2 & -2^{-1/2}x_1 \\
\end{pmatrix}.
\]

The vectors \(d(x)a\) are rigid motions that are translational \((a_4 = a_5 = a_6 = 0)\) or rotational \((a_1 = a_2 = a_3 = 0)\). Due to the factors \(2^{-1/2}\), the column of deformations
\[
\varepsilon(u) := \mathcal{D}(\nabla u) = (\varepsilon_{11}(u), \varepsilon_{22}(u), \varepsilon_{33}(u), 2^{1/2}\varepsilon_{23}(u), 2^{1/2}\varepsilon_{31}(u), 2^{1/2}\varepsilon_{12}(u))^T
\]
(see [5, Chapter 2]) has the same natural norm as the strain tensor \((\varepsilon_{jk}(u))_{j,k=1}^3\) with the components \(\varepsilon_{jk}(u) = \frac{1}{2} \left( \frac{\partial u_j}{\partial x_k} + \frac{\partial u_k}{\partial x_j} \right)\). The column \(\sigma^i(u) := \mathcal{A}^i\mathcal{D}(\nabla u)^i\) has a structure similar to (1.12) and contains components of the stress tensor. The matrix \(\mathcal{A}^i\), which relates the columns of stresses and strains, is called the stiffness matrix; its symmetry and positive definiteness are prescribed by the nature of the elastic medium.

**Example 1.3.** In the 2-dimensional \((n = 2)\) problem of elasticity theory, the operators (1.11) of size \(2 \times 2\) are built out of the \((3 \times 3)\)-matrices \(\mathcal{A}^i\) and \((3 \times 2)\)-matrix \(\mathcal{D}(\nabla u)\),
\[
\mathcal{D}(\xi) = \begin{pmatrix}
\xi_1 & 0 & 2^{1/2}\xi_2 \\
0 & \xi_2 & 2^{-1/2}\xi_1 \\
\end{pmatrix}^T.
\]

In this setting, \(\dim \mathcal{P} = 3\),
\[
\mathcal{P} = \{ p(x) = d(x)a : a = (a_1, a_2, a_3)^T \in \mathbb{R}^3 \},
\]
denoted by
\[
de(x) = \begin{pmatrix}
1 & 0 & -2^{1/2}x_2 \\
0 & 1 & 2^{-1/2}x_1 \\
\end{pmatrix},
\]
and
\[
\varepsilon(u) = \mathcal{D}(\nabla u) = (\varepsilon_{11}(u), \varepsilon_{22}(u), 2^{1/2}\varepsilon_{12}(u))^T,
\]
\[
\sigma^i(u) = \mathcal{A}^i\mathcal{D}(\nabla u)^i = (\sigma^i_{11}(u), \sigma^i_{22}(u), 2^{1/2}\sigma^i_{12}(u))^T
\]
are columns of strains and stresses, respectively. For an isotropic medium, the stiffness matrices have the form
\[
\mathcal{A}^i = \begin{pmatrix}
\lambda^i + 2\mu^i & \lambda^i & 0 \\
\lambda^i & \lambda^i + 2\mu^i & 0 \\
0 & 0 & 2\mu^i
\end{pmatrix},
\]
where \(\lambda^i \geq 0\) and \(\mu^i > 0\) are the Lamé constants.

**§2. Preliminary Description of Results**

In §3, we study the solvability of problem (1.2), (1.3) and the asymptotics of its solutions. After that, in §4, we define an integral characteristic of the inclusion \(\Omega^0\) in the composite domain \(\Omega^1\), namely, the polarization matrix \(P\) (see [6] and [7,8] for scalar problems and elasticity theory problems, respectively, and also [9] for general formally selfadjoint elliptic systems). This characteristic occurs in asymptotic formulas for various functionals calculated at the solution of the singularly perturbed boundary-value problems
\[
L^1(\nabla_x)v^1_{(h)}(x) = f(x), \quad x \in \Xi(h), \quad L^0(\nabla_x)v^0_{(h)}(x) = f(x), \quad x \in \omega_h,
\]
\[
v^0_{(h)}(x) - v^1_{(h)}(x) = 0, \quad \mathcal{N}^0(x, \nabla_x)v^0_{(h)}(x) - \mathcal{N}^1(x, \nabla_x)v^1_{(h)}(x) = 0, \quad x \in \partial \omega_h,
\]
\[
v^0_{(h)}(x) = 0, \quad x \in \partial \Xi,
\]
in the composite domain \(\Xi(h) \cup \omega_h\); here \(h \in (0, h_0]\) is a small parameter, \(h_0 > 0\),
\[
\omega_h = \{ x \in \mathbb{R}^n : \xi := h^{-1}x \in \Omega^0 \} \subset \Xi \quad \text{for} \quad h \in (0, h_0], \quad \Xi(h) = \Xi \setminus \overline{\omega_h},
\]
and $\Xi$ is a domain in $\mathbb{R}^n$ with smooth boundary $\partial \Xi$ and compact closure $\bar{\Xi} = \Xi \cup \partial \Xi$; the origin of the $x$ coordinates is assumed to lie inside $\bar{\Xi}$. Also, we assume that the origin of the $\xi$ coordinates is in the interior of $\omega$.

The polarization matrix admits two descriptions: it is formed by the coefficients in the expansions at infinity of special solutions of problem (1.2), (1.3) and is the Gram matrix constructed by these solutions with the help of the scalar product

$$\langle u, v \rangle = \langle AD(\nabla_x)u, D(\nabla_x)v \rangle_{\mathbb{R}^n}$$

(see the proof of Proposition 3.1).

Explicit formulas for the polarization matrix are known for some specific scalar differential equations and systems of mathematical physics in the case of the canonical cavities, and therefore, the optimization problem for the cavity’s shape or for the shape and the physical properties of an inclusion becomes fairly difficult in general. In elasticity theory, to study the properties of composite bodies (see Examples 1.2 and 1.3), the classical Eshelby theorem is used, which states that inside the ellipsoidal inclusion

$$\Omega = \left\{ x \in \mathbb{R}^n : \frac{x_1^2}{\ell_1^2} + \cdots + \frac{x_n^2}{\ell_n^2} = 1 \right\}, \quad \ell_j > 0,$$

the deformation field $\varepsilon^0 = D(\nabla_x)u^0$ generated by the constant stresses $\sigma^\infty$ (or the strains $\varepsilon^\infty = (A^1)^{-1}\sigma^\infty$) at infinity turns out to be constant. This theorem, proved for isotropic media in the original paper [14], was discussed, applied, and generalized to anisotropic media and polynomial loadings in a huge number of publications (see the books [15, 16], the papers [17, 18, 19, 20, 21], and the references therein). Nevertheless, in the literature, the author could not find any purely mathematical justification of the claim stated, without gaps admissible only at a physical level of rigor: inversion of matrices without verification that they are nonsingular, regularization of a singular integral operator after compilation of the corresponding equation, and so on. Therefore, one of our main goals in the present paper became the proof of Theorem 5.1 (see §5) for the transmission problem (1.2), (1.3) in the case of the ellipsoid (2.6), and also the introduction of canonical objects such as the link matrix $T$ in the formula

$$\varepsilon^0 = (T_N + T(A^0 - A^1))\varepsilon^\infty.$$

It should be emphasized that $T$ is a Hermitian positive definite matrix for any $A^0$ and $A^1$. As a by-product, the relationship (5.23) was found between the polarization matrix $P$ and the link matrix $T$, which allowed us in §6 to construct a simple algorithm that solves an optimal patch problem: having a small ellipsoidal hole $\omega_h$ (see formulas (2.4),

---

1The simple formulas, suggested in [10] and replicated in [11, 12], for the polarization matrix in the plane problem of elasticity theory are wrong: a mistake in [10] was found in [13], but its amendment made the final formulas bulky and completely implicit.
Proposition 3.1. Suppose that
\[ \| \nabla v \|_{L^2(\mathbb{R}^n)} \leq cD \| D(\nabla v) \|_{L^2(\mathbb{R}^n)}, \quad v \in C^1_c(\mathbb{R}^n)^k, \]
with some constant \( c_D \). Such an inequality was established in [1, Theorem 7.3.6, p. 191] even for an arbitrary domain bounded by a Lipschitzian surface; however, since in the case of an unbounded domain the proof is simple, we present it here for the reader’s convenience.

\textbf{The Eshelby Theorem and Patch Optimization Problem}

\textbf{795}

\[ \text{and Figure 1) in a body } G \text{ with the matrix } A^1, \text{ it is required to cut a patch } \omega_h \text{ out of a material with the matrix } A^0 \text{ so that the energy functional} \]
\[ \mathcal{E}(v^{(h)}; f) = \frac{1}{2} a(v^{(h)}, v^{(h)}; \Xi) - (f, v^{(h)}) \Xi = -\frac{1}{2} (f, v^{(h)}) \Xi \]
take its minimal (maximal) value. In other words, the shape of the patch is fixed, and we must relate the position of the ellipsoid \( \omega_h \) to the axes of anisotropy of the patch’s material, which is assumed to be homogeneous, but anisotropic (the coefficient matrix \( A^0 \) is constant, but arbitrary). In formula (2.8), \( v^{(h)} \) is a weak solution of problem (2.1)–(2.3) belonging to the Sobolev space \( H^1(\Xi)^k \) (the symbol \( \circ \) points to the Dirichlet condition (2.3)). In Theorem 6.1 we give an explicit solution of the scalar version of the patch problem.

\textbf{§3. Solvability of the transmission problem}

Due to the structure of the differential operators (1.1), (1.4) and the sesquilinear forms (1.7), the Green formula is valid,
\[ (\mathcal{L}^0 u^0, v^0)_{\Omega_0} + (\mathcal{L}^1 u^1, v^1)_{\Omega_1} + (\mathcal{N}^0 u^0, v^0)_{\Gamma} - (\mathcal{N}^1 u^1, v^1)_{\Gamma} = a(u, v; \mathbb{R}^n), \]
where \( u, v \in C^0_c(\mathbb{R}^n)^k \cap C^1(\overline{\Omega_0} \cup \overline{\Omega_1})^k \) are compactly supported vector-valued functions continuous on \( \mathbb{R}^n \) and continuously differentiable in the domains \( \Omega^1 \) up to the boundary \( \Gamma \). The minus sign of the last scalar product on the left in (3.1) is explained by the same reason as in the boundary conditions (1.5). Thus, the variational setting \( \mathbb{R}^n \times \mathcal{H} \) of problem (1.2), (1.3) looks as follows:
\[ a(u, v; \mathbb{R}^n) = (f, v)_{\mathbb{R}^n} + (g, v)_{\Gamma}, \quad v \in \mathcal{H}. \]
The natural energy space \( \mathcal{H} \) is the closure of the linear space \( C^1_c(\mathbb{R}^n)^k \), e.g., in the norm \( \| \nabla u; L^2(\mathbb{R}^n) \|^2 + \| u; L^2(\Omega^0) \|^2 \). In the proposition below it will be shown that the norm in \( \mathcal{H} \) can be given by the formula
\[ \| u; \mathcal{H} \| = \left( \| \nabla u; L^2(\mathbb{R}^n) \|^2 + \| \rho^{-1} u; L^2(\mathbb{R}^n) \|^2 \right)^{1/2}, \]
with the weight factor
\[ \rho(x) = \begin{cases} 1 + |x| & \text{if } n > 2, \\ (1 + |x|)(1 + |\ln |x||) & \text{if } n = 2. \end{cases} \]

Proposition 3.1. Suppose that
\[ \rho f \in L^2(\mathbb{R}^n)^k, \quad g \in L^2(\Gamma)^k, \]
Also, if \( n = 2 \), we assume the orthogonality conditions
\[ \int_{\mathbb{R}^n} f(x) \, dx + \int_{\Gamma} g(x) \, ds_x = 0, \quad \mathcal{H}^k. \]
Then the variational problem (3.2) has a solutions \( u \in \mathcal{H} \) (a weak solution of problem (1.2), (1.3)), which turns out to be unique if \( n > 2 \) and is determined up to a constant summand in \( \mathcal{H}^k \) if \( n = 2 \).

Proof. The algebraic completeness of the matrix \( \mathcal{D} \) implies the inequality
\[ \| \nabla v; L^2(\mathbb{R}^n) \| \leq c_D \| \mathcal{D}(\nabla v); L^2(\mathbb{R}^n) \|, \quad v \in C^1_c(\mathbb{R}^n)^k, \]
with some constant \( c_D \). Such an inequality was established in [1, Theorem 7.3.6, p. 191] even for an arbitrary domain bounded by a Lipschitzian surface; however, since in the case of an unbounded domain the proof is simple, we present it here for the reader’s convenience.
Applying the Fourier transformation $v(x) \mapsto \hat{v}(\xi)$ and the Parseval identity, we obtain
\begin{equation}
\|D(\nabla_x)v; L_2(\Omega)\|^2 = C \int_{\mathbb{R}^n} |D(\xi)\hat{v}(\xi)|^2 \, d\xi.
\end{equation}
We check that
\begin{equation}
|D(\xi)a|^2 \geq c_D|\xi|^2|a|^2, \quad a \in \mathbb{C}^k, \quad \xi \in \mathbb{R}^n, \quad c_D > 0;
\end{equation}
then formula (3.8) implies (3.7) after the inverse Fourier transformation. Suppose inequality (3.9) fails, so that there exist nonzero columns $a^0 \in \mathbb{C}^k$ and $\xi^0 \in \mathbb{R}^n$ such that $D(\xi^0)a^0 = 0$. Putting $\rho(\xi) = (a^0)^*|\xi|^{2\nu_D}$ in (1.1), we take the scalar product of this identity and the column $a^0$. For $\xi = \xi^0$ we have $|a^0|^2|\xi^0|^{2\nu_D} = \rho(\xi^0)D(\xi^0)a^0 = 0$, which implies that either $a^0 = 0$ or $\xi^0 = 0$, a contradiction.

If $n \geq 3$, after passage to the spherical coordinates $(r, \varphi) \in (0, \infty) \times S^{n-1}$ and integration over the unit sphere $S^{n-1}$, the one-dimensional Hardy inequality
\begin{equation}
\int_0^\infty r^{n-3}|U(r)|^2 \, dr \leq \frac{4}{(n-2)^2} \int_0^\infty r^{-1}|\frac{dU}{dr}(r)|^2 \, dr, \quad U \in C_1^1(0, \infty),
\end{equation}
provides the estimate
\begin{equation}
\| |x|^{-1}u; L_2(\mathbb{R}^n)\|^2 \leq \frac{4}{(n-2)^2} \|\nabla_x u; L_2(\mathbb{R}^n)\|^2, \quad u \in C_1^1(\mathbb{R}^n)^k.
\end{equation}
The weight factor $|x|^{-1}$ on the left is not less than $\rho(x) = (1 + |x|)^{-1}$.

If $n = 2$, then relations (3.10) and (3.11) are replaced with
\begin{equation}
\int_r^\infty r^{-1} \left| \ln \frac{r}{r} \right|^2 |U(r)|^2 \, dr \leq 4 \int_r^\infty r \left| \frac{dU}{dr}(r) \right|^2 \, dr, \quad U \in C_1^1(\mathbb{R}^n), \quad r > 0,
\end{equation}
\begin{equation}
\| |r|^{-1}u; L_2(\mathbb{R}^n)\|^2 \leq c(\|\nabla_x u; L_2(\mathbb{R}^n)\|^2 + \|u; L_2(\mathbb{R}^n)\|^2), \quad u \in C_1^1(\mathbb{R}^n)^k.
\end{equation}
It should be emphasized that, before applying the “logarithmic” Hardy inequality (3.12), we should multiply $u$ by a cutoff function that vanishes for $|x| \leq r$ (the norm $\|u; L_2(\mathbb{R}^n)\|$ on the right in (3.13) emerges precisely for this reason), and the radius $r$ is chosen so as to ensure that $\mathbb{R}_r \subset \Omega$. This leads to important consequences: unlike the case where $n \geq 3$, for $n = 2$ the expression (2.8) is a scalar product in the quotient space $\mathcal{H}/\mathbb{C}^k$ rather than in the energy space $\mathcal{H}$ with the norm (3.3). In order to check that the constant columns fall within the closure $\mathcal{H}$ of $C_1^1(\mathbb{R})^k$ in the norm (3.3), consider the sequence of vector-valued functions $b_\chi(|\ln m|^{-1} \ln |x|)$, where $m \in \mathbb{N}$, $b \in \mathbb{C}^k$, and $\chi \in C^\infty(\mathbb{R})$ is a standard cutoff function,

$$\chi(t) = 0 \text{ for } t \geq 1, \quad \chi(t) = 1 \text{ for } t \leq 1/2, \quad 0 \leq \chi \leq 1,$$
and observe that these functions belong to $C_\infty^\infty(\mathbb{R}^2)^k$ and satisfy
\begin{equation}
\int_{\mathbb{R}^n} \|\nabla_x \chi(\ln m|x|)\|^2 \, dx \leq \frac{2\pi e \chi}{[\ln m]^2} \int_{m^{1/2}}^m \frac{1}{r^2} \, dr = \frac{C}{\ln m}.
\end{equation}
The nonconstant polynomials lie outside $\mathcal{H}$ because the integral on the left in (3.13) diverges.

So, for $n \geq 3$, formulas (3.7), (3.11) show that the left-hand side of (3.2) can be taken as a scalar product in the Hilbert space $\mathcal{H}$. Furthermore, conditions (3.5) make the right-hand side of (3.2) a continuous functional on $\mathcal{H}$; hence, by the Riesz representation theorem, problem (3.2) has a unique solution, and
\begin{equation}
\|u; \mathcal{H}\| \leq c\|Rf; L_2(\mathbb{R}^n)\| + \|g; L_2(\Gamma)\|).
\end{equation}
To verify the claim for $n = 2$, observe that, for the same reasons as before and by inequalities (3.7), (3.13), for $\mu > 0$, the variational problem
\begin{equation}
\mu(u,v; \mathbb{R}^n) + \mu(u,v)_{\mathcal{H}} = (f,v)_{\mathbb{R}^n} + (g,v)_{\Gamma}, \quad v \in \mathcal{H},
\end{equation}
is uniquely solvable; also, we have estimate (3.14), in which the weight factor is defined as in the lower formula in (3.4), but the constant $c = c(\mu)$ grows unboundedly as $\mu \to +0$.

It remains to mention that the additional summand $(u, v)_{\Omega'}$ in (3.15) gives rise to a compact perturbation of the operator of problem (3.2) in the space $\mathcal{H}$, and to employ the Fredholm alternative: the orthogonality conditions (3.6) mean that the functional on the right in (3.2) degenerates at the solutions of the homogeneous problem, i.e., at the constant (by the polynomial property (1.8) columns $b \in C^k$.

We introduce the Kondrat’ev space $V^l_\beta(\Omega^1)$ (see [24] and also, e.g., the book [25]), depending on the smoothness exponent $l \in \mathbb{N}_0 := \{0, 1, 2, \ldots \}$ and the weight $\beta \in \mathbb{R}$, with the norm

$$
\|v; V^l_\beta(\Omega^1)\| = \left( \sum_{j=0}^{l} \|x|^{\beta-l+j} \nabla^j_x v; L_2(\Omega^1)\|^2 \right)^{1/2},
$$

where $\nabla^j_x v$ is the collection of all derivatives of $v$ of order $j$. The space $V^l_\beta(\Omega^1)$ is formed by all functions $v \in H^l_{\text{loc}}(\Omega^1)$ for which the norm (3.16) is finite. Since the origin of the coordinates $x$ lies off $\Omega^1$, the weight factors determine the behavior of a function $v \in V^l_\beta(\Omega^1)$ only at infinity. Therefore, if $l \in \mathbb{N}$, then the trace space $V^{l-1/2}_\beta(\Gamma)$ coincides with the Sobolev–Slobodetskiǐ space $H^{l-1/2}(\Gamma)$ equipped with the norm

$$
\left( \sum_{j=0}^{l-1} \|\nabla^j_x w; L_2(\Gamma)\|^2 + \int_{\Gamma} \int_{\Gamma} |\nabla^{l-1}_x w(x) - \nabla^{l-1}_x w(y)|^2 \frac{ds_x \, ds_y}{|x-y|^n} \right)^{1/2}.
$$

Here $\nabla_s$ is the tangent gradient, and $ds_x$ is an element of the $(n-1)$-dimensional surface area.

With problem (1.2), (1.3) we associate the mapping

$$
\{L^0, L^1, N^0 - N^1\} : V^{l+1}_\beta(\Omega^0 \cup \Omega^1)^k \to \mathcal{R}^l_\beta V(\Omega^0, \Omega^1, \Gamma)
$$

$$
:= H^{l-1}(\Omega^0)^k \times V^{l-1}_\beta(\Omega^1)^k \times H^{l-1/2}(\Gamma)^k,
$$

where $V^{l+1}_\beta(\Omega^0 \cup \Omega^1)$ is the space of functions $v$ such that $v^0 \in H^{l+1}(\Omega^0)$, $v^1 \in V^{l+1}_\beta(\Omega^1)$, and $v^0 = v^1$ on $\Gamma$. In accordance with the definitions above, the mapping (3.17) is continuous for all indices $l \in \mathbb{N}$ and $\beta \in \mathbb{R}$, but, as is well known, acquires “better properties” only if the weight index lies in a special interval. The general results of [25, §6.1] and [3, §2] imply the following statement, based on the polynomial property (1.8).

Proposition 3.2. 1) For $n \geq 3$, The map (3.17) is an isomorphism if and only if $|\beta - l| < -1 + n/2$.

2) Let $n = 2$. If $\beta \in (l, l+1)$, the map (3.17) is a Fredholm monomorphism with a $k$-dimensional cokernel formed by the defect functionals indicated on the left-hand side of (3.4), and if $\beta \in (-l, l)$, then it is a Fredholm epimorphism with a $k$-dimensional kernel spanned by the constant vector-valued functions.

Remark 3.1. Proposition 3.2 is in agreement with Proposition 3.1 and can be used to improve the smoothness of the weak solution. For example, suppose that

$$
(f, g) \in \mathcal{R}^l_\beta V(\Omega^0, \Omega^1, \Gamma), \quad \beta \in \begin{cases} (l, l-1+n/2) & \text{if } n > 2, \\ (l, l+1) & \text{if } n = 2. \end{cases}
$$

Then for $n \geq 3$ the requirement (3.5) is fulfilled, and the weak solution $u \in \mathcal{H}$ of problem (1.2), (1.3) becomes classical, belongs to the space $V^{l+1}_\beta(\Omega^0 \cup \Omega^1)^k$, and satisfies

$$
\|u; V^{l+1}_\beta(\Omega^0 \cup \Omega^1)\| \leq c \|(f, g); \mathcal{R}^l_\beta V(\Omega^0, \Omega^1, \Gamma)\|.
$$
Alternatively, if \( n = 2 \), then formulas (3.18) ensure the inequality \( \beta > l \), and thereby, the validity of (3.3) with the weight factor (3.4). Thus, by Proposition 3.1 if the solvability conditions are satisfied, then problem (1.2), (1.3) admits a weak solution \( u \in \mathcal{H} \) determined up to a constant summand. At the same time, Proposition 3.2(2) (see the description of the cokernel) provides a unique classical solution \( u \in \mathcal{V}^{l+1}_{\beta}(\Omega^0 \cup \Omega^1)^k \cap \mathcal{H} \) and guarantees estimate (3.19). The criterion for choosing a unique solution is explained in Remark 3.2.

The theorem on asymptotics for solutions of exterior boundary-value problems (see [24, 26] and also [25, §6.4]) yields a representation of the solutions of the transmission problem (1.2), (1.3) as \( r = |x| \to \infty \). Let \( \Phi(x) \) denote the fundamental matrix for the operator \( \mathcal{L}^1(\nabla_x) \) in the space \( \mathbb{R}^n \), which satisfies the relation

\[
\mathcal{L}^1(\nabla_x) \Phi(x) = \mathbb{I}_k \delta(x), \quad x \in \mathbb{R}^n,
\]

where \( \delta \) is the Dirac function, and \( \mathbb{I}_k \) is the unit matrix of size \( k \times k \).

It is known (see, e.g., [27]) that

\[
\Phi(x) = \begin{cases} 
r^{2-n} \Phi^0(\varphi) & \text{if } n > 2, \\
C_\Phi \ln r + \Phi^0(\varphi) & \text{if } n = 2,
\end{cases}
\]

where \((r, \varphi)\) are the spherical coordinates, \( \Phi^0 \) is a smooth matrix-valued function on the unit sphere \( S^{n-1} = \partial B_1^n \), and \( C_\Phi \) is a constant \((k \times k)\)-matrix; if \( n = 2 \), then the entries of \( \Phi^0 \) have zero mean. Identity (3.20) can be understood as follows:

\[
\int_{S_R^{n-1}} \mathcal{N}^1(x, \nabla_x) \Phi(x) \, ds_x = \int_{S_R^{n-1}} \frac{1}{R^n} \mathcal{D}^\top \left( \frac{x}{R} \right) \mathcal{A}^1 \mathcal{D}(\nabla_x) \Phi(x) \, ds_x = \mathbb{I}_k.
\]

Note that \( R^{-1} x \) is the outward unit normal to the sphere \( S_R^{n-1} = \{ x : r = R \} \), and that the two integrals in (3.22) do not depend on the radius \( R > 0 \) of the sphere.

**Proposition 3.3.** Suppose that

\[
(f, g) \in \mathcal{R}_\gamma \big( \mathcal{V}^l(\Omega^0, \Omega^1, \Gamma) \big), \quad \gamma \in (l + n/2, l + 1 + n/2),
\]

which ensures, in particular, the membership relation in (3.18); if \( n = 2 \), we assume additionally the orthogonality condition (3.6). Then the solution \( u \in \mathcal{V}^{l+1}_{\beta}(\Omega^0 \cup \Omega^1)^k \) of problem (1.2), (1.3), as presented in Proposition 3.2, admits the expansion

\[
u^1(x) = \sum_{p=1}^k c_{0,p} \Phi^0(x) + \sum_{p=1}^k \sum_{j=1}^n c_{j,p} \frac{\partial \Phi^0}{\partial x_j}(x) + \tilde{u}^1(x),
\]

where the \( \Phi^0(x) \) are the columns of the fundamental matrix \( \Phi(x) \), the remainder term \( \tilde{u}^1 \) belongs to \( \mathcal{V}^{l+1}_{\gamma}(\Omega^1)^k \), and the \( c_{j,p} \) are some constants; in the case \( n = 2 \) we have

\[
c_{0,1} = \cdots = c_{0,k} = 0.
\]

Also, the following estimate is valid:

\[
\sum_{p=0}^k \sum_{j=1}^n |c_{j,p}| + \| \tilde{u}^1 \|_{\mathcal{V}^{l+1}_{\gamma}(\Omega^1)} \leq c \|(f, g)\|_{\mathcal{R}_\gamma \big( \mathcal{V}^l(\Omega^0, \Omega^1, \Gamma) \big)}.
\]

**Remark 3.2.** If \( n = 2 \) and \( u \in \mathcal{V}^{l+1}_{\beta}(\Omega^0 \cup \Omega^1)^k \) is the solution of (1.2), (1.3) indicated in Remark 3.1, then \( u + c \) is a weak solution belonging to the energy class \( \mathcal{H} \) for any column \( c \in \mathcal{C}^k \), because \( c \in \mathcal{H} \) (this was proved before), and \( \mathcal{V}^{l+1}_{\beta}(\Omega^0 \cup \Omega^1)^k \subset \mathcal{H} \) by the definitions of the norms (3.3), (3.16) and the restriction (3.18) imposed on the weight index. In other words, the solutions mentioned in Propositions 3.1 and 3.2 differ by a constant summand. In Proposition 3.3 this fact was taken into account by identity
but the corresponding statement can easily be adjusted to weak solutions: it suffices to remove identity (3.25) and delete the index $p = 0$ in summation in (3.26).

Throughout in what follows, if the smoothness exponent $l \in \mathbb{N}$ is fixed, then the weight indices $\beta$ and $\gamma$ are assumed to satisfy the restrictions mentioned in (3.18) and (3.23).

§4. The polarization matrix

We start with writing the differential operators $L^i$ in a simpler form. Permuting the rows of the matrix $D(\xi)$, we can arrange that the top $N_0$ rows be linearly independent and the bottom $N_1 = N - N_0$ rows be linear combinations of the top rows. Of course, this permutation is accompanied by the corresponding reconstruction of the matrices $A^i$ and the columns $u^i$ and $f^i$, $g$. As a result, we arrive at the formulas

\begin{equation}
A^i = \begin{pmatrix}
A^i_{(00)} & A^i_{(01)} \\
A^i_{(10)} & A^i_{(11)}
\end{pmatrix}, \quad D(\nabla x) = \begin{pmatrix}
D_{(0)}(\nabla x) \\
TD_{(0)}(\nabla x)
\end{pmatrix},
\end{equation}

where the $A^i_{(00)}$ and $A^i_{(11)}$ are Hermitian positive definite matrices of size $N_0 \times N_0$ and $N_1 \times N_1$, respectively, and the matrices $A^i_{(10)} = (A^i_{(01)})^\top$ and $T$ are of size $N_1 \times N_0$. By (4.1) and (4.1), we have

\begin{equation}
L^i(\nabla x) = \begin{pmatrix}
D_{(0)}(-\nabla x)^\top & D_{(0)}(-\nabla x)^\top T
\end{pmatrix} \begin{pmatrix}
A^i_{(00)} & A^i_{(01)} \\
A^i_{(10)} & A^i_{(11)}
\end{pmatrix} \begin{pmatrix}
D_{(0)}(\nabla x) \\
TD_{(0)}(\nabla x)
\end{pmatrix}
\end{equation}

\begin{equation}
= \begin{pmatrix}
D_{(0)}(-\nabla x)^\top
\end{pmatrix} \begin{pmatrix}
A^i_{(00)} + A^i_{(01)} T + T^\top A^i_{(10)} + T^\top A^i_{(11)} T
\end{pmatrix} D_{(0)}(\nabla x).
\end{equation}

Here, in braces we have an $(N_0 \times N_0)$-matrix $A^i_{(T)}$, which is Hermitian for obvious reasons and positive definite because

\begin{equation}
\bar{\xi}^T A^i_{(T)} \bar{\xi} = (\bar{\xi}^T, \bar{\xi}^T T) \begin{pmatrix}
A^i_{(00)} & A^i_{(01)} \\
A^i_{(10)} & A^i_{(11)}
\end{pmatrix} \begin{pmatrix}
\bar{\xi} \\
T \bar{\xi}
\end{pmatrix} > 0, \quad \bar{\xi} \in \mathbb{C}^{N_0} \setminus \{0\}.
\end{equation}

Thus, the operators (1.1) and (1.4), and also the forms (1.7), admit a concise writing with matrices $A^i$ and $D$ of smaller size. We assume that such simplifications have been done from the outset, and thereby, since the rows of $D(\xi)$ are linearly independent,

\begin{equation}
D(\nabla x) L^1 = \mathbb{C}^N,
\end{equation}

where $L^1$ is the linear space of homogeneous linear vector-valued functions

\begin{equation}
l(x) = (l_1(x), \ldots, l_k(x))^\top, \quad l_r(x) = l_{1r} x_1 + \cdots + l_{nr} x_n, \quad r = 1, \ldots, k.
\end{equation}

We identify this linear space with $\mathbb{C}^{k \times n}$ by reducing the functions (4.2) to the coefficient columns $(l_{11}, l_{12}, \ldots, l_{1k}, l_{21}, \ldots, l_{2k}, \ldots, l_{k1}, \ldots, l_{kk})^\top$. We have

\begin{equation}
\sum_{r=1}^k \sum_{h=1}^n m_r l_{rh} = \sum_{r=1}^k \sum_{h=1}^n \sum_{h=1}^n m_{r} l_{rh}.
\end{equation}

The right-hand side is a scalar product in $\mathbb{C}^{k \times n}$; hence, the form on the left in (4.3) induces a scalar product in the Hilbert space $L^1$ of the vector polynomials (4.2).

We denote by $D^1(x), \ldots, D^N(x)$ the columns of the $(k \times N)$-matrix $D(x)^\top$, belonging to $L^1$. The Gram matrix

\begin{equation}
D = D(\nabla x) (D^1(x), \ldots, D^N(x)) = D(\nabla x) D(x)^\top \in \mathbb{C}^{N \times N}
\end{equation}

is Hermitian and positive definite. Let $D^{1/2}$ be the positive square root of $D$. We modify
the writing of the operators $\mathcal{L}^i$ once again:

$$\mathcal{L}^i(\nabla_x) = \mathcal{D}^{-1/2}\mathcal{D}(\nabla_x)^\top \left\{ (\mathcal{D}^{1/2})^\top \mathcal{A}^i\mathcal{D}^{1/2} \right\} \mathcal{D}^{-1/2}\mathcal{D}(\nabla_x).$$

The matrices $\tilde{\mathcal{A}}^i = (\mathcal{D}^{1/2})^\top \mathcal{A}^i\mathcal{D}^{1/2}$ and $\tilde{\mathcal{D}}(\nabla_x) = \mathcal{D}^{-1/2}\mathcal{D}(\nabla_x)$ keep all the properties of $\mathcal{A}^i$ and $\mathcal{D}(\nabla_x)$ assumed above. Moreover, we have

$$\tilde{\mathcal{D}}(\nabla_x)\tilde{\mathcal{D}}(x)^\top = \mathcal{D}^{-1/2}\mathcal{D}(\nabla_x)\mathcal{D}(x)^\top (\mathcal{D}^\top)^{-1/2} = \mathcal{D}^{-1/2}\mathcal{D}\mathcal{D}^{-1/2} = \mathbb{I}_N.$$

Again, we assume that the changes $\mathcal{A}^i \mapsto \tilde{\mathcal{A}}^i$ and $\mathcal{D}(\nabla_x) \mapsto \tilde{\mathcal{D}}(\nabla_x)$ have been made from the outset. As a result, after a due redenotation, we arrive at the identity

$$(4.4) \quad \mathcal{D}(\nabla_x)\tilde{\mathcal{D}}(x)^\top = \mathbb{I}_N \in \mathbb{C}^{N\times N},$$

which is important for what follows, while the operators (1.1), (1.4) and the forms (1.7) remain the same.

We fix a specific basis in the linear space $\mathbf{L} = \mathbf{L}^1 \cup \mathbf{L}^0$ of linear vector-valued functions:

$$(4.5) \quad q^1, \ldots, q^N, \quad q^{N+1}, \ldots, q^{N+n}, \quad q^{k(n+1)}.$$

The first $N$ and the last $k$ elements are given by

$$(4.6) \quad q^j(x) = \mathcal{D}^j(x), \quad j = 1, \ldots, N,$$

$$q^{k(n+1)}(x) = e_{(p)} := (\delta_{1,p}, \ldots, \delta_{k,p})^\top, \quad p = 1, \ldots, k.$$

The remaining elements form a basis in the linear space $\mathbf{L}^1 \cap (\mathcal{P} \otimes \mathbb{C}^k)$ (recall the polynomial property (1.9) and the scalar product (1.10) in the space $\mathbf{L}^1$). They are chosen arbitrarily, but all the vector-valued functions in (1.5) are subject to the conditions

$$(4.7) \quad \sum_{r=1}^{k} q^r(\nabla_x)q^r(x) \big|_{x=0} = \delta_{j,p}.$$ 

It should be mentioned that for the vectors (4.2) the substitution symbol $|_{x=0}$ in formula (1.7) is not needed, but its presence makes it possible to extend this formula to all indices $j, p = 1, \ldots, k(n+1)$.

The linear hulls of the vectors $q^1, \ldots, q^N$ and $q^{N+1}, \ldots, q^{k(n+1)}$ are denoted by $\mathbf{L}_\mathcal{D}$ and $\mathbf{L}_d$, respectively.

**Remark 4.1.**

1) For the scalar operator of Example (1.1) we have $\mathbf{L}_d = \mathbb{C}$ and $\mathbf{L}_\mathcal{D} = \{a_1x_1 + \cdots + a_nx_n : a_j \in \mathbb{C}\}$. The requirement (1.4) is fulfilled.

2) In the case of the 3-dimensional system of elasticity theory (see Example (1.2),

$$(4.8) \quad \mathbf{L}_d = \{d(x)a : a \in \mathbb{R}^6\}, \quad \mathbf{L}_\mathcal{D} = \{\mathcal{D}(x)^\top b : b \in \mathbb{R}^6\},$$

where $d$ and $\mathcal{D}^\top$ are the matrices (1.10) and (1.11). In the 2-dimensional case (see Example (1.3), the two linear spaces (4.8) become 3-dimensional, but they are given by the same formulas as before with the matrices $d$ and $\mathcal{D}^\top$ as in (1.13) and (1.14). The normalization conditions (1.4) are satisfied due to the factor $2^{-1/2}$ in the formula for $\mathcal{D}$.

The vectors $q^{N+1}, \ldots, q^{k(n+1)}$ are solutions of the homogeneous $(f = 0$ and $g = 0)$ problem (1.2), (1.3), because $q^j \in \mathcal{P}$ and $\mathcal{D}(\nabla_x)q^j(x) = 0$ for $j = N+1, \ldots, k(n+1)$. On the other hand, the vectors $q^1, \ldots, q^N$ leave discrepancies in the second transmission condition (1.3), but satisfy (1.2). For $j = 1, \ldots, N$, there exists a solution $\tilde{\zeta}^{(j)} \in \mathcal{V}_{\beta+1}^{(j)}(\Omega^0 \cup \Omega^1)^k$ of problem (1.2), (1.3) with the right-hand sides

$$(4.9) \quad f^{(j)0} = 0, \quad f^{(j)1} = 0, \quad g^{(j)} = \mathcal{D}(\nu)^\top (\mathcal{A}^1 - \mathcal{A}^0)\mathcal{D}(\nabla_x)q^j \in C^\infty(\Gamma)^k.$$
We use the method of [28].

Note that we have Proposition 4.1.

Identities (3.6) are fulfilled for coefficients (4.12).

Proof. Green formula (3.1) for the composite body \( \Omega \), i.e.,

\[
\sum_{p=0}^{N} \sum_{r=1}^{k} C_{jp} p_r^p (-\nabla_x) \Phi^r(x) - \sum_{p=1}^{N} \sum_{r=1}^{k} P_{jp} q_r^p (-\nabla_x) \Phi^r(x) + \bar{\zeta}^j(x).
\]

Our nearest goal is to check that, for the specific right-hand sides (4.9), we have

(4.10) \( \hat{\zeta}^j(x) = \sum_{p=0}^{N} \sum_{r=1}^{k} C_{jp} p_r^p (-\nabla_x) \Phi^r(x) - \sum_{p=1}^{N} \sum_{r=1}^{k} P_{jp} q_r^p (-\nabla_x) \Phi^r(x) + \bar{\zeta}^j(x) \).

We use the method of [28].

Here we deal with the polarization matrix \( P \), mentioned in §2 and composed of the coefficients \( P_{jp} \) in the expansions (4.10).

**Proposition 4.1.** Identities (4.11) and (4.12) are valid: in particular, the \((N \times N)\)-matrix \( P \) is Hermitian. If the eigenvalues of the \((N \times N)\)-matrix \( A^1 - A^0 \) are nonnegative, i.e., \( A^1 \geq A^0 \), then the polarization matrix \( P \) is negative definite.

Proof. We plug the fields \( q^p \), \( p = N + 1, \ldots, k(n + 1) \), and \( \hat{\zeta}^j \), \( j = 1, \ldots, N \), in the Green formula (3.1) for the composite body \( \Omega \), where \( \Omega = \{ x \in \Omega : |x| < R \} \) is the intersection of the domain \( \Omega \) and the ball \( B_R = \{ x : |x| < R \} \) of a large radius \( R \). We have

\[
0 = \int_{\Omega} (\mathcal{D}(\nabla_x) q^p(x))^{\top} (A^1 - A^0) \mathcal{D}(\nabla_x) q^p(x) \, dx
\]

\[
= \int_{\Gamma} q^p(x)^{\top} \frac{\mathcal{D}(\nu(x))}{\mathcal{D}(\nu(x))} (A^1 - A^0) \mathcal{D}(\nabla_x) q^p(x) \, ds_x
\]

\[
= \int_{\Omega} q^p(x)^{\top} \frac{\mathcal{D}(\nu(x))}{\mathcal{D}(\nu(x))} (A^0 \mathcal{D}(\nabla_x) \hat{\zeta}^j(0)(x) - A^1 \mathcal{D}(\nabla_x) \hat{\zeta}^j(1)(x)) \, ds_x
\]

\[
= \int_{\Omega} q^p(x)^{\top} \frac{\mathcal{D}(\nabla_x)^{\top}}{\mathcal{D}(\nabla_x)^{\top}} (A^1 \mathcal{D}(\nabla_x) \hat{\zeta}^j(1)(x)) \, ds_x
\]

\[
= \int_{\Omega} q^p(x)^{\top} \frac{\mathcal{D}(\nabla_x)^{\top}}{\mathcal{D}(\nabla_x)^{\top}} (A^1 \mathcal{D}(\nabla_x) \zeta^j(x)) \, ds_x + o(1)
\]

\[
= \int_{\Omega} q^p(x)^{\top} \frac{\mathcal{D}(\nabla_x)^{\top}}{\mathcal{D}(\nabla_x)^{\top}} (A^1 \mathcal{D}(\nabla_x) \zeta^j(x)) \, ds_x + o(1)
\]

\[
= \int_{\Omega} q^p(x)^{\top} \frac{\mathcal{D}(\nabla_x)^{\top}}{\mathcal{D}(\nabla_x)^{\top}} (A^1 \mathcal{D}(\nabla_x) \zeta^j(x)) \, ds_x + o(1)
\]

\[
= \int_{\Omega} q^p(x)^{\top} \frac{\mathcal{D}(\nabla_x)^{\top}}{\mathcal{D}(\nabla_x)^{\top}} (A^1 \mathcal{D}(\nabla_x) \zeta^j(x)) \, ds_x + o(1)
\]

\[
= \sum_{p=0}^{N} \sum_{r=1}^{k} C_{jp} p_r^p (-\nabla_x) \Phi^r(x) - \sum_{p=1}^{N} \sum_{r=1}^{k} P_{jp} q_r^p (-\nabla_x) \Phi^r(x) + \bar{\zeta}^j(x).
\]

Some comments on the above calculation are in order. First, we used the fact that \( \mathcal{D}(\nabla_x) q^p = 0 \) and the Gauss–Ostrogradskii formula, together with the expression (4.9) for the right-hand side \( q^r \) of the second transmission condition (1.3) for \( \hat{\zeta}^j \). Then we used the Green formula mentioned above; the volume integrals disappeared by the first
two identities in (4.13), and, in the integral over the sphere $\mathbb{S}^{n-1}_R$ with the unit normal $R^{-1}x$, the vector-valued function $\tilde{\zeta}^{(j)}$ is replaced with the sum $\tilde{\Sigma}^{(j)}$ of asymptotic terms singled out in (4.10). The impact of the remainder term $\tilde{\zeta}^{(j)} \in V^{1+(\Omega^1)^k}$ is estimated as follows:

\[
\int_{\mathbb{S}^{n-1}_R} |x| |\nabla_x \tilde{\zeta}^{(j)}(x)| \, ds_x \leq c R^{(n-1)/2} R \left( \int_{\mathbb{S}^{n-1}_R} |\nabla_x \tilde{\zeta}^{(j)}(x)|^2 \, ds_x \right)^{1/2} \\
\leq c R^{(n+1)/2} R^{1/2} \left( \int_{\mathbb{B}^n \setminus \mathbb{B}^n_{R/2}} \left( |\nabla^2 \tilde{\zeta}^{(j)}(x)|^2 + R^{-2} |\nabla \tilde{\zeta}^{(j)}(x)|^2 \right) \, dx \right)^{1/2} \\
\leq c R^{1+n/2} R^{-(\gamma-l-1+2)} \\
\times \left( \int_{\Omega} \left( |x|^{2(\gamma-l-1+2)} |\nabla^2 \tilde{\zeta}^{(j)}(x)|^2 + |x|^{2(\gamma-l-1+1)} |\nabla \tilde{\zeta}^{(j)}(x)|^2 \right) \, dx \right)^{1/2} \\
\leq c R^{l-\gamma+n/2} \|\tilde{\zeta}^{(j)}\|_{V^{1+(\Omega^1)^k}}.
\]

Here we have used the embedding $H^1(\mathbb{B}^n \setminus \mathbb{B}^n_{R/2}) \subset L^2(\mathbb{S}^{n-1}_R)$ (after the coordinate dilation $x \mapsto x = R^{-1}x$) and placed the weight factors under the integral, due to the relation $R \geq |x| \geq R/2$, $x \in \mathbb{B}^n \setminus \mathbb{B}^n_{R/2}$ (cf. the weight norm (3.16)). The coefficient of the last-written norm is infinitesimally small as $R \to \infty$ because $\gamma > l + n/2$ (see the restriction (3.23)). Finally, we understand the integral over the ball $\mathbb{B}_R$ in the distributional sense, applying equation (3.20) for the fundamental matrix $\Phi$, and also the normalization conditions (4.7) for the polynomial basis (4.5) (an alternative approach to the calculation of the integral over the sphere $\mathbb{S}^{n-1}_R$ in (4.13) is based on relation (3.22)).

Thus, identity (4.11) is deduced from (4.13) by the limit passage as $R \to +\infty$.

Similar transformations can be done after plugging the vector-valued functions $\zeta^{(p)} = q^p + \tilde{\zeta}^{(p)}$ and $\tilde{\zeta}^{(j)}$, $j, p = 1, \ldots, N$ in the Green formula. Taking the transmission conditions for $\tilde{\zeta}^{(p)}$ into account, as a result we find

\[
\int_{\Gamma} \zeta^{(p)}(x)^\dagger D(\nu(x)) \left( A^0 \mathcal{D} (\nabla_x) \tilde{\zeta}^{(p)}(x) - A^1 \mathcal{D} (\nabla_x) \tilde{\zeta}^{(j)}(x) \right) \, ds_x \\
= \sum_{r=1}^{k} \left( \sum_{h=1}^{k(n+1)} C_{jh} q^p_h (\nabla_x) q^p_r (x) - \sum_{h=1}^{J} P_{jh} q^p_h (\nabla_x) q^p_r (x) \right) \big|_{x=0} + o(1) \\
= -P_{jp} + o(1).
\]

The quantity $o(1)$ is removed by the limit passage as $R \to +\infty$. On the other hand, we have

\[
-P_{jp} = \int_{\Gamma} \zeta^{(p)}(x)^\dagger D(\nu(x)) \left( A^0 \mathcal{D} (\nabla_x) \zeta^{(j)}(x) - A^1 \mathcal{D} (\nabla_x) \tilde{\zeta}^{(j)}(x) \right) \, ds_x \\
- \int_{\Gamma} q^p(x)^\dagger D(\nu(x)) \left( A^0 - A^1 \right) \mathcal{D} (\nabla_x) q^j(x) \, ds_x \\
= a(\tilde{\zeta}^{(j)}, \zeta^{(p)}; \mathbb{R}^n) + ((A^1 - A^0) \mathcal{D} (\nabla_x) q^j, \mathcal{D} (\nabla_x) q^p)_{\Omega^0}.
\]

The right-hand side is the sum of two Hermitian forms evaluated at the pairs $\tilde{\zeta}^{(j)}, \tilde{\zeta}^{(p)}$ and $q^j, q^p$, i.e., $P$ is a Hermitian matrix. Moreover, the last but one elements in (4.10) form a Gram matrix, which is positive definite, because the solutions $\zeta^{(1)} \ldots, \zeta^{(N)}$ are linearly independent and the form $a(\cdot, \cdot; \mathbb{R}^n)$ is a scalar product in the energy space $\mathcal{H}$ for $n \geq 3$, while for $n = 2$ this form is such in the factor space $\mathcal{H}/\mathbb{C}^n$, to which all the solutions mentioned belong (see Remark 3.2). Finally, by (4.5) and (4.4), the last term in (4.16) is equal to $(A^1_{jp} - A^0_{jp})_{\mathcal{M}_{\Omega^0}}$, which makes the second statement of Proposition 4.1 evident.
**Remark 4.2.** Proposition 4.1 remains valid also in the case where \( \mathcal{A}^0 = \emptyset \), i.e., for the cavity \( \Omega^0 \). In that case, the interior of the set \( \overline{\Omega^0} \) may be empty; for instance, this set can be part of an \((n-1)\)-dimensional surface on the sides of which the Neumann boundary conditions can be posed. Since \( \text{meas}_n \overline{\Omega^0} = 0 \) and the last term in (4.10) vanishes, the matrix \( P \) can lose its negative definiteness, but will be singular negative for sure. In the exterior elasticity theory problem, the polarization matrix of size \( 3 \times 3 \) for a crack that is a segment on the elastic plane \( \mathbb{R}^2 \) has rank 2, and the polarization matrix of size \( 6 \times 6 \) for a plane crack in the elastic space \( \mathbb{R}^3 \) has rank 3 (see [7]). At the same time, for curved cracks the polarization matrices may remain nonsingular.

Deepening the matrix form of writing, we put
\[
\zeta(x) = (\zeta^{(1)}(x), \ldots, \zeta^{(N)}(x)) = D(x)^\top + \hat{\zeta}(x),
\]
where \( \hat{\zeta} = (\hat{\zeta}^{(1)}, \ldots, \hat{\zeta}^{(N)}) \in V^{l+1}_\beta(\Omega^1 \cup \Omega^0)^{k \times N} \) is the \((k \times N)\)-matrix whose columns are solutions of problem (1.2), (1.3) with the right-hand sides (1.9). Using the identities (4.10) (already checked), we see that the expansions (4.11) read
\[
\hat{\zeta}^1(x) = (D(\nabla x)\Phi(x)^\top)^\top P + \hat{\zeta}^1(x), \quad \hat{\zeta}^1 \in V^{l+1}_\beta(\Omega^1)^{k \times N}.
\]

Note that the double transposition is introduced to match the order of differentiation and multiplication of matrices; the weight indices \( \beta \) and \( \gamma \) are taken from (3.15) and (3.29), respectively. In the matrix form, the representation (4.10) reads
\[
P = -a(\hat{\zeta}, \hat{\zeta}; \mathbb{R}^n) - (\mathcal{A}^1 - \mathcal{A}^0) \text{meas}_n \Omega^0.
\]

**Remark 4.3.** Since the system (1.2) of differential equations for the matrix-valued functions \( \zeta \) in \( \Omega^1 \) is homogeneous, the results of [29] provide estimates for the asymptotic remainder terms at infinity. For the entries of \( \hat{\zeta} \) itself this yields
\[
|\nabla^j \zeta_{pq}(x)| \leq c_j |x|^{1-j}, \quad j = 0, 1,
\]
\[
|\nabla^j \zeta_{pq}(x)| \leq c_j |x|^{1-n-j}, \quad j \in \mathbb{N}, \quad j > 1, \quad x \in \mathbb{R}^n,
\]
and for the components \( \hat{\zeta} \) and \( \hat{\zeta} \) we have
\[
|\nabla^j \hat{\zeta}_{pq}(x)| \leq c_j |x|^{1-n-j}, \quad |\nabla^j \hat{\zeta}_{pq}(x)| \leq c_j |x|^{-n-j}, \quad j \in \mathbb{N}_0, \quad x \in \mathbb{R}^n.
\]
Formulas (4.20) reflect the fact that \( \zeta(x) \) grows linearly as \( |x| \to \infty \). Observe that a faster rate of decay of the entries of \( \hat{\zeta} \) is due to the relations \( C_{j,k,n+1} = \cdots = C_{j,k(n+1)} = 0 \) (see (4.11) and (4.3), (4.6)). In general, the solution \( u \) of problem (1.2), (1.3) with the right-hand side \( f^1 = 0 \) is subject to the estimates
\[
|\nabla^j u^1(x)| \leq c_j |x|^{2-n-j}, \quad x \in \mathbb{R}^n, \quad j \in \mathbb{N}_0;
\]
for \( n = 2 \) and \( j = 0 \) the majorant \( c_0 \) in (4.21) should be replaced with \( c_0(1 + |\ln |x||) \) in accordance with (3.21) and (3.24).

**Proposition 4.2.** If the eigenvalues of the \((N \times N)\)-matrix \( (\mathcal{A}^1)^{-1} - (\mathcal{A}^0)^{-1} \) are non-negative, i.e., \( (\mathcal{A}^1)^{-1} \geq (\mathcal{A}^0)^{-1} \), then the polarization matrix \( P \) is positive definite.

**Proof.** We represent the matrix of special solutions (4.17) in the form
\[
\zeta(x) = \begin{cases} 
D(x)^\top + \hat{\zeta}^1(x) & \text{for } x \in \Omega^1, \\
D(x)^\top (\mathcal{A}^0)^{-1} \mathcal{A}^1 + \hat{\zeta}^0(x) & \text{for } x \in \Omega^0.
\end{cases}
\]

Clearly, \( \hat{\zeta}^1 \neq \hat{\zeta}^0 \), but \( \hat{\zeta}^0 \) differs from \( \hat{\zeta}^0 \); in particular, the second transmission conditions (1.3) for the matrix-valued function \( \hat{\zeta} = \{\hat{\zeta}^1, \hat{\zeta}^0\} \) become homogeneous, because
\[
\frac{D(\nu(x))^\top}{D(\nu(x))^\top} \mathcal{A}^0 D(\nabla x) D(x)^\top (\mathcal{A}^0)^{-1} \mathcal{A}^1 = \frac{D(\nu(x))^\top}{D(\nu(x))^\top} \mathcal{A}^1.
\]
which is ensured by the normalization (4.4). The representation (4.22) implies the transmission condition
\begin{equation}
\hat{\xi}^0(x) - \hat{\xi}^1(x) = \overline{D(x)}^\top (\mathbb{I}_N - (A^0)^{-1}A^1).
\end{equation}
Here \(\hat{\xi}^0(x) = \hat{\zeta}^0(x) + \overline{D(x)}^\top (\mathbb{I}_N - (A^0)^{-1}A^1)\).

Repeating the calculations in the proof of Proposition 4.1, this time with the matrix-valued functions \(\zeta\) and \(\hat{\xi}\), we arrive at the formula
\[ -P = - \int_\Gamma \left( \hat{\xi}^0(x) - \hat{\xi}^1(x) \right)^\top \overline{D(\nu(x))}^\top A^1 D(\nabla_x) \hat{\xi}^1(x) \, dx. \]

It should be noted that, first, the factor in the integrand does not depend on \(i = 0, 1\), and second, the minus sign, absent in (4.15) and (4.16), is determined by the homogeneous first and nonhomogeneous second transmission conditions (1.3) for \(\hat{\xi}\). Using the definition (4.22) and the transmission conditions (4.23), we deduce the following representation, similar to (4.19):
\begin{equation}
P = \int_\Gamma \left( \hat{\xi}^0(x) - \hat{\xi}^1(x) \right)^\top \overline{D(\nu(x))}^\top A^1 D(\nabla_x) \hat{\xi}^1(x) \, dx
+ \int_\Gamma \overline{D(x)}^\top (\mathbb{I}_N - (A^0)^{-1}A^1) \overline{D(\nu(x))}^\top A^1 D(\nabla_x) \, dx
= a(\hat{\xi}, \hat{\xi}; \mathbb{R}^n) + \int_{\Pi^0} (\mathbb{I}_N - A^1(A^0)^{-1})A^1 \, dx
= a(\hat{\xi}, \hat{\xi}; \mathbb{R}^n) + A^1 ((A^1)^{-1} - (A^0)^{-1}) A^1 \text{meas}_n \Omega^0.
\end{equation}

Now the claim becomes obvious.

\begin{remark}
4.4. The limit passage as \(A^0 \to 0 \in \mathbb{C}^{N \times N}\) turns the transmission problem (1.2), (1.3) into the exterior Neumann boundary-value problem (1.5) for the domain \(\Omega^0\), and the polarization matrix is always negative definite by Proposition 4.1 which remains valid after such limit passage (cf. Remark 4.2). In elasticity theory, the change of the rigidity matrix \(A^0\) that causes an unbounded growth of all its eigenvalues results in a boundary-value problem about an absolutely rigid inclusion \(\Omega^0\), different from the Dirichlet problem (see, e.g., [30]). In the same way, the limit passage as \(A^0 \to +\infty\) yields a problem with an integro-differential boundary condition
\begin{equation}
L^1(\nabla_x)u^1(x) = f^1(x), \quad x \in \Omega^1, \quad u^1 \in P|_{\Gamma},
\end{equation}
involving the linear space (1.9) from the polynomial property (1.8). The corresponding variational problem is posed on the subspace \(\{v \in \mathcal{H} : v|_{\Gamma} \in P\}\). The polarization matrix \(P\) corresponding to problem (1.25) is always positive definite by Proposition 4.2 which admits the limit passage as \(A^0 \to +\infty\).

Let \(\Pi\) be an orthogonal projection in \(\mathbb{C}^N\), i.e., a matrix in \(\mathbb{C}^{N \times N}\) such that \(\Pi \Pi = \Pi\). Starting with the matrices \(A^i\) and \(P\), we introduce the operators \(A^i_\Pi = \Pi^\top A^i \Pi\) and \(P_\Pi = \Pi^\top P \Pi\), acting in the subspace \(\mathbb{C}^N_\Pi = \Pi \mathbb{C}^N\). Formulas (4.19) and (4.24) imply that, for any \(b \in \mathbb{C}^N_\Pi\),
\[\tilde{b}^\top P b = -a(\hat{\zeta}^0 b, \hat{\zeta}^0 b; \mathbb{R}^n) - (\overline{b}^\top A^1 b - \overline{b}^\top A^0 b) \text{meas}_n \Omega^0,\]
\[\tilde{b}^\top P b = a(b^0, b^0; \mathbb{R}^n) + (\overline{b}^\top A^1 b - \overline{b}^\top A^0 b) \text{meas}_n \Omega^0.\]
Therefore, our next claim becomes evident.
Corollary 4.1. 1) If $A^1_{II} \geq A^0_{II}$, then the operator $P_{II}$ is negative definite on the subspace $C^0_{II}$.

2) If $A^1_{II} \geq \Pi^\top A^1(A^0)^{-1}A^1\Pi$, then the operator $P_{II}$ is positive definite on the subspace $C^0_{II}$.

§5. The Eshelby theorem

Since the surface $\Gamma$ is smooth, the results of [23, 31] show that the matrix-valued function $\zeta$, as defined in (4.17), turns out to be infinitely differentiable on the sets $\Omega^i$ up to the boundary $\Gamma$; here $i = 0, 1$. By identity (4.4) and the definition of the polynomials $q^1, \ldots, q^N$ (see formulas (4.5), (4.6)), the solution (4.18) of problem (1.2), (1.3) with the right-hand sides (4.9), $j = 1, \ldots, N$, can be written as

$$\zeta(x) = \eta(x)(A^1 - A^0),$$

where $\eta$ is a matrix solution of the same problem with $f = 0$ and $g(x) = D(\nu(x))^\top$. The latter problem can be rephrased as follows:

$$D(-\nabla x)^\top A^1D(\nabla x)\eta^1(x) = 0, \quad x \in \Omega^1,$$

$$D(-\nabla x)^\top A^1D(\nabla x)\eta^1(x) = F(x) := D(-\nabla x)^\top (A^1 - A^0)D(\nabla x)\eta^0(x), \quad x \in \Omega^0,$$

$$G(x) := (D(\nu(x))^\top (I_N + (A^1 - A^0)D(\nabla x)\eta^0(x)), \quad x \in \Gamma.$$}

In other words, $\eta$ solves a system of differential equations with constant coefficients in the entire space $\mathbb{R}^n$; the right-hand side of this system is representable as the sum of a matrix-valued function $F$ of class $L_2(\mathbb{R}^n)^{k \times N}$ with compact support and the Dirac function distributed along the surface $\Gamma$ with density $G$ (see, e.g., [23]).

We deduce an integral representation for $\eta^0$. For this, we formulate some known properties of the fundamental matrix (see, e.g., [27]); we present some comments on their proofs for the reader’s convenience.

Lemma 5.1. We have

$$\Phi(x) = \Phi(-x), \quad \Phi(x) = \Phi(-x)^\top, \quad x \in \mathbb{R}^n \setminus \{0\}.$$}

Proof. The first formula in (5.3) follows from the next observation: the change $x \mapsto -x$ affects neither the left-hand nor the right-hand side of equation (3.20), in accordance with the definitions of the operator $L^1$ and the Dirac function $\delta$. The second formula is obtained by substituting the matrices $\Phi(y)$, $\Phi(y - x)$ in the Green formula for the domain

$$\{y \in \mathbb{R}^n : \min\{|y - x|, |y|\} > r > 0\}$$

(the space without two balls of small radius $r$ that are centered at $y = x$ and $y = 0$), and by the limit passage as $r \to +0$, with the use of formula (3.22).

By the definition of the fundamental matrix $\Phi$, we have

$$\eta(x) = \int_{\Omega^n} \Phi(y - x)F(y) dy + \int_{\Gamma} \Phi(y - x)G(y) dy$$

$$:= J(\Omega^n) = \int_{\Omega^n} \left(D(\nabla y)\Phi(y - x)^\top \right)^\top (I_N + (A^1 - A^0)D(\nabla y)\eta^0(y)) dy.$$}

Formula (3.21) shows that the derivatives of the fundamental matrix entries behave as $O(|x|^{1-n})$, so that the last integral in (5.4) converges absolutely for all $x \in \mathbb{R}^n$. 
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To calculate the matrix-valued function \( \tau^0 = D(\nabla_x)\eta^0 \), we consider the neighborhood \( \omega_h(x) = \{ y : h^{-1}(y - x) \in \omega \} \) of a point \( x \in \Omega^0 \) in the integration set; here \( \omega \) is a domain bounded by a closed Lipschitzian surface \( \partial \omega \) and containing the origin, and \( h > 0 \) is a parameter sufficiently small to ensure that \( \omega_h(x) \subset \Omega^0 \). As a result, we find

\[
(5.5) \quad \tau^0(x) = D(\nabla_x)J(\omega_h(x)) + D(\nabla_x)J(\Omega^0 \setminus \omega_h(x)),
\]

\[
D(\nabla_x)J(\omega_h(x)) = D(\nabla_x) \int_{\omega_h(0)} \left( \overline{D(\nabla y)}\Phi(z)^\top \right)^\top \left( I_N + (A^1 - A^0)D(\nabla y)\eta^0(z + x) \right) dz
\]

\[
(5.6) \quad = \sum_{j=1}^n D(e^{(j)}) \int_{\omega_h(0)} \left( \overline{D(\nabla y)}\Phi(z)^\top \right)^\top (A^1 - A^0)D(\nabla y) \frac{\partial \eta^0}{\partial z_j}(z + x) dz
\]

\[
= O(h),
\]

\[
D(\nabla_x)J(\Omega^0 \setminus \omega_h(x)) = - \int_{\partial \omega_h(x)} D(\nu^h(y - x)) \left( \overline{D(\nabla y)}\Phi(z - y)^\top \right)^\top \left( I_N + (A^1 - A^0)D(\nabla y)\eta^0(y) \right) ds_y
\]

\[
- \sum_{j=1}^n D(e^{j}) \int_{\Omega^0 \setminus \omega_h(x)} \left( \overline{D(\nabla y)}\frac{\partial \Phi^\top}{\partial y_j}(y - x) \right)^\top \left( I_N + (A^1 - A^0)D(\nabla x)\eta^0(y) \right) dy,
\]

where \( e^{(j)} \) is the unit vector of the \( x_j \)-axis, and \( \nu^h \) is the outward unit normal to the boundary of \( \omega_h(0) \). Formula (5.6) is provided by the change \( y \mapsto z = y - x \), together with the boundedness of the derivatives of \( \eta^0 \) in \( \overline{\Omega^0} \) and the weak singularity (of order \( O(|z|^{1-\nu}) \)) of the first derivatives of the entries of the fundamental matrix \( \Phi(z) \). Applying the formula

\[
\frac{\partial}{\partial x_j} \int_{\omega_h(x)} \psi(x, y) dy = \int_{\partial \omega_h(x)} \nu^h_j(y - x) \psi(x, y) ds_y + \int_{\omega_h(x)} \frac{\partial \psi}{\partial x_j}(x, y) dy,
\]

which is well known and easily verified, we can rewrite the first integral on the right-hand side in (5.7), which arose because the integration domain in \( J(\Omega^0 \setminus \omega_h(x)) \) is variable, as follows:

\[
(5.8) \quad J^0_h(x) = \Psi \left( I_N + (A^1 - A^0)\tau^0(x) \right) + O(h);
\]

here

\[
(5.9) \quad \Psi = - \int_{\partial \omega_h(0)} D(\nu^h(z)) \left( \overline{D(\nabla y)}\Phi(z)^\top \right)^\top ds_z.
\]

The error term in (5.8) can be estimated with the help of the same change \( y \mapsto z = y - x \) as above and the Taylor formula for the smooth matrix-valued function \( \eta^0 \). The numerical matrix (5.9) of size \( N \times N \) is determined by the shape of the surface \( \partial \omega \) and the fundamental matrix \( \Phi \), but does not depend on \( h \), because \( |\partial \omega_h(0)| = O(h^{n-1}) \) and the integrand is \( O(|z|^{1-\nu}) = O(h^{1-\nu}) \) by (3.21).

The matrix \( \Psi \) is Hermitian and positive definite. The latter property will be checked later on (see formula (5.21)); the former follows from the symmetry of the matrix \( \Phi(y) \) (see Lemma 3.1) and the relation

\[
\Psi = - \sum_{j,k=1}^n D(e^{(j)}) \int_{\mathbb{R}^n \setminus \omega_1(0)} \frac{\partial}{\partial z_j \partial z_k} (\chi_\omega(z)\Phi(z)) dz \overline{D(e^{(k)})},
\]

obtained by application of the Gauss–Ostrogradskiĭ formula to the surface integral (5.9) (\( \chi_\omega \) is any smooth cutoff function with compact support equal to 1 near the set \( \omega_1(0) \)).
The last integral \( J^2_h(x) \) in (5.10) will be transformed as follows:

\[
J^2_h(x) = \sum_{j=1}^{n} D(e_{(j)}) \int_{\Omega^0 \setminus \omega_h(x)} \left( \frac{D(\nabla y)}{\partial y_{j}} (y - x) \right)^\top \times (A^1 - A^0) (\tau^0(x) - \tau^0(y)) dy
- \sum_{j=1}^{n} D(e_{(j)}) \int_{\Omega^0 \setminus \omega_h(x)} \left( \frac{D(\nabla y)}{\partial y_{j}} (y - x) \right)^\top dy
\times (I_6 + (A^1 - A^0) D(\nabla x) \eta^0(x))
\]

\[
= J^{21}_h(x) - J^{22}_h(x).
\]

Since the matrix-valued function \( \tau^0 \) is smooth in \( \Omega^0 \) and \( |\tau^0(x) - \tau^0(y)| \leq c|x - y| \), the integral \( J^{21}_h(x) \) over the domain \( \Omega^0 \) converges absolutely, and the first term in the middle part of (5.10) admits a limit passage as \( h \to +0 \), which leads to the difference integral operator

\[
J^{21}_0(x) = \int_{\Omega^0} K(y - x)(\tau^0(x) - \tau^0(y)) dy,
\]

where the kernel \( K(y - x) \) has a singularity of order \( O(|y - x|^{-n}) \). If the function \( \tau^0 \) is smooth, then the integral (5.11) converges absolutely.

The coefficient

\[
J^0(\Omega^0 \setminus \omega_h(x)) := \sum_{j=1}^{n} D(e_{(j)}) \int_{\Omega^0 \setminus \omega_h(x)} \left( \frac{D(\nabla y)}{\partial y_{j}} (y - x) \right)^\top dy
\]

of the matrix \( I_N + (A^1 - A^0) D(\nabla x) \eta^0(x) = I_N + (A^1 - A^0) \tau^0(x) \) in the expression \( J^2_h(x) \) does not depend on \( h \). Indeed, for \( H > h > 0 \) we have

\[
J^0(\omega_H(x) \setminus \omega_h(x)) = \int_{\omega_H(x) \setminus \omega_h(x)} \left( \frac{D(\nabla y)}{\partial y_{j}} (y - x) \right)^\top dy
= \int_{\partial \omega_H(x)} \left( \frac{D(\nabla y)}{\partial y_{j}} (y - x) \right)^\top ds_y
- \int_{\partial \omega_h(x)} \left( \frac{D(\nabla y)}{\partial y_{j}} (y - x) \right)^\top ds_y
= 0.
\]

The coincidence of the integrals over the surfaces \( \partial \omega_H(x) \) and \( \partial \omega_h(x) \) is ensured by the homogeneity of order 1 - \( n \) of their (common) integrand. Thus, the integral (5.12) gives us some \((N \times N)\)-matrix-valued function in the domain \( K \). Passing to the limit in (5.3) and using the transformations made above, we arrive at the integral equation

\[
\tau^0(x) = \Psi(I_N + (A^1 - A^0) \tau^0(x)) + K(x) \tau^0(x) + \int_{\Omega^0} K(y - x)(\tau^0(x) - \tau^0(y)) dy.
\]

If we manage to find a vector-valued function \( \tau^0 \) smooth in \( \Omega^0 \) and satisfying (5.14), then we shall be able to use formula (5.11) (without its middle part) to recover the solution \( \eta \) of problem (5.2), and the classical results about integral operators (see, e.g., [32]) show that \( \eta \) belongs to the space \( H^k_{loc}(\mathbb{R}^n) \).

Since \( |\nabla \Phi(x)| = O(|x|^{-n}) \) and integration in (5.3) is over a bounded domain, the restriction of \( \eta \) to \( \Omega^0 \) admits the estimate

\[
|\eta(x)| \leq c|x|^{1-n}, \quad x \in \mathbb{R}^n \setminus \mathbb{B}^n_R.
\]
Now, applying general results about the lifting of differential properties and the behavior at infinity of solutions of boundary-value problems and transmission problems (see \[33\] and \[29\] respectively), we see that \( \eta \) belongs to the weighted class \( V^{l+1}_\beta (\Omega^0 \cup \Omega^1) \). Since, by Proposition \[3.2\] the uniqueness theorem is valid for this class, the recovered function \( \eta \) coincides with the true solution of problem \((5.2)\).

In general, to find a solution of the integral equation \((5.14)\) is as difficult as to solve the differential problem \((5.2)\) itself. Therefore, the following observation, made in \[14\] belongs to the kernel of the integral operator \((5.11)\), provided that the matrix \( K \) turns out to be zero in this case (see also \[15\] and \[16\]).

Let \( \Omega^0 \) be the ellipsoid \( 2.6 \). We verify that expression \((5.12)\) equals zero for all \( x \in \Omega^0 \). For this, we fix a point \( x^0 \in \Omega^0 \) and choose the sizes \( h > 0 \) and \( H > 0 \) so that the ellipsoids \( \omega_h(x^0) \) and \( \omega_H(x^0) \) touch the ellipsoid \( \Omega^0 \), similar to them, from inside and from outside, respectively (see Figure 2, a, b). Simple geometric arguments\(\footnote{The simplest way of verification consists in making an affine transformation} \( x \mapsto (\xi_1^{-1}x_1, \ldots, \xi_n^{-1}x_n) \) and passing to balls, for which the required geometric facts are obvious.

Figure 2. Transformation of ellipsoids.

Observe that, for the same reason as before, the contraction and shift of the Cartesian coordinate system that take \( \omega_H(x) \) and \( \Omega^0 \) to \( \Omega^0 \) and \( \{z : -z \in \omega_h(x)\} \), respectively (see Figure 2, b, c), do not affect the last integral in \((5.13)\). Therefore, the integral on the left in \((5.13)\) becomes equal to the half-difference of the integrals over the sets depicted in Figure 2, a, c, and this quantity vanishes because the fundamental matrix is even (see the first formula in \((5.3)\)). Thus, indeed,

\[
K(x) = 0 \in \mathbb{C}^{N \times N}, \quad x \in \Omega^0.
\]

Now, it is not difficult to find a constant solution

\[
(5.16) \quad \tau^0 = (I_N - \Psi(A^1 - A^0))^{-1}\Psi
\]

that belongs to the kernel of the integral operator \((5.11)\), provided that the matrix

\[
(5.17) \quad I_N - \Psi A^1 + \Psi A^0 \in \mathbb{C}^{N \times N}.
\]

is nonsingular. The first two terms do not depend on the matrix \( A^0 \) in the inclusion \( \Omega^0 \); therefore, the matrix \((5.17)\) is invertible at least for a.e. \( A^0 \). For instance, fixing
an \((N \times N)\)-matrix \(A^0\), Hermitian and positive definite, we see that if \(A^0 = \mu A^0\) and \(\mu > 0\) is large, then the matrix \((5.17)\) is invertible. First, we shall deal precisely with such matrices, and then the result will be extended to all coefficient matrices \(A^0\).

We define the transfer matrix
\begin{equation}
T = \tau^0 = \mathcal{D}(\nabla x)\eta^0(x) \in \mathbb{C}^{N \times N}.
\end{equation}
The name is justified by formula \((2.7)\), which is implied by the relations
\begin{equation}
\zeta(x)\varepsilon^\infty = (\mathcal{D}(x) + \mathcal{\tilde{D}}(x))\varepsilon^\infty = (\mathcal{D}(x) + \eta(x)(A^1 - A^0))\varepsilon^\infty,
\end{equation}
valid due to \((5.1)\) and \((4.4)\). Using the Green formula \((3.1)\) and the transmission condition \((1.3)\) with the right-hand side \(\mathcal{D}(\nu(x))^\top\) for \(\eta\), we obtain
\begin{align}
(A^1 \mathcal{D}(\nabla x)\eta^1 + (A^0 \mathcal{D}(\nabla x)\eta^0)_{\Omega^1} = 
(A^0 \mathcal{D}(\nabla x)\eta^0 + (A^1 \mathcal{D}(\nabla x)\eta^1)_{\Omega^0} = 
\int_{\Gamma} \frac{\eta(x)^{\top}}{\mathcal{D}(x)^{\top}} dx = 
\int_{\Gamma} \frac{\mathcal{D}(x)\eta^0(x)\, dx}{\mathcal{D}(\nabla x)\eta^0(x) \, dx} = 
= \mathcal{D}(\nabla x)\eta^0(x) \, dx
\end{align}
(5.19)
On the left in \((5.19)\) we have the Gram matrix built by the (linearly independent) columns of the matrix \(\eta = (\eta^{(1)}, \ldots, \eta^{(N)})\) with the help of the scalar product \((2.5)\). It follows that the link matrix \(T\) is Hermitian and positive definite. Thus, the last factor \(\Psi\) in \((5.16)\) is a nonsingular matrix, so that
\begin{equation}
\mathcal{O}_N < \Psi^{-1}(I_N - \Psi(A^1 - A^0)) = \Psi^{-1} - A^1 + A^0.
\end{equation}
Here \(\mathcal{O}_N\) is the null \((N \times N)\)-matrix, and the first inequality expresses the fact that the matrix on the right in \((5.20)\) is positive definite. As has already been mentioned, the deduction of \((5.20)\) is valid if the matrix \((5.17)\) is nonsingular. Suppose that \(A^0 = \mu A^0\), as before. The algebraic equation
\begin{equation}
\det(\mathcal{I}_N - \Psi A^0 + \mu \Psi A^0) = 0
\end{equation}
has \(N\) roots \(\mu \in \mathbb{C}\). Therefore, there exists a real number \(\mu(A^0) > 0\) such that the matrix \((5.17)\) is invertible for \(\mu \in (0, \mu(A^0))\), whence
\begin{equation}
\Psi^{-1} = A^1 + \mu A^0 > \mathcal{O}_N.
\end{equation}
Letting \(\mu\) tend to zero, we arrive at the relations
\begin{equation}
\Psi^{-1} - A^1 > \mathcal{O}_N \quad \Rightarrow \quad \Psi > \mathcal{O}_N,
\end{equation}
which entail the next statement.

**Lemma 5.2.** Formula \((5.20)\) and the invertibility of the matrix \((5.17)\) occur for all coefficient matrices \(A^1\) and \(A^0\).

We denote by \(\Psi\) the positive square root of the positive definite matrix \(\Psi^{1/2}\); using \((5.16)\) and \((5.18)\), we can write the link matrix in a symmetric form:
\begin{align}
T = (\mathcal{I}_N - \Psi(A^1 - A^0))^{-1} \Psi^{1/2} \Psi^{1/2}
= (\Psi^{-1/2} - \Psi^{-1/2}(A^1 - A^0) \Psi^{1/2})^{-1} \Psi^{1/2}
= \Psi^{1/2} \left\{ (\mathcal{I}_N - \Psi^{1/2}(A^1 - A^0)) \Psi^{1/2} \right\}^{-1} \Psi^{1/2}.
\end{align}
Note that, by the inequalities \((5.21)\) and \(A^0 > \mathcal{O}_N\), the matrix in braces is positive definite.
Lemma 5.2 ensures the existence of a constant solution (5.10) for all \( A^1 \) and \( A^0 \). Thus, we have proved the next statement, which generalizes the Eshelby theorem, known in elasticity theory.

**Theorem 5.1.** Let \( \Omega^0 \) be the ellipsoid \( (2.6) \), and let \( \zeta(\varepsilon^\infty; \cdot) \) be a solution of the homogeneous function problem (1.2), (1.3) with the following conditions at infinity:

\[
\zeta(\varepsilon^\infty; x) = \frac{D(x)^T}{\varepsilon^\infty} + \hat{\zeta}(\varepsilon^\infty; x), \quad \hat{\zeta}(\varepsilon^\infty; \cdot) \in V^{l+1}_\beta(\Omega^0 \cup \Omega^1)^k,
\]

where \( l \in \mathbb{N} \), and the weight index \( \beta \) is as in (3.18); i.e., the remainder \( \hat{\zeta}(\varepsilon^\infty; x) \) decays as \( |x| \to \infty \). Then the matrix \( D(\nabla x)\zeta^0(\varepsilon^\infty; x) \) is constant inside the ellipsoid, and we have

\[
D(\nabla x)\zeta^0(\varepsilon^\infty; x) = (I_N + T(A^1 - A^0))\varepsilon^\infty, \quad x \in \Omega^0,
\]

where \( T \) is the Hermitian and positive definite link matrix of size \( N \times N \) defined by (5.18) and (5.19), or by (5.22).

By relations (5.1) and (4.18), the polarization \( P \) can be written as \( Q(A^1 - A^0) \), where \( Q \) is the matrix in the expansion

\[
\eta^1(x) = \left( D(\nabla x)\Phi(x)^T \right)^T Q + \tilde{\eta}^1(x), \quad \tilde{\eta}^1 \in V^{l+1}_\gamma(\Omega^1)^{k \times N}
\]

of the solution \( \eta \) of problem (6.2) (cf. (1.13)). It is not hard to compute \( Q \) by the method of [28], because \( D(x)^T \) is a solution of the homogeneous \((F = 0 \text{ and } G = 0)\) system of differential equations (5.2). Repeating the calculations from the proof of Proposition 4.1 (with significant simplifications), we find that

\[
-P = \int_{\Omega^0} D(x)F(x) \, dx + \int_{\Gamma} D(x)G(x) \, ds_x
\]

\[
= \int_{\Omega^0} (D(\nabla x)D(x)^T)^T (A^1 - A^0)D(\nabla x)\eta^0(x) \, dx + \int_{\Gamma} D(x)D(\nu(x))^T \, ds_x
\]

\[
= \int_{\Omega^0} (A^1 - A^0)\tau^0(x) \, dx + \int_{\Omega^0} D(\nabla x)D(x)^T \, dx
\]

\[
= \text{meas}_n \Omega^0 ((A^1 - A^0)T + I_N).
\]

Consequently,

\[
P = -\text{meas}_n \Omega^0 (A^1 - A^0 + (A^1 - A^0)T(A^1 - A^0)).
\]

Plugging the expression (5.22) for the link matrix \( T \) into (5.23), we obtain the formula

\[
P = -\text{meas}_n \Omega^0
\]

\[
\times (A^1 - A^0 + (A^1 - A^0)\Psi^{1/2}(\mathbb{I}_N - \Psi^{1/2}(A^1 - A^0)\Psi^{1/2})^{-1}\Psi^{1/2}(A^1 - A^0))
\]

\[
= -\text{meas}_n \Omega^0 (A^1 - A^0 + (A^1 - A^0)(\Psi^{-1} - A^1 + A^0)^{-1}(A^1 - A^0)).
\]

If \( A^0 = 0 \) and \( \Omega^0 \) is a cavity, then the polarization matrix for the exterior Neumann problem (1.5) takes the simple form

\[
P = -\text{meas}_n \Omega^0 (A^1 + A^1\Psi^{1/2}(\mathbb{I}_N - \Psi^{1/2}A^1\Psi^{1/2})^{-1}\Psi^{1/2}A^1)
\]

\[
= -\text{meas}_n \Omega^0 (A^1 + A^1(\Psi^{-1} - A^1)^{-1}A^1).
\]

Note that all matrices whose inverses occur in (5.24) and (5.25) are indeed nonsingular by what has been proved above.
§6. Patch optimization

Consider the Dirichlet problem \((2.1) - (2.3)\) with the transmission conditions \((2.2)\) on the boundary \(\partial \omega_h\) of a small inclusion \(\omega_h\). Suppose that \(f \in C^{0,\alpha}(\Xi)^k\); then, by \([33]\), a unique bounded solution of the limiting \((h = 0)\) problem
\[
L(\nabla_x)v(0)(x) = f(x), \quad x \in \Xi, \quad v(0)(x) = 0, \quad x \in \partial \Xi,
\]
belong to the Hölder class \(C^{2,\alpha}(\Xi)^k\), which has the norm
\[
\|v; C^{2,\alpha}(\Xi)\| = \sum_{j=0}^{l} \sup_{x \in \Xi} |\nabla_j^x v(x)| + \sup_{x,y \in \Xi} |x - y|^{-\alpha} |\nabla_j^x v(x) - \nabla_j^y v(y)|, \quad l \in \mathbb{N}_0, \quad \alpha \in (0, 1).
\]

There are two methods for constructing the asymptotics of solutions of elliptic, singularly perturbed boundary-value problems, namely, involving matched asymptotic expansions and compound asymptotic expansions (see, e.g., the books \([35]\) and \([36]\), respectively). For the most part, these methods are equivalent. In the required generality, the problem about a small cavity or inclusion was studied with the help of one or the other method in \([37]\ [38]\ [39]\), and simple examples were considered in \([37]\ [40]\ [8]\ [41]\) and other publications. Therefore, the result of the asymptotic analysis of the energy functional \((2.8)\) will be formulated below without accompanying calculations and the justification procedure, but with only brief explanations in Remarks 6.1 and 6.2.

Proposition 6.1. The functional \((2.8)\) evaluated at the solution \(v(h) \in \dot{H}^1(\Xi)^k\) of problem \((2.1) - (2.3)\) admits the asymptotic expansion
\[
E(v(h), f; \Xi(h) \cup \omega_h) = E(v(0), f; \Xi) - \frac{1}{2} h^n D(\nabla_x)v(0)\top P D(\nabla_x)v(0) + \tilde{E}(h),
\]
where \(v(0) \in C^{2,\alpha}(\Xi)^k\) is the solution of the limiting problem \((6.1)\) in the domain \(\Xi\) and \(P\) is the polarization matrix of the inclusion \(\Omega^0 = \omega_1\) in the ambient space \(\Omega^1 = \mathbb{R}^n \setminus \overline{\omega_1}\) (see Propositions \((4.1) - (4.2)\) and formula \((4.15)\), and the remainder in \((6.2)\) satisfies the estimate
\[
|\tilde{E}(h)| \leq ch^{n+\alpha}\|f; C^{0,\alpha}(\Xi)\|^2,
\]
where \(c\) is a constant independent of the vector-valued function \(f\) and the parameter \(h \in (0, h_0], h_0 > 0\).

Remark 6.1. In accordance with the notation \((15)\), the Taylor formula for \(v(0)\) can be written as follows:
\[
v(0)(x) = \sum_{j=0}^{k(n+1)} c_j^{(0)} q^j(x) + Q(x) + O(|x|^3);
\]
here \(Q(tx) = t^2 Q(x)\) is a quadratic vector-valued function and \(L(\nabla_x)Q(x) = f(0)\). By \((4.4)\), the column of coefficients \(c_{(0)}^D = (c_{(0)}^1, ..., c_{(0)}^N)\top\) is calculated by the formula
\[
c_{(0)}^D = D(\nabla_x)v(0).
\]
Since the terms \(c_{(0)}^N q^{N+1}, ..., c_{(0)}^k q^{n+1}\) in the sum \((6.4)\) are killed by the operator \(D(\nabla_x)\), the main discrepancy of the vector-valued function \(v(0)\) in the singularly perturbed problem \((2.1) - (2.3)\) arises in the transmission conditions \((2.2)\) and, in the leading approximation, turns out to be equal to \(\widehat{D(\nu(x))}\top (A^1 - A^0)c_{(0)}^D\). This expression can be compensated by the solution
\[
hZ^2(h^{-1}x) = h\tilde{c}(h^{-1}x)c_{(0)}^D = h\tilde{c}(h^{-1}x)D(\nabla_x)v(0)(0)\]
of the boundary layer type. If $A^0 > O_N$, then problem (1.2), (1.3) for the next term $h^2 Z^2 (h^{-1}x)$ of the boundary layer acquires the following right-hand sides:

\[
\begin{align*}
    f^1(\xi) &= 0, \\
    f^0(\xi) &= f(0) - L^0(\nabla \xi)Q(\xi) = \mathcal{D}(-\nabla \xi)^\top (A^1 - A^0)\mathcal{D}(\nabla \xi)Q(\xi), \\
    g(\xi) &= \mathcal{D}(\nu(\xi))^\top (A^1 - A^0)\mathcal{D}(\nabla \xi)Q(\xi).
\end{align*}
\]

Since

\[
\int_{\Omega^0} \mathcal{D}(-\nabla \xi)^\top (A^1 - A^0)\mathcal{D}(\nabla \xi)Q(\xi) \, dx + \int_\Gamma \mathcal{D}(\nu(\xi))^\top (A^1 - A^0)\mathcal{D}(\nabla \xi)Q(\xi) \, ds_x = 0,
\]

the method of [29] (cf. the calculations (4.19) in the proof of Proposition 4.1) shows that the coefficients $c_{0,1}, \ldots, c_{0,k}$ in the expansion (3.20) for $Z^2$ vanish and, hence, the second term $h^2 Z^2 (h^{-1}x)$ of the boundary layer decays sufficiently fast at infinity, with the rate $O(|\xi|^{-n}) = O(h^2 h^{-1} |x|^{-n})$, and its discrepancy in the Dirichlet boundary condition (2.3) is of order $h^2$, which is larger than the order $h^1$ of the leading part of the discrepancy of the first term $h Z (h^{-1}x)$ (cf. Remark 4.3). As a result, in accordance with formulas (1.8) and (6.8), for $Z^1$ the asymptotic correction term $h^2 v^{(n)}(x)$ of smooth type is found from the boundary-value problem

\[
\begin{align*}
    &Z^1(\nabla)x)v^{(n)}(x) = 0, \quad x \in \Xi, \\
    &v^{(n)}(x) = -\mathcal{D}(\nabla x)\Phi(x)^\top P\mathcal{D}(\nabla x)v(0)(0), \quad x \in \partial\Xi.
\end{align*}
\]

The asymptotics of the functional (2.8) can be calculated as follows. First, by application of the Green formula, the solution $v_{(h)}(x)$ is replaced with its asymptotic representation

\[
E(v_{(h)}, f; \Xi(h) \cup \omega_h) = -\frac{1}{2} \text{Re}(f, v_{(h)})_{\Xi} = -\frac{1}{2} \text{Re}(f, v(0) + h\zeta^{-1}x)\mathcal{D}(\nabla x)v(0)(0) + h^2 v^{(n)}(x))_{\Xi} + \cdots.
\]

Note that, by the same Green formula, the expression on the right in (6.9) is equal to $\frac{1}{2} (A\mathcal{D}(\nabla x)v_{(h)}, \mathcal{D}(\nabla x)v_{(h)})_{\Xi}$ and is real because the form is Hermitian; the dots hide infinitesimally small quantities of order $O(h^{n+\alpha})$ — this estimate is ensured by the results of the paper cited above. Next we use the relations

\[
-\frac{1}{2} \text{Re}(f, v(0))_{\Xi} = E(v(0), f; \Xi),
\]

\[
h \left| \left( f, \zeta^{-1}x)\mathcal{D}(\nabla x)v(0)(0) \right)_{\Xi} \right| \leq ch |\mathcal{D}(\nabla x)v(0)(0)| \max_{x \in \Xi} |f(x)| \left| \int_{\Xi} (1 + h^{-1} |x|)^{-n} \, dx \right|
\]

\[
\leq ch^n (1 + |\ln h|) \|f; C^{0,\alpha}(\Xi)\|^2
\]

(see Remark 4.3). Finally, we use (1.8) and (6.21) to compute the remaining integral:

\[
-\frac{1}{2} \text{Re} \left( f, h\mathcal{D}(h\nabla x)\Phi(h^{-1}x)^\top P\mathcal{D}(\nabla x)v(0)(0) + h^2 v^{(n)}(x) \right)_{\Xi(h)}
\]

\[
= -\frac{1}{2} h^n \text{Re} \left( f, (\mathcal{D}(\nabla x)\Phi(x)^\top P\mathcal{D}(\nabla x)v(0)(0) + v^{(n)}(x) \right)_{\Xi(h)}
\]

\[
= -\frac{1}{2} h^n \text{Re} \left( f, V^{(n)}(x) \right)_{\Xi(h)}.
\]

For this we observe that, by condition (6.8), the sum

\[
V^{(n)}(x) = (\mathcal{D}(\nabla x)\Phi(x)^\top P\mathcal{D}(\nabla x)v(0)(0) + v^{(n)}(x)
\]
satisfies the homogeneous Dirichlet problem \((6.11)\) in the punctured domain \(\Xi \backslash \{0\} \subset \Xi(\delta)\). Now, with the help of the Green formula in the domain \(\Xi(\delta) = \Xi \backslash \delta \overline{\omega}\), we obtain the relation

\[
\text{Re}(f, V^{(n)})_{\Xi(\delta)} = \text{Re}(\mathcal{L}^1 v_0, V^{(n)})_{\Xi(\delta)} - \text{Re}(v_0, \mathcal{L}^1 V^{(n)})_{\Xi(\delta)}
\]

\[
= \text{Re}(\mathcal{N}^1 v_0, V^{(n)})_{\partial \omega_\delta} - \text{Re}(v_0, \mathcal{N}^1 V^{(n)})_{\partial \omega_\delta}
\]

\[
= -\text{Re}(v_0, \mathcal{N}^1 (D(\nabla_x) \Phi(\xi)^\top) \mathcal{P} D(\nabla_x) v_0(0))_{\partial \omega_\delta} + O(\delta)
\]

\[
= (\mathcal{D}(\nabla_x) v_0(0))^\top \mathcal{P} D(\nabla_x) v_0(0) + O(\delta).
\]

It should be noted that the last identity is based on the calculations \((4.13), (4.15)\) in the proof of Proposition \((4.1)\) and \((N^1 v_0, V^{(n)})_{\partial \omega_\delta} = O(\delta)\) because \(v_0 \in C^{2,\alpha}(\Xi)^k\). Also, the expression involving the (Hermitian) polarization matrix \(P\) is real. Collecting the above formulas and letting \(\delta \to +0\), we arrive at the asymptotic expansion \((6.2), (6.3)\).

**Remark 6.2.** For the singularly perturbed mixed boundary-value problem

\[
\mathcal{L}^1(\nabla_x) v_{(h)}(x) = f(x), \quad x \in \Xi(h), \quad v_{(h)}(x) = 0, \quad x \in \partial \Xi,
\]

\[
\mathcal{N}^1(x, \nabla_x) v_{(h)}(x) = 0, \quad x \in \partial \omega_h,
\]

Proposition \((6.1)\) can be deduced via the limit passage as \(A^0 \to \Omega_N\), but this method meets calculational difficulties, so that it is convenient to deduce the result independently. Problem \((6.12)\) gives rise to the exterior Neumann problem \((1.3)\) for the description of the boundary layer phenomenon, and the right-hand sides \(g^1\) and \(g^2\) for the components \(Z^1\) and \(Z^2\) take the form

\[
g^1(\xi) = \overline{D(\nu(\xi))} A^1 D(\nabla_x) v_0(0), \quad g^2(\xi) = -\mathcal{N}^1(\xi, \nabla_x) Q(\xi).
\]

In other words, formula \((6.5)\) for \(Z^1\) remains valid, but identity \((6.6)\) is replaced with the following:

\[
\int_{\Gamma} g^2(\xi) d\xi = -\int_{\Omega^0} \mathcal{L}^1(\nabla_\xi) Q(\xi) d\xi = -f(0) \text{ meas}_n \Omega^0.
\]

Consequently, the same method \((28)\) as before shows that the second term of the boundary layer type has the following asymptotics:

\[
Z^2(\xi) = -\Phi(\xi) f(0) \text{ meas}_n \Omega^0 + O(|\xi|^{1-n})
\]

\[
= -\Phi(\xi) f(0) \text{ meas}_n \omega_1 + O(|\xi|^{1-n}), \quad |\xi| \to \infty,
\]

so that it contributes nontrivially to the boundary condition in \((6.7), (6.8)\). Namely, this condition takes the form

\[
u^{(n)}(x) = -(\overline{D(\nabla_x) \Phi(\xi)^\top} \mathcal{P} D(\nabla_x) v_0(0)) + \Phi(\xi) f(0) \text{ meas}_n \Omega^0, \quad x \in \partial \Xi.
\]

Thus, in formula \((6.11)\), in addition to the previous expression involving the polarization matrix, the expression \(\text{Re}(\overline{f(0)^\top v_0(0)}) \text{ meas}_n \Omega^0\) arises. After multiplication by \(-\frac{1}{2} h^n\) (cf. \((6.10)\)), this term cancels with the additional summand in the representation of the leading asymptotic term of the energy functional

\[
-\frac{1}{2} \text{Re}(f, v_0)_{\Xi(h)} = -\frac{1}{2} \text{Re}(f, v_0)_{\Xi} + \frac{1}{2} \text{Re}(f, v_0)_{\omega_h}
\]

\[
= E(v_0, f; \Xi) + \frac{1}{2} h^n \text{Re}(\overline{v_0(0)^\top f(0)}) \text{ meas}_n \Omega^0 + O(h^{n+\alpha}).
\]

As a result, we see that the asymptotic formula \((6.2)\) remains valid without changes also for the mixed boundary-value problem \((6.12)\).
To pose the inclusion optimization problem ("inclusion" should be exchanged for "patch" in the 2-dimensional case), we need to assume some isotropy property of the matrix differential operator $D(\nabla x)$. Namely, for any orthogonal transformation

$$x \mapsto y = \vartheta x$$

of the Cartesian coordinates with an orthogonal (real unitary) matrix $\vartheta = (\vartheta_{pq})$ of size $n \times n$, there should exist unitary matrices $\Theta$ and $\theta$ of size $N \times N$ and $k \times k$, respectively, such that

$$D(\nabla x) = \Theta D(\nabla y) \theta,$$

and the mappings

$$\mathbb{R}^{n \times n} \ni \vartheta \mapsto \Theta \in \mathbb{C}^{N \times N}, \quad \mathbb{R}^{n \times n} \ni \vartheta \mapsto \theta \in \mathbb{C}^{k \times k}$$

are smooth.

Remark 6.3. 1) Since

$$\frac{\partial}{\partial x_j} = \vartheta_{1j} \frac{\partial}{\partial y_1} + \cdots + \vartheta_{nj} \frac{\partial}{\partial y_n},$$

we have $\nabla x = \vartheta^T \nabla y$; hence, in the case of the scalar operator $L^i(\nabla x)$ (see Example 1.1), identity (6.14) is fulfilled for $\Theta = \vartheta^T$ and $\theta = 1$.

2) In the plane elasticity theory problem (see Example 1.3), identity (6.14) with the matrices

$$\vartheta = \theta = \begin{pmatrix} \cos \phi & \sin \phi \\ -\sin \phi & \cos \phi \end{pmatrix}, \quad \phi \in [0, 2\pi),$$

$$\Theta = \begin{pmatrix} \cos^2 \phi & \sin^2 \phi & -2^{1/2} \cos \phi \sin \phi \\ \sin^2 \phi & \cos^2 \phi & 2^{1/2} \cos \phi \sin \phi \\ 2^{1/2} \cos \phi \sin \phi & -2^{1/2} \cos \phi \sin \phi & \cos^2 \phi - \sin^2 \phi \end{pmatrix}$$

is checked by direct calculations (see, e.g., [5, §2.1, p. 63]). In the 3-dimensional problem (see Example 1.2), the matrices enlarge and become bulky; they can be found, e.g., in the paper [42].

Thus, the optimization problem mentioned above can be formulated as follows: in a medium $\mathbb{R}^n$ with matrix $A^0$, we need to cut a domain $\omega_h$ (inclusion, or patch in the 2-dimensional case), with fixed shape but arbitrary position, so that, after filling the cavity in $\Xi(h)$ with this inclusion, the energy functional should take its maximal (or minimal) value. Since the medium is homogeneous (the matrix $A^0$ is constant), we should vary only the position of $\omega_h$ relative to the axes of the Cartesian coordinate system $x$; this position is described by transformations (6.13) of coordinates and transformations (6.14) of the coefficient matrix of the differential operator $L^0(\nabla x)$. In other words, it is required to choose the orthogonal matrix $\vartheta$ in formula (6.13) so that the solution $v^\vartheta_{(h)} \in H^0(\Xi)^k$ of problem (2.1)–(2.3), where the coefficient $A^1$ is fixed, and $A^0$ is replaced with $\vartheta^T A^0 \vartheta$, provides the maximum (minimum) for the functional (2.8).

The dependence of the matrix $\vartheta$, and hence, of the solution $\Theta$, on $\vartheta$ is assumed to be smooth; therefore, the functional has points of global maximum and minimum. However, in the general situation, it is fairly difficult to find them, because the functional in question depends on the solution of the singularly perturbed problem as a whole. If we adopt the asymptotic approach to optimization, i.e., we only study the asymptotic correction term $O(h^n)$ in the expansion (6.2), then the problem simplifies significantly, but still requires solving the family of equations (1.2) with the transmission conditions (1.3), (4.3) for determining the polarization matrix $P^0$. 
For an ellipsoid-shaped inclusion \( \omega_h \), formula (5.24) makes the inclusion optimization problem entirely algebraic, provided that the matrix \( \Psi \) defined by (5.9) is known: it suffices to calculate the stationary points of the sesquilinear form

\[
(6.15) \quad \vartheta \mapsto \mathcal{D}(\nabla_x v_0(0))^\top (A^1 - \Theta^\top A^0 \Theta + (A^1 - \Theta^\top A^0 \Theta)^{1/2} \times (\mathbb{I}_N - \Psi^{1/2}(A^1 - \Theta^\top A^0 \Theta)^{1/2})^{-1} \Psi^{1/2}(A^1 - \Theta^\top A^0 \Theta)) \mathcal{D}(\nabla_x v_0(0)).
\]

Consider the simplest situation: \( \omega_h = \mathbb{B}^n_h \) is a ball, \( \mathcal{L}^1(\nabla_x) \) is a scalar differential operator (see Example 1.1), and \( A^1 = \mathbb{I}_n \), i.e., \( \mathcal{L}^1 = -\nabla_x^2 \) is the Laplacian. All functions are assumed to be real. Since

\[
\Phi(x) = \begin{cases} \frac{(n - 2)\text{meas}_{n-1} S^{n-1}}{2} |x|^{2-n} \Phi^0(\varphi) & \text{for } n > 2, \\ -(2\pi)^{-1} \ln |x| & \text{for } n = 2, \end{cases}
\]

formula (5.9) with \( \mathcal{D}(\nabla_x) = \nabla_x \) shows that

\[
\Psi = -\int_{\partial h^n} \nu^h(x)(\nabla_x \Phi(x))^\top ds_x = \left(\text{meas}_{n-1} S^{n-1}\right)^{-1} \int_{\partial h^n} \frac{x}{h} \left(\frac{x}{|x|}\right)^\top ds_x = \mathbb{I}_N.
\]

Then, since \( \vartheta^{-1} = \vartheta^\top \) for orthogonal matrices, we see that the quadratic form (6.15) can be rewritten as follows:

\[
(6.16) \quad \nabla_x v_0(0)^\top (\mathbb{I}_n - \vartheta^\top A^0 \vartheta + (\mathbb{I}_n - \vartheta^\top A^0 \vartheta)(\mathbb{I}_n - \vartheta^\top A^0 \vartheta))^{-1} \nabla_x v_0(0)
\]

\[
= (\vartheta \nabla_x v_0(0))^\top ((A^0)^{-1} - \mathbb{I}_n) \vartheta \nabla_x v_0(0).
\]

Consequently,

\[
E(v(h), f; \Xi(h) \cup \omega_h)
\]

\[
= \frac{1}{2} \left( \int_{\partial h^n} \nabla_x v_0(h) \nabla v_0(h) \, dx + \int_{\omega_h} \left( \vartheta \nabla_x v_0(h) \right)^\top A^0 \vartheta \nabla_x v_0(h) \, dx \right) - \int_{\Xi} v_0(x) f(x) \, dx
\]

\[
= \frac{1}{2} \int_{\Xi} \nabla_x v_0(0)^2 \, dx - \int_{\Xi} v_0(x) f(x) \, dx
\]

\[
+ \frac{1}{2} h^n \text{meas}_n \omega_1 \left( \left( \vartheta \nabla_x v_0(0) \right)^\top (A^0)^{-1} \vartheta \nabla_x v_0(0) - |\nabla_x v_0(0)|^2 \right)^2 + \tilde{E}(h).
\]

We summarize. In order to maximize (minimize) the main asymptotic correction term \( O(h^n) \), the orthogonal coordinate change in the functional (6.22) must be chosen so that the column \( \vartheta \nabla_x v_0(0) \) be an eigenvector for the matrix \( A^0 \) corresponding to its smallest (largest) eigenvalue. Of course, this can be done in the case where \( \nabla_x v_0(0) \neq 0 \in \mathbb{R}^n \).

**Theorem 6.1.** Let \( \omega_h = \mathbb{B}^n_h \) be a ball, and let \( \mathcal{D}(\nabla_x) = \nabla_x \). Suppose that, in the scalar differential operators (1.1), the matrices \( A^1 = \mathbb{I}_n \) and \( \vartheta^\top A^0 \vartheta \) are given. Then, for all orthogonal \((n \times n)\)-matrices \( \vartheta \), the maximal (minimal) value of the functional (2.8) evaluated at the solution \( v(h) \in H^1(\Xi) \) of problem (2.11) with right-hand side \( f \in C^{0,\alpha}(\Xi) \) is equal to

\[
(6.17) \quad E(v(h), f; \Xi(h) \cup \omega_h) = E(v_0), f; \Xi) + \frac{1}{2} h^n \left( \frac{1}{\Lambda} - 1 \right) |\nabla_x v_0(0)|^2 + O(h^{n+\alpha}),
\]

where \( v_0 \in C^{2,\alpha}(\Xi) \) is the solution of the limiting problem (6.1), and \( \Lambda > 0 \) is the smallest (largest) eigenvalue of the matrix \( A^0 \).

In the plane elasticity problem (see Example 1.3), the fundamental matrix (the Kelvin–Somiliana tensor) is known for an arbitrary homogeneous anisotropic medium (see [33]), but simple calculations and the compact answer (6.19) are impossible even in the isotropic
case, requiring the invocation of a computer. In 3-dimensional elasticity theory (see Example [12]), the fundamental matrix is found explicitly only for the transversally-isotropic media [44, 45] and for media algebraically equivalent to them [12]. Also, we cannot expect any explicit formula such as (6.17). Nevertheless, in the situation listed above, the optimization problem for inclusions or patches becomes purely algebraic.
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