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Abstract. An analog of the Dennis–Vaserstein decomposition is proved for an arbitrary pair of maximal parabolic subgroups $P_r$ and $P_s$ in split classical groups, under appropriate stability conditions. Before, such decompositions were only known for pairs of terminal parabolic subgroups.

Introduction

Let $\Phi = A_l, B_l, C_l, D_l$ be a classical root system of rank $l$. Choose an order on $\Phi$ and let $\Phi^+, \Phi^-$, and $\Pi = \{\alpha_1, \ldots, \alpha_l\}$ be the corresponding sets of positive, negative, and fundamental roots, respectively. In the sequel all our notation pertaining to root systems, including the numbering of fundamental roots, follows that of [2].

Next, let $R$ be a commutative ring with 1, and let $G(\Phi, R)$ be a Chevalley group of type $\Phi$ over $R$. Since the problems we consider are essentially independent of the weight lattice, in the sequel we usually construe $G(\Phi, R)$ as a certain split classical group, namely, $\text{SL}(l+1,R)$ for type $A_l$, $\text{SO}(2l+1,R)$ for type $B_l$, $\text{Sp}(2l,R)$ for type $C_l$, and finally, $\text{SO}(2l,R)$ for type $D_l$. Here, the orthogonal groups always correspond to a form of the maximal Witt index.

In fact, usually we consider not the Chevalley group $G(\Phi, R)$ itself, but rather its elementary subgroup $E(\Phi, R)$ generated by the unipotent root subgroups $X_\alpha, \alpha \in \Phi$, elementary with respect to a split maximal torus $T(\Phi, R)$. For classical groups, this is one of the following groups: $E(l+1,R)$, $\text{EO}(2l+1,R)$, $\text{Ep}(2l,R)$, $\text{EO}(2l,R)$; the definitions of these groups are recalled in §2.

We fix some $1 \leq s < r \leq l$ and let $P = EP_r$ and $Q = EP_s$ be the corresponding elementary maximal parabolic subgroups, whose definitions are recalled in §3. Most of the existing proofs of stability theorems for $K$-functors are based on decompositions of elementary subgroups $E(\Phi, R)$ — or of the groups $G(\Phi, R)$ themselves — in terms of pairs of terminal parabolic subgroups, for which $r, s = 1, l$.

In the present paper we start a systematic study of similar decompositions for pairs of arbitrary, rather than terminal maximal parabolic subgroups. Our principal goal here is to prove the following result. It is interesting in itself, but it is aimed primarily at

2010 Mathematics Subject Classification. Primary 20G15, 20G35.

Key words and phrases. Split classical groups, elementary subgroup, parabolic subgroups, stability conditions, stable rank, unitary stable rank, Gauss decomposition, Bass–Kolster decomposition, Dennis–Vaserstein decomposition.

The research of the first author was started in the framework of the RFFI project 08-01-00756 “Decompositions of algebraic groups and their applications in representation theory and $K$-theory”. Apart from that, at the final stage his work was supported also by the RFFI projects 09-01-00762, 09-01-00784, 09-01-00878, 09-01-91333, 09-01-90304, and 10-01-90016. The second author acknowledges support of the RFFI project 10-01-92651 “Higher composition laws, algebraic $K$-theory and exceptional groups”.

©2012 American Mathematical Society

637
applications to such problems as a description of various classes of subgroups, generation, and prestability.

The definitions of all relevant stability conditions are recalled in §4. When we talk of the unitary stable rank of a commutative ring $R$, it is viewed as a form ring with the pseudo-involution $h : x \mapsto -x$ and the form parameter $\Lambda = 0$.

**Theorem 1.** Let $\text{EP}_r$ and $\text{EP}_s$, $1 \leq s < r \leq l$, be two elementary maximal parabolic subgroups of the elementary Chevalley group $E(\Phi, R)$, and let $U_{rs}$ be the intersection of the unipotent radicals of the opposite parabolic subgroups.

Assume that $sr(R) \leq r - s$ and, moreover, that one of the following holds:

- $\Phi = A_l, C_l$;
- $\Phi = B_l, D_l$, $s \leq l - 2$ and the condition $\Lambda S_{l-s-1}$ is fulfilled;
- $\Phi = D_l$, $s = l - 1$, $r = l$.

Then we have the decomposition

$$E(\Phi, R) = \text{EP}_r U_{rs} \cdot \text{EP}_s.$$ 

This theorem is well known in the following two extreme cases.

- Under the assumption $sr(R) = 1$ for $\Phi = A_l, C_l$ or $asr(R) = 1$ for $\Phi = B_l, D_l$. In this case, the claim follows from the Gauss decomposition, and even for $r = s$.
- In the case where $r = l, s = 1$, our theorem boils down to the usual Dennis–Vaserstein decomposition. For type $\Phi = A_l$, under the assumption $l \geq sr(R) + 1$ it was established in [16]. For other types, in a slightly weaker form, and under various stability conditions, it can be found in [10, 50, 42]. Finally, in [19, 20] the genuine stability conditions were introduced.

- For type $\Phi = A_l$, this theorem was proved in our paper [6].

The method that we use to prove this theorem in this paper allows us to estimate, alongside with Theorem 1, its analog for the classical groups themselves.

**Theorem 2.** Let $P_r$ and $P_s$, $1 \leq s < r \leq l$, be two maximal parabolic subgroups of the Chevalley group $G(\Phi, R)$.

Assume that $sr(R) \leq r - s$ and, moreover, that one of the following holds:

- $\Phi = A_l, C_l$;
- $\Phi = B_l, D_l$, $s \leq l - 2$, and the condition $\Lambda S_{l-s-1}$ is satisfied.

Then we have the decomposition

$$G(\Phi, R) = P_r U_{rs} P_s.$$ 

The present paper is the Diploma paper of the second author, under the supervision of the first author. In its sequel we prove similar results for some pairs of maximal parabolic subgroups in exceptional Chevalley groups. Due to the more complicated structure of unipotent radicals, new stability conditions may occur in these cases. Unfortunately, for exceptional groups we could not obtain similar decompositions for all pairs of maximal parabolic subgroups.

The paper is organized as follows. In §1 we give a general survey of the existing results on triangular and parabolic factorizations. In §§2–4 we recall the basic notation pertaining to the split classical groups, parabolic subgroups, and stability conditions, respectively. The rest of the paper is devoted to the proof of our main results. Namely, in §5 we discuss the interrelation of stability conditions with the action of unipotent radicals, whereas in §6 the proof of Theorems 1 and 2 is reduced to the proof of the main lemma. This lemma is verified case by case in §§7–9. Finally, in §10 we state some further problems related to parabolic factorizations, and their applications.
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§1. Parabolic factorizations

In the present section we give a brief survey of the triangular and parabolic factorizations that are generalized in the present paper.

- There is no doubt that the most important single fact pertaining to Chevalley groups over fields is the following Bruhat decomposition:

\[ G(\Phi, K) = B(\Phi, K)N(\Phi, K)U(\Phi, K) \]

Recall that, here, \( B(\Phi, R) \) is the standard Borel subgroup in \( G(\Phi, R) \) containing the split maximal torus \( T(\Phi, R) \), \( B(\Phi, R) = T(\Phi, R)\langle X_\alpha, \alpha \in \Phi^+ \rangle \), \( U(\Phi, R) \) denotes the unipotent radical of \( B(\Phi, R) \), and \( N(\Phi, R) \) is the algebraic normalizer of \( T(\Phi, R) \). When \( R = K \) is a field with \( |K| \geq 4 \), the group \( N(\Phi, K) \) coincides with the abstract normalizer of the torus in \( G(\Phi, K) \), while \( N(\Phi, K)/T(\Phi, K) \cong W(\Phi) \). However, in general, the abstract normalizer of the torus can be considerably larger than \( N(\Phi, R) \).

In view of the outstanding role played by the Bruhat decomposition in the structure theory and representation theory of algebraic groups over fields, it is natural to make an attempt to obtain similar results for more general commutative rings \( R \). The Bruhat decomposition itself cannot be generalized to groups over rings, but in the simplest situations there are similar triangular factorizations, which are only marginally more complicated than the Bruhat decomposition.

- It is classically known that the groups over a semilocal ring \( R \) admit the Gauss decomposition

\[ G(\Phi, R) = B(\Phi, R)U^-(\Phi, R)U(\Phi, R) \]

Here, \( U^-(\Phi, R) \) denotes the unipotent radical of the standard Borel subgroup \( B^-(\Phi, R) \) in \( G(\Phi, R) \) opposite to \( B(\Phi, K) \),

\[ B^-(\Phi, R) = T(\Phi, R)\langle X_\alpha, \alpha \in \Phi^- \rangle . \]

Essentially, the Gauss decomposition follows already from the results of SGAIII; direct elementary proofs can be found, for instance, in the papers by Michael Stein [49], Eiichi Abe and Kazuo Suzuki [17]. These results are based on elementary calculations, whereas the first named author and Eugene Plotkin [5] proposed yet another proof (of a more general fact), based on representation theory. In fact, as was noticed in [4], the Gauss decomposition can only be valid for rings of stable rank 1, so that for the group \( SL(n, R) \) it holds if and only if \( sr(R) = 1 \).

- For stable classical groups, the Bruhat decomposition and Gauss decomposition admit a remarkable common generalization, namely, the Sharpe decomposition. Namely, the classical systems \( X_i = A_i, B_i, C_i, D_i \) of the same type admit embeddings \( X_i \subseteq X_{i+1} \). These embeddings beget regular embeddings of Chevalley groups \( G(X_i, R) \rightarrow G(X_{i+1}, R) \). Passing to limits on the rank, we get the corresponding stable groups

\[ G(X, R) = \lim_{\rightarrow} G(X_i, R) . \]

For instance, \( G(A, R) = SL(R) \) is the usual finitary special linear group, as considered in algebraic \( K \)-theory [1]. These limits agree with many habitual systems of subgroups. For example, it is clear what should be meant by \( B(B, R) \) or \( U(C, R) \). In [13, 44] Sharpe proved the decomposition

\[ G(X, R) = B(X, R)N(X, R)U(X, R)U^-(X, R) . \]
Obviously, this implies the decomposition
\[ G(X, R) = B(X, R)U^-(X, R)U(X, R)U^-(X, R). \]

On the other hand, in general, for rings of dimension at least 1, the Chevalley groups of finite rank \( G(\Phi, R) \) themselves do not admit any similar decomposition in terms of elementary generators. This is due to the following circumstances.

• First, the group \( G(\Phi, R) \) itself may fail to be generated by elementary generators. Thus, instead of \( G(\Phi, R) \), one should either consider its elementary subgroup \( E(\Phi, R) \), or else, allow semisimple generators together with the unipotent ones, and consider the subgroup
\[ G_0(\Phi, R) = E(\Phi, R)T(\Phi, R). \]

• However, even in the case where the group \( G(\Phi, R) \) is generated by the elementary generators, it may fail to have bounded width with respect to these generators. Wilberd van der Kallen [34] observed that this is the case already for the Euclidean ring \( R = \mathbb{C}[x] \). Quite amazingly, already the special linear group \( SL(3, \mathbb{C}[x]) \) does not have bounded width with respect to the elementary transvections. See also [27], where a slightly more explicit proof of a slightly more general fact can be found.

This means that nontrivial generalizations of the Bruhat and Gauss decompositions can only be valid under some additional assumptions on the ring and/or should be stated in different terms.

Among such generalizations, the parabolic factorizations (in other words, the decompositions stated in terms of parabolic subgroups and stability conditions) are most widely known. Clearly, before [38, 50] no “parabolic subgroups” were explicitly mentioned in this context, and all decompositions were described as explicit matrix factorizations.

We mention two most eminent decompositions of this kind. For the groups \( GL(n, R) \), \( SL(n, R) \), and \( E(n, R) \), they are stated in terms of the stable rank \( sr(R) \) of the ring \( R \). Roughly speaking, these are the weakest forms of Bruhat and Gauss decompositions, which survive for arbitrary finite-dimensional rings.

• The proof of surjective stability for the functor \( K_1 \) relies on the remarkable Bass–Kolster decomposition that asserts that for \( n > sr(R) \) we have
\[ GL(n, R) = GL(n-1, R)U_{n-1}U_{n-1}^{-1}U_{n-1}^{-1}U_{n-1}^{-1}. \]

As above, the group \( GL(n-1, R) \) is viewed as a subgroup of \( GL(n, R) \) via the stability map
\[ GL(n-1, R) \rightarrow GL(n, R), \quad g \mapsto \begin{pmatrix} g & 0 \\ 0 & 1 \end{pmatrix}, \]

whereas the groups \( U_{n-1} \) and \( U_{n-1}^{-1} \) are the unipotent radicals of the opposite parabolic subgroups \( P_{n-1} \) and \( P_{n-1}^{-1} \), respectively. The definitions of these and all other occurring subgroups are recalled in §2. This decomposition was discovered by Hyman Bass [22] and systematically studied by Manfred Kolster [36].

• On the other hand, the proof of injective stability for the functor \( K_1 \) and that of surjective stability for the functor \( K_2 \) relies on the Dennis–Vaserstein decomposition, asserting that for \( n > sr(R) + 1 \) one has
\[ E(n, R) = PX_{n1}Q, \]

where \( P = EP_1 \) and \( Q = EP_{n-1} \) are the elementary parabolic subgroups, and \( X_{n1} \) is a unipotent root subgroup. For the group \( E(n, R) \) itself, this decomposition was first noted by Keith Dennis [25], in the context of surjective stability for \( K_2 \). Soon thereafter, Leonid Vaserstein [10] used similar decompositions for other classical groups, in the context of injective stability for \( K_1 \).
Properly speaking, Dennis and Vaserstein used a slightly weaker decomposition, with some additional factors. In the above precise form, for the first time it was stated by Andrei Suslin and Marat Tulenbaev in the remarkable paper [16] devoted to injective stability for the $K_2$-functor.

Subsequently Michael Stein [50] and Eugene Plotkin [13, 14, 40, 41] generalized decomposition of this type to other Chevalley groups. This line of development was summarized in the paper [42], where particularly easy proofs of these generalizations were presented; unfortunately, this paper is still unpublished.

In general, these generalizations invoked some stronger stability conditions, rather than the stable rank itself. One such prominent condition is the absolute stable rank $\text{asr}(R)$, see [28, 50, 37, 47]. In particular, results in terms of the absolute stable rank superceded the classical results by Anthony Bak [18] and Hyman Bass [23], stated in terms of dimension. Stein’s paper [50] emphasizes another significant advantage of the use of $\text{asr}(R)$, which allows us to treat all cases uniformly.

However, in general, for a very long time, no natural stability conditions have been detected, which would play the same role for other groups as the usual stable rank does for $\text{SL}(n, R)$. The quest for such natural conditions went on for several decades, with some fairly successful attempts. Thus, Plotkin [14, 40] used analogs of Vaserstein conditions $V_j$, see [8]. Gerhard Habdank [29, 30] used unitary stable rank. Their results covered the classical results stated in terms of dimension, but not each other, with no definitive results in sight.

In the papers [19, 20], inspired by [42], Anthony Bak, Viktor Petrov, and Tang Guoping obtained generalizations of the Dennis–Vaserstein decomposition to unitary groups. The main contribution of those papers is in the introduction of new stability conditions defined in terms of the action of unipotent radicals of parabolic subgroups, most notably, the $A$-stable rank. Today, it became apparent that these conditions, rather than any previously known ones, are the genuine higher analogs of the usual stable rank.

However, since all these papers were expressly focused upon the proof of stability theorems, they only considered pairs of terminal maximal parabolic subgroups, corresponding to the end nodes of the Dynkin diagram. The reason is that this choice entails the weakest possible stability conditions on the ring $R$.

Following [6], in the present paper we initiate a systematic study of Bass–Kolster type factorizations, and of Dennis–Vaserstein type factorizations, for all pairs of maximal parabolic subgroups, not necessarily terminal ones. In particular, a whole range of different stability conditions crop up. Due to the more complicated structure of the unipotent radicals, most of these stability conditions are new. However, for classical groups the unipotent radicals of maximal parabolic subgroups have class at most 2. Therefore, in this setting it suffices to deal with the $A$-stable rank introduced by Bak, Petrov, and Tang.

§2. Split classical groups

In the present section we very briefly recall the principal notation used in the rest of the paper. Mostly, it is utterly standard and closely follows that in the preceding publications. One can find most of the necessary background on the theory of classical groups over rings in the marvelous book [31] by Alex Hahn and Timothy O’Meara.

Let $R$ be an associative ring with 1, and let $R^*$ be its multiplicative group. In the main results of the present paper we assume that the ring $R$ is commutative. As usual, $M(m, n, R)$ is the additive group of $(m \times n)$-matrices, and $M(n, R) = M(n, n, R)$ is the ring of square matrices of degree $n$. Next, $GL(n, R) = M(n, R)^*$ and $SL(n, R)$ denote the general linear group and the special linear group of degree $n$ over $R$, respectively.
By $a_{ij}$ we denote the entry of a matrix $a$ at the position $(i, j)$; thus, $a = (a_{ij})$. $a^{-1} = (a'_{ij})$ denotes the inverse of $a$, and $a^t$ denotes its transpose. Also, $a_{*j}$ is the $j$th column of a matrix $a$, and $a_{i*}$ is its $i$th row. As usual, $e$ is the identity matrix, while $e_{ij}$ is the standard matrix unit, i.e., the matrix that has 1 at the position $(i, j)$ and zeroes elsewhere.

As usual, $t_{ij}(\xi) = e + \xi e_{i,j}$, where $1 \leq i \neq j \leq n$, $\xi \in R$, denotes an elementary transvection, and $X_{ij} = \{t_{ij}(\xi), \xi \in R\}$ denotes a root subgroup.

Consider the free right $R$-module $R^n$ of rank $n$. The elements of $R^n$ are construed as columns of height $n$ with components in $R$. Let $e_1, \ldots, e_n$ be the standard base of $R^n$. Similarly, the free left $R$-module $^aR$ of rank $n$ is interpreted as the module of rows of length $n$ with components in $R$. Let $f_1, \ldots, f_n$ be its standard base.

We pass to a description of other split classical groups. Denote by $l = [n/2]$ the integral part of $n/2$. As everybody knows, one should number the columns and rows of matrices in these groups as follows:

$$1, \ldots, l, -l, \ldots, -1$$

if $n = 2l$ is even,

$$1, \ldots, l, 0, -l, \ldots, -1$$

if $n = 2l + 1$ is odd.

All other occurring objects are indexed in the same handy way. Thus, now the base of $R^n$ will be written as

$$e_1, \ldots, e_l, e_{-l}, \ldots, e_{-1}$$

if $n = 2l$ is even,

$$e_1, \ldots, e_l, e_0, e_{-l}, \ldots, e_{-1}$$

if $n = 2l + 1$ is odd.

Denote by $\varepsilon_i$ the sign of $i$, so that $\varepsilon_i = 1$ for $i = 1, \ldots, l$ and $\varepsilon_i = -1$ for $i = -1, \ldots, -l$.

Let $s\text{diag}(\lambda_1, \ldots, \lambda_n)$ stand for the matrix in $\text{GL}(n, R)$ with the skew diagonal entries $\lambda_1, \ldots, \lambda_n$, in the North-East to South-West direction, and with zeros at all other positions. Set

$$F = F_{2l} = s\text{diag}(1, \ldots, 1, -1, \ldots, -1),$$

where both the total number of 1’s and the total number of −1’s are equal to $l$. In other words, the entries of $F = (F_{ij})$ are defined by the condition $F_{ij} = \varepsilon_i \delta_{i,-j}$. Next, we set

$$f = f_{2l} = s\text{diag}(0, \ldots, 0, 1, \ldots, 1),$$

where both the total number of 0’s and the total number of 1’s are equal to $l$ when $n$ is even, and

$$f = f_{2l+1} = s\text{diag}(0, \ldots, 0, 1, 1, \ldots, 1),$$

where the total number of 0’s is equal to $l$, whereas the total number of 1’s is equal to $l + 1$, when $n$ is odd.

Consider the symplectic inner product $B$ on $R^{2l}$ with the Gram matrix $F_{2l}$. By definition, the symplectic group $\text{Sp}(2l, R)$ consists of all matrices $g \in \text{GL}(2l, R)$ that preserve the inner product $B$, in the usual sense that

$$B(gu, gv) = B(u, v), \quad u, v \in R^{2l}.$$ 

In other words, a matrix $g \in \text{SL}(2l, R)$ belongs to the group $\text{Sp}(2l, R)$ if and only if $g^t F g = F$ or, what is the same, if

$$g'_{ij} = \varepsilon_i \varepsilon_j g_{-j,-i} \quad \text{for all } i, j = 1, \ldots, -1.$$ 

From the viewpoint of algebraic groups, the group $\text{Sp}(2l, R)$ is the simply connected Chevalley group of type $C_l$.

As usual, an elementary symplectic transvection is one of the matrices $T_{ij}(\xi), \xi \in R$, $i \neq j$, of the form

$$T_{ij}(\xi) = T_{-j,-i}(-\xi) = e + \xi e_{ij} - \varepsilon_i \varepsilon_j e_{-j,-i}, \quad i \neq \pm j,$$
or of the form

\[ T_{i,-i}(\xi) = e + \xi e_{i,-i}. \]

From the viewpoint of Chevalley groups, these elements are unipotent short root elements and long root elements, respectively, and the group they generate is called the elementary Chevalley group \( E(C_l, R) \). In the classical terminology, this last group is known as the elementary symplectic group \( \text{Ep}(2l, R) \).

In the above notation, the root unipotents corresponding to the fundamental roots are described as follows:

\[ x_{\alpha_i}(\xi) = T_{i,i+1}(\xi), \quad \text{for} \quad i = 1, \ldots, l - 1, \quad x_{\alpha_i}(\xi) = T_{i,-i}(\xi). \]

The root unipotents corresponding to the negative fundamental roots are obtained by transposition.

Now, let \( q \) be the quadratic form on \( R^n \) defined by \( v \mapsto v^t f_n v \). By definition, the orthogonal group \( \text{SO}(n, R) \) consists of the matrices \( g \in \text{GL}(n, R) \) that preserve the quadratic form \( q \). Define a symmetric form by

\[ h(u, v) = q(u + v) - q(u) - q(v). \]

A fortiori, the elements of \( \text{SO}(n, R) \) preserve this form. The Gram matrix \( H_n \) of the form \( h \) is \( H_n = f_n + f_n^t \), so that \( g^t h_n g = h_n \). This implies polynomial equations on matrix entries of a matrix \( g \in \text{SO}(n, R) \), namely,

\[ g^t_{ij} = g_{-j,-i} \quad \text{for} \quad i, j = 1, \ldots, l, -l, \ldots, -1. \]

In the case where \( n = 2l \), these equations completely describe the group \( \text{SO}(2l, R) \). From the viewpoint of algebraic groups, the group \( \text{SO}(n, R) \) is a Chevalley group of type \( B_l \) or \( D_l \), respectively, depending on whether \( n = 2l + 1 \) or \( n = 2l \).

As in the symplectic case, an elementary orthogonal transvection is one of the matrices \( T_{ij}(\xi), \xi \in R, i \neq \pm j, \) of the form

\[ T_{ij}(\xi) = T_{-j,-i}(-\xi) = e + \xi e_{ij} - \xi e_{-j,-i}, \quad i \neq \pm j, \]

or of the form

\[ T_{0,-i}(\xi) = e + \xi e_{0,-i} - 2\xi e_{i,0} - \xi^2 e_{i,-i}, \quad i = 1, \ldots, l. \]

From the viewpoint of Chevalley groups, these elements are unipotent long root elements and short root elements, respectively, and the group they generate is called the elementary Chevalley group \( E(\Phi, R) \). Obviously, short root elements only occur in the case of \( \Phi = B_l \).

In the above notation, the root unipotents corresponding to the fundamental roots, except for the last one, are described as follows:

\[ x_{\alpha_i}(\xi) = T_{i,i+1}(\xi), \quad \text{for} \quad i = 1, \ldots, l - 1. \]

In its turn, the root element corresponding to the last fundamental root equals

\[ x_{\alpha_l}(\xi) = T_{0,-l}(\xi) \quad \text{for} \quad \Phi = B_l, \]

\[ x_{\alpha_l}(\xi) = T_{l-1,-l}(\xi) \quad \text{for} \quad \Phi = D_l. \]

Again, the root unipotents corresponding to the negative fundamental roots are obtained by transposition. From the classical viewpoint, these elements generate the elementary orthogonal group \( \text{EO}(n, R) \). Over a field, this last group is also known as the kernel of the spin norm \( \Omega(n, R) \).

In the sequel, we use these explicit identifications of the classical groups, and of their unipotent root elements, without any further notice.
§3. Standard parabolic subgroups

The main results of the present paper are stated in terms of the maximal standard parabolic subgroups.

Let \( i = 1, \ldots, l \). Denote by

\[ S_i = \{ \alpha \in \Phi, \; \alpha = \sum_k m_k(\alpha)\alpha_k, \; m_i(\alpha) \geq 0 \} \]

the \( i \)th maximal standard parabolic subset of \( \Phi \). As usual, its reductive part \( \Delta_i \) and its special part \( \Sigma_i \) are defined as

\[ \Delta_i = \{ \alpha \in \Phi, \; \alpha = \sum_k m_k(\alpha)\alpha_k, \; m_i(\alpha) = 0 \}, \]
\[ \Sigma_i = \{ \alpha \in \Phi, \; \alpha = \sum_k m_k(\alpha)\alpha_k, \; m_i(\alpha) > 0 \}. \]

The opposite parabolic subset and its special part are defined similarly:

\[ S_i^- = \{ \alpha \in \Phi, \; \alpha = \sum_k m_k(\alpha)\alpha_k, \; m_i(\alpha) \leq 0 \}, \]
\[ \Sigma_i^- = \{ \alpha \in \Phi, \; \alpha = \sum_k m_k(\alpha)\alpha_k, \; m_i(\alpha) < 0 \}. \]

We denote by \( EP_i \) the \( i \)th elementary maximal standard parabolic subgroup of the elementary group \( E(\Phi, R) \). By definition,

\[ EP_i = \langle x_\alpha(\xi), \; \alpha \in S_i, \; \xi \in R \rangle. \]

Levi’s decomposition asserts that the group \( EP_i \) can be expressed as the semidirect product \( EP_i = EL_i \ltimes U_i \) of the elementary Levi subgroup \( EL_i \) and the unipotent radical \( U_i \), where

\[ EL_i = \langle x_\alpha(\xi), \; \alpha \in \Delta_i, \; \xi \in R \rangle, \quad U_i = \langle x_\alpha(\xi), \; \alpha \in \Sigma_i, \; \xi \in R \rangle. \]

With a parabolic set of roots \( S_i \) we can naturally associate also an algebraic subgroup \( P_i \), which is called the maximal standard parabolic subgroup of \( G(\Phi, K) \); see [24,38]. By the very definition, \( P_i \) contains the Levi subgroup \( EP_i \), and is in fact its Zariski closure. The subgroup \( P_i \) also admits the Levi decomposition \( P_i = L_i \ltimes U_i \), where \( L_i = G(\Delta_i, R) \) is a reductive algebraic group of type \( \Delta_i \). The elementary subgroup of \( L_i \) coincides with \( EL_i = E(\Delta, R) \).

Together with the subgroups \( P_i \) and \( EP_i \), we shall consider also the opposite subgroups \( P_i^- \) and \( EP_i^- \), and their unipotent radical \( U_i^- \). These subgroups are defined similarly, only the root sets \( S_i \) and \( \Sigma_i \) are replaced by their opposite root sets. Set

\[ U_{ij} = U_i \cap U_j, \quad U_{ij}^- = U_i^- \cap U_j^- . \]

We describe the matrix realizations of parabolic subgroups. First, consider the case where \( \Phi = A_l \). We have \( E(\Phi, R) = E(n, R) \) for \( n = l + 1 \). In this case \( x_{\alpha_r}(\xi) = t_{r,r+1}(\xi) \). In the sequel, it will be handy to write elements of the group \( E(n, R) \) as block matrices, in accordance with the partition \( (s, r - s, n - r) \) of degree \( n \). In particular, arbitrary elements \( p \in P_r \) and \( q \in P_s \) have the form

\[ p = \begin{pmatrix} p_{11} & p_{12} & p_{13} \\ p_{21} & p_{22} & p_{23} \\ 0 & 0 & p_{33} \end{pmatrix}, \quad q = \begin{pmatrix} q_{11} & q_{12} & q_{13} \\ 0 & q_{22} & q_{23} \\ 0 & q_{32} & q_{33} \end{pmatrix}. \]

The elements of the opposite parabolic subgroups \( p \in P_r^- \) and \( q \in P_s^- \) have the form

\[ p = \begin{pmatrix} p_{11} & p_{12} & 0 \\ p_{21} & p_{22} & 0 \\ p_{31} & p_{32} & p_{33} \end{pmatrix}, \quad q = \begin{pmatrix} q_{11} & 0 & 0 \\ q_{21} & q_{22} & q_{23} \\ q_{31} & q_{32} & q_{33} \end{pmatrix}. \]
whereas the elements of the Levi subgroups $p \in L_r$, $q \in L_s$ have the form

$$p = \begin{pmatrix}
p_{11} & p_{12} & 0 \\
p_{21} & p_{22} & 0 \\
0 & 0 & p_{33}
\end{pmatrix}, \quad q = \begin{pmatrix}
q_{11} & 0 & 0 \\
0 & q_{22} & q_{23} \\
0 & q_{32} & q_{33}
\end{pmatrix}.$$ 

On the other hand, for the same partition the unipotent radicals are of the form

$$U_r = \begin{pmatrix}
e & 0 & * \\
0 & e & * \\
0 & 0 & e
\end{pmatrix}, \quad U_s = \begin{pmatrix}
e & * & * \\
0 & e & 0 \\
0 & 0 & e
\end{pmatrix}, \quad U_{rs} = \begin{pmatrix}
e & 0 & * \\
0 & e & 0 \\
0 & 0 & e
\end{pmatrix},$$

whereas the opposite unipotents radicals are of the form

$$U_{r}^{-} = \begin{pmatrix}
e & 0 & 0 \\
0 & e & 0 \\
* & * & e
\end{pmatrix}, \quad U_{s}^{-} = \begin{pmatrix}
e & 0 & 0 \\
* & e & 0 \\
* & 0 & e
\end{pmatrix}, \quad U_{rs}^{-} = \begin{pmatrix}
e & 0 & 0 \\
0 & 0 & e \\
* & 0 & e
\end{pmatrix},$$

respectively.

An explicit matrix form of the relevant maximal parabolic subgroups in symplectic and orthogonal groups will be reproduced in §§8, 9.

§4. Stability conditions

Here, we describe the stability conditions used in the present paper. The simplest and most commonly known among these conditions is the usual stable rank, introduced by Hyman Bass in 1964; see [22].

A row $(a_1, \ldots, a_n) \in \mathbb{R}^n$ is said to be unimodular if its components $a_1, \ldots, a_n$ generate $\mathbb{R}$ as a right ideal,

$$a_1 R + \cdots + a_n R = \mathbb{R},$$
or, what is the same, if there exist $b_1, \ldots, b_n \in \mathbb{R}$ such that

$$a_1 b_1 + \cdots + a_n b_n = 1.$$ 

The stable rank of the ring $\mathbb{R}$ is the smallest $n$ such that every unimodular row $(a_1, \ldots, a_n+1)$ of length $n+1$ is stable. In other words, there exist elements $b_1, \ldots, b_n \in \mathbb{R}$ such that the row

$$(a_1 + a_n+1 b_1, a_2 + a_n+1 b_2, \ldots, a_n + a_n+1 b_n)$$
of length $n$ is unimodular. If no such $n$ exists, we write $sr(\mathbb{R}) = \infty$. Bass denoted stability of unimodular rows of length $n+1$ by $SR_{n+1}(\mathbb{R})$. It is easily seen that condition $SR_m(\mathbb{R})$ implies condition $SR_n(\mathbb{R})$ for all $n \geq m$, so that the stable rank is well defined: if $n > sr(\mathbb{R})$, then every unimodular row of length $n$ is stable.

Clearly, when $n > sr(\mathbb{R}) + 1$, the process of shortening a unimodular row can be iterated. Thus, the following lemma is obvious; its proof can be found, e.g., in [9].

**Lemma 1.** Let $n > m \geq sr(\mathbb{R})$, and let $(a_1, \ldots, a_n) \in \mathbb{R}^n$ be a unimodular row of length $n$. Then there exists a matrix $b = (b_{ij}) \in M(n-m, m, \mathbb{R})$ such that the row

$$(a_1, \ldots, a_m) + (a_{m+1}, \ldots, a_n)b$$
is unimodular.

The most familiar variation of stable rank that works for other classical groups is the absolute stable rank. For commutative rings, this condition was introduced by David Estes and Jack Ohm [28], whereas Michael Stein [50] discovered its relevance in the study of orthogonal groups and exceptional groups. See also [37, 45, 46, 47, 13, 15, 12] for estimates of the absolute stable rank, and its noncommutative generalizations.
For a row \((a_1, \ldots, a_n) \in nR\), we denote by \(J(a_1, \ldots, a_n)\) the intersection of the maximal ideals of \(R\) containing \(a_1, \ldots, a_n\). In particular, a row is unimodular if and only if \(J(a_1, \ldots, a_n) = R\).

A commutative ring \(R\) is said to satisfy condition \(\text{ASR}_{n+1}\) if for any row \((a_1, \ldots, a_{n+1})\) of length \(n+1\) there exist elements \(b_1, \ldots, b_n \in R\) such that
\[
J(a_1 + a_{n+1}b_1, \ldots, a_n + a_{n+1}b_n) = J(a_1, \ldots, a_{n+1}).
\]

It is easy to show that condition \(\text{ASR}_{n+1}\) implies condition \(\text{ASR}_n\) for all \(n \geq m\). The absolute stable rank \(\text{asr}(R)\) of the ring \(R\) is the smallest natural \(n\) for which condition \(\text{ASR}_{n+1}(R)\) is fulfilled. Clearly, \(\text{sr}(R) \leq \text{asr}(R)\).

Next, following Bak, Petrov, and Tang, we define the stable rank of a form ring. Namely, let \(R\) be an arbitrary associative ring with 1, and let \(h : a \mapsto \bar{a}\) be an anti-involution with symmetry \(\lambda\). In other words, \(\bar{a} = \lambda a \bar{\lambda}\). Let \(\Lambda\) be some \(\lambda\)-form parameter of the ring \(R\). The ring \(R\) together with an anti-involution and a form parameter is called a form ring; see [11, 12, 18, 22, 23, 31, 32, 35].

In the present section, it is convenient to assume that the columns of a matrix in \(M(n, R)\) are numbered as \(-n, \ldots, -1\), while the rows are numbered in the usual way. Define an involution on \(M(n, R)\) as follows: for \(a \in M(n, R)\), set \(a \mapsto \bar{a} = a'_{-j}, -j\), where \(a'_{i, j} = a_{-i, -j}\). Let \(M_n(\bar{\Lambda})\) denote the set of matrices \(b \in M(n, R)\) such that \(b = -\bar{\lambda} \cdot \bar{b}\) and, moreover, \(b_{i, -j} \in \bar{\Lambda}\) for all \(i = 1 \ldots n\).

By definition, the ring \(R\) satisfies the stability condition \(\Lambda S_m\) if \(\text{sr}(R, \Lambda) \leq m\) and, moreover, for any unimodular row
\[
a = (a^+, a^-) = (a_1, \ldots, a_{m+1}, a_{-(m+1)}, \ldots, a_{-1})
\]
of length \(2(m + 1)\) there exists a matrix \(b \in M_{m+1}(\bar{\Lambda})\) such that \(a^+ b + a^-\) is a unimodular row of length \(m + 1\).

**Lemma 2.** Condition \(\Lambda S_m\) implies \(\Lambda S_n\) for \(n > m\).

In particular, this lemma allows us to define the stable rank \(\text{sr}(R, \Lambda)\) of a form ring \(R\) as the smallest \(n\) such that \(\Lambda S_n\) is satisfied.

The above definition was first introduced by Bak and Tang in their paper [20], in the context of Hermitian groups, and was subsequently used by Petrov in his study of generalized unitary groups (which simultaneously cover the usual unitary and Hermitian groups) in his Thesis [12].

Now, we recall the interrelations of \(\Lambda S_m\) with other stability conditions studied previously.

A form ring \(R\) is said to satisfy condition \(\Lambda \text{US}_m\) if \(\text{sr}(R, \Lambda) \leq m\) and for any unimodular column \(u \in R^{2m}\) there exists a column \(v \in R^{2m}\) such that \(v^t H_{2m} u = 1\) and \(v^t f_{2m} v \in \Lambda\).

The proof of the following result can be found in [12, 20].

**Lemma 3.** Condition \(\Lambda S_m\) is satisfied in any of the following cases:

- condition \(\text{ASR}_m\) is fulfilled,
- condition \(\Lambda \text{US}_m\) is fulfilled.

In the special case where the ring \(R\) is commutative, the involution \(h\) equals \(x \mapsto -x\), and \(\Lambda = 0\), we have
\[
\text{sr}(R, R) = \text{usr}(R, R) = \text{sr}(R).
\]

Thus, for the symplectic group the usual stable rank condition suffices in the statements of all results.

Now we turn to the opposite case, where the ring is \(R\) commutative, the involution \(h\) equals \(x \mapsto -x\), and \(\Lambda = 0\). If we view \((R^n, q)\) as a quadratic space, the unitary group of
this space in the sense of [20] coincides with the orthogonal group SO(n, R) as defined above.

For the future use (rather than for the use in the present paper), we observe that the multiple stable rank condition introduced by Wilberd van der Kallen [33] is also described quite naturally in terms of the action of the unipotent radical of the maximal parabolic subgroup \( P_m \) in \( \text{SL}(n, R) \). In these terms, the usual stable rank corresponds to the special case where \( P_m = P_1 \).

§5. THE ACTION OF UNIPOTENT RADICALS

Here, we specify the interrelation of the stability conditions introduced in the preceding section with the action of unipotent radicals of parabolic subgroups.

**Lemma 4.** Suppose the ring \( R \) satisfies condition \( \Lambda S_{m-1} \), where \( \Lambda = 0 \) and the involution is defined by \( x = -x \). Then for every unimodular row
\[
(u_1, \ldots, u_m, u_0, u_{-m}, \ldots, u_{-1})
\]
we can find a matrix \( g \in E(B_m, R) \) of the form
\[
\begin{pmatrix}
e & * & * \\
0 & 1 & * \\
0 & 0 & e
\end{pmatrix}
\]
such that the row \((v_{-m}, \ldots, v_{-1})\) consisting of the components of the vector \( v = gu \) is unimodular.

**Proof.** Since \( sR \leq m \) by assumption, there exist \( a_{-m}, \ldots, a_{-1} \) such that the row
\[
(u_1, \ldots, u_m, u_{-m} + a_{-m}u_0, \ldots, u_{-1} + a_{-1}u_0)
\]
is unimodular. Consider
\[
g_1 = \prod_{i=-m}^{-1} T_{0,i}(a_i), \quad u' = g_1 u;
\]
then the row \((u'_1, \ldots, u'_m, u'_{-m}, \ldots, u'_{-1})\) is also unimodular. It remains to take a skew persymmetric matrix \( b \in M_m(R) \) such that
\[
(u'_1, \ldots, u'_m)b + (u'_{-m}, \ldots, u'_{-1})
\]
is unimodular, and set
\[
g_2 = \begin{pmatrix} e & 0 & b \\
0 & 1 & 0 \\
0 & 0 & e
\end{pmatrix} = \prod_{1 \leq i < j \leq m} T_{i,j}(b_{i,j}), \quad v = g_2 u'.
\]
Clearly, \( g = g_1g_2 \) is the desired matrix. \( \square \)

**Lemma 5.** Suppose the ring \( R \) satisfies the condition \( sR \leq m \). Then for every unimodular row \((u_1, \ldots, u_m, u_{-m}, \ldots, u_{-1})\) we can find a matrix \( g \in E(C_m, R) \) of the form \( g = \begin{pmatrix} e & * \\
0 & e
\end{pmatrix} \) such that the row \((v_{-m}, \ldots, v_{-1})\) consisting of the components of the vector \( v = gu \) is unimodular.

**Proof.** We view the commutative ring \( R \) as a form ring with the trivial involution and the form parameter \( \Lambda = R \). Clearly, when \( \Lambda = R \), \( \Lambda US_m \) follows from the condition \( sR \leq m \). Thus, by Lemma 2, the ring \( R \) satisfies condition \( \Lambda S_m \). Then there is a
persymmetric matrix $b$ such that $(u_1, \ldots, u_m)b + (u_{-m}, \ldots, u_{-1})$. As a required $g$ we can take

$$g = \prod_{1 \leq i \leq j \leq m} T_{i,j}(b_{i,j}).$$

\[\square\]

\section{The basic reduction}

In the present section we show that, modulo some common knowledge from the theory of algebraic groups, the proof of our main theorems can be reduced to the existence of some subsets in parabolic subgroups, with the following properties.

- On one hand, replacing parabolic subgroups by these subsets, we do not change the factorization.
- On the other hand, modulo this replacement, the verification that the above decomposition withstands multiplication by root subgroups becomes much easier technically.

The following obvious fact drastically simplifies all subsequent calculations. Its proof immediately follows from the Chevalley commutator formula.

\textbf{Lemma 6.} For each $1 \leq i \leq l$, the group $E(\Phi, R)$ is generated by the elementary parabolic subgroup $EP_i$ and the root subgroup $X_{-\alpha_i}$.

Thus, to verify that a nonempty subset $Y \subseteq E(\Phi, R)$ coincides with the whole group $E(\Phi, R)$, it suffices to check that $EP_i \cdot Y \subseteq Y$ and $X_{-\alpha_i}Y \subseteq Y$.

A similar result is valid for parabolic subgroups themselves, under some additional assumptions that guarantee surjective stability for $K_1$. Observe that the proof of injective stability for $K_1$ merely relies on (some special cases of) Theorem 1, which depends on Lemma 6. This theorem invokes no stability conditions whatsoever. Theorem 2 is never used in this proof. The only place in the proof of Theorem 1 that invokes stability conditions is the construction of the set $\tilde{P}$ in the following three sections.

\textbf{Lemma 7.} Suppose $1 \leq i \leq l$ and one of the following conditions is fulfilled:

- $sr(R) \leq \max(i-1, l-i)$ for $\Phi = A_l$;
- $sr(R) \leq l-i$ for $\Phi = C_l$, $i \leq l-1$;
- $\Lambda s_{l-s}$ for $\Phi = B_l, D_l$, $i \leq l-1$.

Then $G$ is generated by the subgroups $P_i$ and $X_{-\alpha_i}$.

\textbf{Proof.} Observe that the subgroup generated by $P_i$ and $X_{-\alpha_i}$ contains $E(\Phi, R)$, and therefore coincides with $G(\Phi, R)$, whenever the stability homomorphism

$$\phi : K_1(\Delta_i, R) \to K_1(\Phi_i, R)$$

is surjective. It remains to observe that the system $\Psi = \Phi_{l-i}$ (and if $\Phi = A_l$, the system $\Psi = A_{l-1}$) naturally embeds in $\Delta_i$. Now, Theorem 3 of \cite{12} implies that the stability homomorphism $K_1(\Psi, R) \to K_1(\Phi_i, R)$ is surjective under the above assumption on the ring $R$. \textit{A fortiori}, the homomorphism $\phi$ is also surjective under the same assumption. \[\square\]

The following claims are the key steps in the proofs of Theorems 1 and 2, respectively. Observe that their proofs do not invoke anything whatsoever, apart from the simplest general facts, such as the Levi decomposition for parabolic subgroups! Namely, fix some $1 \leq i, j \leq l$ and consider the products on the right-hand sides of the factorizations we need to prove to establish Theorems 1 and 2:

$$EY_{ij} = EP_i \cdot U_{ij}^{-1} \cdot EP_j, \quad Y_{ij} = P_iU_{ij}^{-1}P_j.$$
Lemma 8. Suppose that there exists a subset $\tilde{P} \subseteq EP_i$ with the following properties.

- For every $q \in EP_i$ there exists an element $x \in EL_i \cap EP_j$ such that $qx \in \tilde{P}$.
- The inclusion $X_{-\alpha_i}\tilde{P} \subseteq EP_i \cdot EP_j^{-1}$ holds.

Then

$$X_{-\alpha_i} \cdot EY \subseteq EY.$$  

Lemma 9. Suppose that there exists a subset $\tilde{P} \subseteq P_i$ with the following properties.

- For every $q \in P_i$ there exists an element $x \in EL_i \cap EP_j$ such that $qx \in \tilde{P}$.
- The inclusion $X_{-\alpha_i}\tilde{P} \subseteq P_i \cdot EP_j^{-1}$ holds.

Then

$$X_{-\alpha_i} Y \subseteq Y.$$  

The proofs of Lemmas 8 and 9 are quite similar. As a pattern, we present a proof of the slightly more difficult Lemma 9.

Proof. Express an arbitrary element $y \in Y$ in the form $y = qu_p$, where $q \in P_i$, $u \in U_{ij}^-$, and $p \in P_j$. By the first assumption of the lemma, there exists $x \in EL_i \cap EP_j$ such that $qx \in \tilde{P}$. We rewrite $y$ in the form $y = (qx)(x^{-1}ux)(x^{-1}p)$. Obviously, $x^{-1}ux \in U_i^-$, whence

$$y \in U_{ij}^- P_j = U_{ij}^- (U_i^- \cap L_j) P_j = U_{ij}^- P_j.$$  

This implies that $Y \subseteq U_{ij}^- P_j$. To complete the proof, it only remains to write

$$X_{-\alpha_i} Y \subseteq X_{-\alpha_i} U_{ij}^- P_j \subseteq P_i \cdot EP_j^{-1} \cdot U_i^- P_j = P_i P_j^{-1} P_j = P_i (U_j^- \cap L_i) U_{ij}^- L_j P_j = Y. \quad \square$$

§7. The use of stability conditions in the case where $\Phi = A_l$

We define $\tilde{P}$ as the set of all matrices $g \in P_r$ such that the row

$$(g_{r,s+1}, g_{r,s+1}, \ldots, g_{r,r})$$

is unimodular. In other words, $\tilde{P}$ is the set of all matrices $g \in P_r$ such that, upon writing $g$ in the block form,

$$g = \begin{pmatrix} g_{11} & g_{12} & g_{13} \\ g_{21} & g_{22} & g_{23} \\ 0 & 0 & g_{33} \end{pmatrix},$$

the last row of the block $g_{22}$ is unimodular.

Lemma 10. Let $sr(R) \leq r - s$. Then for every $p \in P_r$ there exists an element $x \in EL_r \cap EP_s$ such that $px \in \tilde{P}$.

Proof. Take a matrix $p \in P_r$ and express it as a block matrix in accordance with the partition $(s, r - s, n - r)$:

$$p = \begin{pmatrix} g_{11} & g_{12} & g_{13} \\ g_{21} & g_{22} & g_{23} \\ 0 & 0 & g_{33} \end{pmatrix}. $$

Clearly, the block matrix $\begin{pmatrix} g_{11} & g_{12} \\ g_{21} & g_{22} \end{pmatrix}$ is invertible. In particular, its last row $(g_{r,1}, \ldots, g_{r,r})$ is unimodular.

Lemma 1 implies that there exists a matrix $a \in M(s, r - s, R)$ such that the row

$$(g_{r,1}, \ldots, g_{r,s})a + (g_{r,s+1}, \ldots, g_{r,r})$$
is a unimodular row of length $r - s$. Now, we can set

$$x = \begin{pmatrix} e & a & 0 \\ 0 & e & 0 \\ 0 & 0 & e \end{pmatrix} \in \text{EL}_r \cap U_s.$$ 

Recall that a matrix of the form $e + u\xi v$, where $u \in R^n$, $v \in {}^n R$, $\xi \in R$, and $vu = 0$ is called a transvection. Each elementary transvection in $E(n, R)$ is also a transvection in this more general sense, $t_{ij}(\xi) = e + e_i\xi f_j$. The following Whitehead type lemma is obvious and well known. Essentially, it can be traced back to Bass’ paper [22], and the proof can be found, e.g., in [51, Lemma 3].

**Lemma 11.** Let $u \in R^n$ and $v \in {}^n R$ be a column and a row such that $vu = 0$. Assume that either $u$ or $v$ has at least one zero component. Then for any $\xi \in R$ the transvection $e + u\xi v$ belongs to $E(n, R)$.

**Lemma 12.** For every $p \in \tilde{P}$ there exists an element $x \in \text{EP}^-_s \cap \text{EP}_r$ such that

$$(X_{-\alpha_r})^p \subseteq \text{EP}_s.$$ 

**Proof.** Suppose $p \in \tilde{P}$ and $x_{-\alpha}(\xi) \in X_{-\alpha_r}$. By the very definition of $\tilde{P}$, there exist $c_{s+1}, \ldots, c_r$ such that

$$\sum_{i=s+1}^r c_ip_{r,i} = 1.$$ 

Therefore, multiplying $p$ by the corresponding element $x \in \text{EP}^-_s \cap \text{EP}_r$, we can make the entries $w_{r,1}, \ldots, w_{r,s}$ and the entry $w_{r,i+1}$ of the matrix $w = px$ to be zero. Now, set $u = w_{s,r+1}$ and $v = w_{r,s}$. To check that the matrix $x_{-\alpha}(\xi)^w$ lies in $\text{EP}_s$, we express it as follows:

$$w^{-1}x_{-\alpha}(\xi)w = e + u\xi v = (e + \tilde{u}\xi v)\prod_{i=1}^s \prod_{j=s+1}^n t_{i,j}(w_{i,r+1}^\prime \xi w_{r,j}),$$ 

where $\tilde{u} = u - \sum_{i=1}^s w_{i,r+1}^\prime e_i$. The second factor lies in $U_s$, and it only remains to observe that the first factor is a transvection, which lies in $\text{EL}_s$ by Lemma 11, because

$$\tilde{u}_1 = \cdots = \tilde{u}_s = v_1 = \cdots = v_s = v_{l+1} = 0.$$ 

**Proof of Theorems 1 and 2 for $\Phi = A_1$.** Let $EY = EY_{rs}$, $Y = Y_{rs}$. We want to prove that $EY = E$, $Y = G$. Observe that for this it suffices to verify the inclusions $E \cdot EY \subseteq EY$, $G \cdot Y \subseteq Y$. Next, observe that, by Lemma 6, the group $E(\Phi, R)$ is generated by $\text{EP}_r$ and $X_{-\alpha_r}$, while Lemma 7 guarantees that under our assumptions on the ring $R$ the group $G(\Phi, R)$ is generated by $P_r$ and $X_{-\alpha_r}$. Thus, it only remains to verify the inclusions $gY \subseteq Y$, $gEY \subseteq EY$ for the above generators $g$ of the groups $E(\Phi, R)$ and $G(\Phi, R)$, respectively. Since $\text{EP}_r$ and $P_r$ are subgroups, it suffices to check that $X_{-\alpha_r}EY \subseteq EY$ and $X_{-\alpha_r}Y \subseteq Y$.

Observe that, since $x \in \text{EP}^-_s \cap \text{EP}_r$, for every $p \in \tilde{P}$ the inclusion $(X_{-\alpha_r})^p \subseteq \text{EP}_s$ established in Lemma 12 implies the identities

$$x_{-\alpha_r}(\xi)p \in \text{EP}_r \cdot \text{EP}_s \cdot \text{EP}^-_s = (\text{EP}_r \cdot U_s)(\text{EL}_s \cdot \text{EP}^-_s) = \text{EP}_r \cdot \text{EP}^-_s.$$ 

To conclude the proof, it only remains to apply Lemmas 7 and 8 to the subsets $\tilde{P} \cap \text{EP}_r$ and $\tilde{P}$. 

\begin{flushright} $\blacksquare$ \end{flushright}
§8. The use of stability conditions in the cases where $\Phi = B_l, C_l,$ and $D_l,$ 
\{r, s\} \neq \{l - 1, l\}

Below, we assume that $1 \leq s < r \leq l - 1$ for $\Phi = B_l, C_l$. The existence of an outer 
automorphism switching the roots $\alpha_t$ and $\alpha_{t-1}$ implies that, when considering the case 
of $\Phi = D_l$, we can drop the analysis of all cases where $s \leq l - 2$ and $r = l - 1$, assuming 
that $s \leq l - 2$, $r = l$.

In the sequel it will be convenient to express an arbitrary element $g \in E(\Phi, R)$ in the 
block form, and to fix the notation for the corresponding blocks. For $\Phi = C_l, D_l$, we use 
the partition $(s, r - s, l - r, l - r, r - s, s)$:

$$
\begin{pmatrix}
  g_{1,1} & g_{1,2} & g_{1,3} & g_{1,-3} & g_{1,-2} & g_{1,-1} \\
  g_{2,1} & g_{2,2} & g_{2,3} & g_{2,-3} & g_{2,-2} & g_{2,-1} \\
  g_{3,1} & g_{3,2} & g_{3,3} & g_{3,-3} & g_{3,-2} & g_{3,-1} \\
  g_{-3,1} & g_{-3,2} & g_{-3,3} & g_{-3,-3} & g_{-3,-2} & g_{-3,-1} \\
  g_{-2,1} & g_{-2,2} & g_{-2,3} & g_{-2,-3} & g_{-2,-2} & g_{-2,-1} \\
  g_{-1,1} & g_{-1,2} & g_{-1,3} & g_{-1,-3} & g_{-1,-2} & g_{-1,-1}
\end{pmatrix}
$$

On the other hand, for $\Phi = B_l$ all matrices will be partitioned into blocks in accordance 
with the partition $(s, r - s, l - r, l - r, r - s, s)$:

$$
\begin{pmatrix}
  g_{1,1} & g_{1,2} & g_{1,3} & g_{1,0} & g_{1,-3} & g_{1,-2} & g_{1,-1} \\
  g_{2,1} & g_{2,2} & g_{2,3} & g_{2,0} & g_{2,-3} & g_{2,-2} & g_{2,-1} \\
  g_{3,1} & g_{3,2} & g_{3,3} & g_{3,0} & g_{3,-3} & g_{3,-2} & g_{3,-1} \\
  g_{0,1} & g_{0,2} & g_{0,3} & g_{0,0} & g_{0,-3} & g_{0,-2} & g_{0,-1} \\
  g_{-3,1} & g_{-3,2} & g_{-3,3} & g_{-3,0} & g_{-3,-3} & g_{-3,-2} & g_{-3,-1} \\
  g_{-2,1} & g_{-2,2} & g_{-2,3} & g_{-2,0} & g_{-2,-3} & g_{-2,-2} & g_{-2,-1} \\
  g_{-1,1} & g_{-1,2} & g_{-1,3} & g_{-1,0} & g_{-1,-3} & g_{-1,-2} & g_{-1,-1}
\end{pmatrix}
$$

In what follows, all references to blocks of all occurring matrices should be understood 
in accordance with these partitions.

In the cases where $\Phi = C_l, D_l$, the elements $p \in P_s$, $q \in P_r$ have the form

$$
p = \begin{pmatrix}
  \ast & \ast & \ast & \ast & \ast \\
  0 & \ast & \ast & \ast & \ast \\
  0 & \ast & \ast & \ast & \ast \\
  0 & \ast & \ast & \ast & \ast \\
  0 & 0 & 0 & 0 & \ast
\end{pmatrix}, \quad q = \begin{pmatrix}
  \ast & \ast & \ast & \ast & \ast \\
  \ast & \ast & \ast & \ast & \ast \\
  0 & 0 & \ast & \ast & \ast \\
  0 & 0 & 0 & \ast & \ast \\
  0 & 0 & 0 & \ast & \ast
\end{pmatrix}
$$

For $\Phi = B_l$, these elements have a similar form, with additional vertical and horizontal 
strips of width 1 in the middle.

Obviously, when $r = l$, the above partitions become $(s, l - s, l - s, s)$ and $(s, l - s, 1, 
l - s, s)$, respectively. In other words, the horizontal and vertical strips with indices $\pm 3$ 
disappear. As an example, we reproduce the shape of the elements $p \in P_s$, $q \in P_l$ in the 

$$
p = \begin{pmatrix}
  \ast & \ast & \ast & \ast \\
  0 & \ast & \ast & \ast \\
  0 & \ast & \ast & \ast \\
  0 & \ast & \ast & \ast \\
  0 & 0 & 0 & \ast
\end{pmatrix}, \quad q = \begin{pmatrix}
  \ast & \ast & \ast & \ast \\
  \ast & \ast & \ast & \ast \\
  0 & 0 & \ast & \ast \\
  0 & 0 & 0 & \ast \\
  0 & 0 & 0 & \ast
\end{pmatrix}
$$

We construct the set $\hat{P}$ satisfying the assumptions of Lemma 8. As $\hat{P}$ we take the set 
of all matrices $p \in P_s$ such that the row

$$(p_{-s-1,-r}, p_{-s-1,-r+1}, \ldots, p_{-s-1,-s-1})$$
is unimodular. In terms of the block partitions above, \( \tilde{P} \) can be characterized as the set of all matrices in \( P_s \) such that the last row of the block \( p^{-2,-2} \) is unimodular.

**Lemma 13.** Assume that \( R \) satisfies the stability conditions occurring in Theorem 1. Then for every \( p \in P_s \) there exists an element \( x \in EL_s \cap EP_r \) such that \( px \in \tilde{P} \).

**Proof.** For a given matrix \( p \in P_s \), the row

\[
(p_{-s-1,s+1}, \ldots, p_{-s-1,-s-1})
\]

is unimodular, being the last row of its central block in the above block form of \( p \).

Using the definition of the stable rank of form rings for \( \Phi = D_t \), Lemma 5 for \( \Phi = C_t \), or Lemma 4 for \( \Phi = B_t \), we can find a matrix \( x \in EL_s \cap EP_r \) such that the last row of the block matrix \( ((px)^{-2,-3}, (px)^{-2,-2}) \) is unimodular.

Now, if \( r < l \), we need to additionally invoke the usual stable rank condition \( sr(R) \leq r - s \). By Lemma 1, there is a matrix \( b \in M(l - r, r - s, R) \) such that the last row of the matrix \( (px)^{-2,-3}b + (px)^{-2,-2} \) is unimodular. Denote by \( y \) the matrix in \( EL_s \cap EP_r \) that only differs from the identity matrix in the blocks \( y^{-3,-2} \) and \( y^{3,3} \), with \( y^{-3,-2} = b \). It follows that the last row of the block \( (pxy)^{-2,-2} \) is unimodular.

\[\square\]

**Lemma 14.** We have

\[
X_{-\alpha_s} \tilde{P} \subseteq P_s \cdot EP_r^-,
\]

\[
X_{-\alpha_s} (\tilde{P} \cap EP_s) \subseteq EP_s \cdot EP_r^-.
\]

**Proof.** Let \( p \in \tilde{P} \), and let \( x_{-\alpha_s}(\xi) \in X_{-\alpha_s} \). Denote the last row of the block \( q^{-2,-2} \) by \( u \). By the very definition of \( \tilde{P} \), we can find a column \( c \in R^{r-s} \) such that \( uc = 1 \). Thus, adding columns with indices \(-r, \ldots, -s-1\) to the columns with indices \(-s, \ldots, -1\), we can make all entries at the corresponding positions of the \(-(s+1)\)st row to become zero. These additions can be interpreted as multiplication of the matrix \( p \) by a certain matrix \( y \in EL_r \cap U_s \) on the right.

Thus, the last row of the block \( (py)^{-2,-1} \) is zero. Next, we use the Levi decomposition of the element \( py \),

\[
py = p_1 p_2, \quad p_1 \in U_s, \quad p_2 \in L_s.
\]

It is easily seen that the last row of the block \( p_1^{-2,-1} \) and the first column of the block \( p_1^{-1,2} \) are zero.

Now, set \( x = x_{-\alpha_s}(\xi) \in X_{-\alpha_s} \) and consider the product

\[
x(py) = x(p_1 p_2) = (xp_1 x^{-1}) p_2 (p_2^{-1} xp_2).
\]

It is immediate that the first factor of the above product is contained in \( EP_s \), the second factor \( p_2 \) is contained in \( P_s \), while the third is contained in \( U_s^- \), because \( U_s^- \subseteq P_s^- \). It follows that

\[
xp \in P_s (U_s^- \cdot EL_r) \subseteq P_s \cdot EP_r^-.
\]

The second inclusion is proved similarly, with the only difference that \( p_2 \in EL_s \), which implies that \( xp \in EP_s \cdot EP_r^- \). This completes the proof of the lemma. \[\square\]

**Proof of Theorems 1 and 2** for \( \Phi = B_t, C_t, D_t \). Let \( EY = EY_{sr}, Y = Y_{sr} \). By Lemma 6, the group \( E(\Phi, R) \) is generated by \( EP_s \) and \( X_{-\alpha_s} \). The assumptions on the ring \( R \) in Theorem 2 imply that we can apply Lemma 7 and, consequently, \( G(\Phi, R) \) is generated by \( P_s \) and \( X_{-\alpha_s} \).

It follows that, as in the proof for the \( A_t \) case, it only remains to verify that \( X_{-\alpha_s} \cdot EY \subseteq EY \) and \( X_{-\alpha_s} Y \subseteq Y \), but these inclusions immediately follow from Lemmas 8, 13, and 14. \[\square\]
§9. The use of stability conditions in the case where \( \Phi = D_l, s = l - 1, r = l \)

To complete the proof of Theorems 1 and 2, it only remains to consider the case of the maximal parabolic subgroups in the group of type \( D_l \) corresponding to the last two fundamental roots. In the analysis of this case we shall write all matrices in the block form in accordance with the partition \( (l − 1, 1, 1, l − 1) \). Thus, a matrix \( g \in E(D_l, R) \) is partitioned as

\[
\begin{pmatrix}
  g^{1,1} & g^{1,2} & g^{1,-2} & g^{1,-1} \\
  g^{2,1} & g^{2,2} & g^{2,-2} & g^{2,-1} \\
  g^{-1,1} & g^{-1,2} & g^{-1,-2} & g^{-1,-1}
\end{pmatrix}
\]

In this notation, the elements \( p \in P_s, q \in P_r \) have the form

\[
p = \begin{pmatrix}
  * & * & * & * \\
  0 & 0 & * & * \\
  * & * & * & * \\
  0 & 0 & 0 & * 
\end{pmatrix}, \quad q = \begin{pmatrix}
  * & * & * & * \\
  * & * & * & * \\
  0 & 0 & 0 & * 
\end{pmatrix},
\]

whereas the elements \( x \in L_s \cap P_r \) and \( y \in L_r \cap P_s \) have the form

\[
x = \begin{pmatrix}
  * & 0 & * & 0 \\
  0 & 0 & * & 0 \\
  0 & 0 & * & 0 \\
  0 & 0 & 0 & * 
\end{pmatrix}, \quad y = \begin{pmatrix}
  * & * & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & * & 0 \\
  0 & 0 & 0 & 0 
\end{pmatrix}.
\]

By definition, the set \( \widehat{P} \) consists of the matrices \( p \in P_s \) for which the entry \( p_{-l,-l} \) is invertible. The proof of Theorem 1 itself in this case does not differ from that in the previous section, once we prove the analogs of Lemmas 13 and 14.

**Lemma 15.** Assume that \( sr R \leq 1 \). Then for every \( p \in P_s \) there exists an element \( x \in EL_s \cap EP_r \) such that \( px \in \widehat{P} \).

**Proof.** Obviously, the row \( (p_{-l,1}, \ldots, p_{-l,l-1}, p_{-l,-l}) \) of length \( l \) is unimodular. By assumption, there exist \( c_1, \ldots, c_{l-1} \) such that the element

\[
p_{-l,-l} + \sum_{i=1}^{l-1} c_ip_{-l,i}
\]

is invertible. Setting

\[
x = \prod_{i=1}^{l-1} T_{i,-l}(c_i) \in EL_s \cap EP_r,
\]

we get \( px \in \widehat{P} \).

**Lemma 16.** We have

\[
X_{-\alpha_s} \widehat{P} \subseteq P_s \cdot EP_r, \quad X_{-\alpha_s}(\widehat{P} \cap EP_s) \subseteq EP_s \cdot EP_r.
\]

**Proof.** We fix \( p \in \widehat{P} \). By assumption, there exist \( c_{-(l-1)}, \ldots, c_{-1} \) such that, for

\[
y = \prod_{i=-(l-1)}^{-1} T_{-l,i}(c_i) \in EL_r \cap EP_s,
\]

we get \( (qy)^{-2,-1} = 0 \). Now the proof can be completed exactly as that of Lemma 14. \( \square \)
At this point, the proof of Theorems 1 and 2 for this last case is completed in exactly
the same way as in the previous section, with references to Lemmas 13 and 14 replaced
by references to Lemmas 15 and 16.

§10. Final remarks

Now we state several unsolved problems ultimately related to the results of the present
paper. First, let us speak of the possible generalizations.

We are positive that the present paper, together with \[11, 12, 19, 20, 39\], contains
all ingredients necessary to solve the following problem. Obviously, this will require
substantial technical efforts, to accommodate noncommutativity, nontrivial involution,
and nontrivial form parameter in the calculations.

Problem 1. Prove analogs of the Bass–Kolster and the Dennis–Vaserstein decomposi-
tions for arbitrary pairs of maximal parabolic subgroups in the generalized unitary groups
U(n, R, L).

As it seems, a complete solution of the following problem will be associated with more
severe technical difficulties.

Problem 2. Prove analogs of the Bass–Kolster and Dennis–Vaserstein decompositions
for arbitrary pairs of maximal parabolic subgroups in the exceptional Chevalley groups.

As of today, under natural stability conditions, the Dennis–Vaserstein type decom-
positions for exceptional groups are only established for some pairs of terminal parabolic
subgroups, and even for these cases definitive results are still not published \[42\]. The
proofs of these decompositions rely materially on the fact that the Levi subgroup of one
of the parabolic subgroups in question is of type A_{l-1}, and on the fact that the restric-
tion of the minimal representation of the exceptional group to G(A_{l-1}, R) has the vector
representation of the group SL(l, R) as a direct summand. The preceding publications
invoked the absolute stable rank, or even stronger stability conditions to establish similar
results \[50, 13, 14, 40, 41\]; see the survey \[52\] for further references regarding the use of
stability conditions in the theory of exceptional groups.

In reality, as we understand it today, the correct stability conditions are the higher
analogs of the stable rank of form rings, stated in terms of the action of unipotent
radicals of the maximal parabolic subgroups. However, for exceptional groups, most of
these conditions, in particular, all conditions for parabolic subgroups with the unipotent
radical of class at least 3, are new, and were never considered before. Thus, first we need
to study the conditions themselves, how they follow from the appropriate conditions on
dimension, the absolute stable rank, etc.

Next, we mention some possible applications of our results. An extremely hot topic in
group theory of the last decades are width estimates in terms of various systems of gener-
ators. For instance, there are dozens of papers where the width of elementary Chevalley
groups in elementary generators, commutators, and the like has been estimated. How-
ever, for general rings the width in so small generators is usually infinite.

In fact, to have a fair chance to get a finite width, not to say to obtain precise
bounds, one must consider terribly much larger generating sets. Below we cite two
typical examples where the use of parabolic factorizations can help to calculate width,
or obtain sharp estimates thereof, at least under appropriate stability conditions.

Problem 3. Let Δ ⊆ Φ. Calculate the width of E(Φ, R) in terms of gE(Δ, R)g−1,
g ∈ E(Φ, R).

Problem 4. Let Δ ⊆ Φ. Calculate the width of E(Φ, R) in wE(Δ, R)w−1, w ∈ W(Φ).
We also mention another possible application of parabolic factorizations, namely, to the classification of overgroups of the elementary parabolic subgroups in the style of [3, 4]. This problem is closely related also to the description of overgroups of the elementary Levi subgroups inside the parabolic subgroups themselves, obtained by Anastasia Stavrova in [48].

**Problem 5.** Describe the overgroups of $P(R)$ in $G(\Phi, R)$ in the case where $P$ is the (elementary) maximal parabolic subgroup of $G(\Phi, R)$.

Incidentally, it seems plausible that, with the use of representation theory, similar results can be obtained for arbitrary commutative rings, independently of stability conditions, at least when the ranks of all irreducible factors of the Levi subgroup of $P$ are not too small.

The present paper is a further elaboration of a theme that Eugene Plotkin, Mike Stein, Andrei Suslin, and the first author discussed in the Spring of 2001 in Evanstone, and in the Winter of 2002 in Ramat Gan. The main ideas of the present paper are variations of the marvelous themes invented by Mike and Andrei, and first appeared in our joint paper [12], which unfortunately remains unpublished. Eugene and the first author learned this stuff in 1976, from the preprint of [50], which Mike sent to Andrei, and from the paper [16] by Andrei and Marat Tulenbaev.

However, whereas [6] is literally an exercise on the themes of [16, 50], the present paper introduces an important new twist, which was simply not there at that time. Namely, it is the genuine stability condition, the stable rank of form rings, which appeared in the works by Anthony Bak, Victor Petrov, and Guoping Tang [19, 20, 12].
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