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Abstract. Conditions for the existence of solutions that are mean square bounded and periodic in \( \mathbb{R} \) are obtained for linear and weakly nonlinear stochastic Itô systems by using the Green function of the linear part of the systems.

Let \((\Omega, F, \mathbb{E})\) be a complete probability space, and let a standard \(m\)-dimensional Wiener process \(\{W(t): t \in \mathbb{R}\}\) be defined on \((\Omega, F, \mathbb{E})\). Assume that the components \(W_i(t), i = 1, \ldots, m,\) of the Wiener process are jointly independent Wiener processes defined on \( \mathbb{R} \).

Let \(F_t, t \in \mathbb{R}\), be the \(\sigma\)-algebra generated by the sets of the form

\[
\{W(s_2) - W(s_1): s_1 \leq s_2 \leq t\}.
\]

Then \(W(t)\) is measurable with respect to the flow \(F_t\) and \(W(t) - W(s)\) does not depend on \(F_s\) for \(s < t\).

Consider the following stochastic differential equation:

(1) \[ dx = f(t, x) dt + g(t, x) dW(t), \]

where \(t \in \mathbb{R}, x \in \mathbb{R}^n\), and the column-function \(f\) and \(n \times m\) matrix \(g\) are such that there exists a strongly unique solution of the equation.

An \(n\)-dimensional stochastic process \(x(t)\) is called a solution of equation (1) in \(\mathbb{R}\) if

1. the process \(x(t)\) is \(F_t\)-measurable for every \(t \in \mathbb{R}\);
2. the trajectories of \(x(t)\) are continuous with probability one;
3. for all \(-\infty < t_0 < t_1 < \infty\),
\[
\sup_{t_0 \leq t \leq t_1} \mathbb{E}|x(t)|^2 < \infty;
\]
4. for all \(-\infty < t_0 < t_1 < \infty\),

(2) \[ x(t) = x(t_0) + \int_{t_0}^{t} f(s, x(s)) \, ds + \int_{t_0}^{t} g(s, x(s)) \, dW(s) \]

with probability one. (We understand the first integral in (2) as the Riemann integral, while the second is the Itô integral.)

We are interested in finding conditions for the existence of solutions of equation (1) that are mean square bounded or periodic (stationary) in the case where the equation is linear or weakly nonlinear. Without loss of generality we assume that \(W(t)\) is one-dimensional. The proof for the multidimensional case is analogous.

Many authors study this problem (see, for example, [1, 2], where one can find further references). The difference between the settings in those papers and the one used in
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the current paper is that in [2], the matrix of the linear part is assumed to be constant or, if it is nonconstant, the equation is reduced to the matrix equation for the second moments. Rewriting the latter equation for every coordinate one obtains a system which has a higher order than the original system. Moreover, the conditions posed in [1, 2] on system (1) are given in terms of the system for the second moments. It is not easy to check those conditions, since the order of the system is quite large. Finally, the approach of [1, 2] works only for linear systems and is not applicable to the case of weakly nonlinear systems.

We consider the case where the matrix of the linear part is varying. The conditions for the boundedness and periodicity of solutions are given in terms of the initial system, which is more convenient in practice.

In what follows we need an auxiliary result allowing one to differentiate stochastic Itô integrals with respect to a parameter. To make calculations simpler we treat only the one-dimensional case; however, the changes for the multidimensional case are obvious.

**Lemma.** Let a function \( h(t, s) \) as well as its partial derivative \( h'_t(t, s) \) be continuous for all \( t \geq s \in \mathbb{R} \). Assume that \( f(t) \) is an \( F_t \)-measurable stochastic process such that

\[
\int_{-\infty}^{\infty} |h(t, s)|^2 \mathbb{E} |f(s)|^2 \, ds < \infty
\]

for all \( t \in \mathbb{R} \). If the integral

\[
\int_{-\infty}^{t} |h'_t(t, s)|^2 \mathbb{E} |f(s)|^2 \, ds
\]

converges uniformly with respect to \( t \in [t_1, t_2] \), where \( [t_1, t_2] \) is an arbitrary interval, then the stochastic integral

\[
y(t) = \int_{-\infty}^{t} h(t, s)f(s) \, dW(s)
\]

possesses the stochastic differential

\[
dy(t) = \left( \int_{-\infty}^{t} h'_t(t, s)f(s) \, dW(s) \right) dt + h(t, t)f(t) \, dW(t).
\]

**Remark 1.** The integral in (5) is understood as the mean square limit of the processes

\[
y_n(t) = \int_{-n}^{t} h(t, s)f(s) \, dW(s).
\]

The limit exists by (3). The main properties of the ordinary Itô integrals hold for integrals of this kind, too (see, for example, [2] or [4]).

**Remark 2.** The latter result is obtained in [3] p. 264 for a finite interval.

**Proof.** It is necessary to prove that

\[
y(t_2) - y(t_1) = \int_{t_1}^{t_2} \left( \int_{-\infty}^{t} h'_t(t, s)f(s) \, dW(s) \right) dt + \int_{t_1}^{t_2} h(t, t)f(t) \, dW(t)
\]

with probability one and for all \( t_1 < t_2 \). Let \( n > 0 \) be arbitrary and consider the proper stochastic integral

\[
y_n(t) = \int_{-n}^{t} h(t, s)f(s) \, dW(s).
\]

Condition (8) implies that

\[
\mathbb{E} |y_n(t) - y(t)|^2 \to 0, \quad n \to \infty.
\]
It follows from [3, p. 264] that

\[
y_n(t_2) - y_n(t_1) = \int_{t_1}^{t_2} \left( \int_{-\infty}^{t} h'_i(t, s) f(s) \, dW(s) \right) \, dt + \int_{t_1}^{t_2} h(t, t) f(t) \, dW(t)
\]

almost surely for the sequence of stochastic processes \(y_n(t)\), where \(t_1 < t_2\) are arbitrary numbers of the interval \([-n, t_0]\).

Fix arbitrary \(t_1, t_2 \in \mathbb{R}, n \in \mathbb{N}\), and choose \(t_0 \in \mathbb{R}\) such that \(t_1, t_2 \in [-n, t_0]\). Then

\[
E \left| y(t_2) - y(t_1) - \int_{t_1}^{t_2} \left( \int_{-\infty}^{t} h'_i(t, s) f(s) \, dW(s) \right) \, dt - \int_{t_1}^{t_2} h(t, t) f(t) \, dW(t) \right|^2
\]

\[
= E \left| y(t_2) - y_n(t_2) - y(t_1) + y_n(t_1) - \int_{t_1}^{t_2} \left( \int_{-\infty}^{t} h'_i(t, s) f(s) \, dW(s) \right) \, dt - \int_{t_1}^{t_2} h(t, t) f(t) \, dW(t) \right|^2
\]

\[
+ \int_{t_1}^{t_2} \left( \int_{-\infty}^{t} h'_i(t, s) f(s) \, dW(s) \right) \, dt + \int_{t_1}^{t_2} h(t, t) f(t) \, dW(t)
\]

\[
\leq 3 \left[ E |y(t_2) - y_n(t_2)|^2 + E |y(t_1) - y_n(t_1)|^2
\]

\[
+ E \int_{t_1}^{t_2} \left( \int_{-\infty}^{t} h'_i(t, s) f(s) \, dW(s) \right) \, dt
\]

\[
- \int_{t_1}^{t_2} \left( \int_{-\infty}^{t} h'_i(t, s) f(s) \, dW(s) \right) \, dt \right]^2
\]

The first two terms in (11) approach zero as \(n \to \infty\) by (9).

Now we estimate the last term in (11):

\[
E \left| \int_{t_1}^{t_2} \left( \int_{-\infty}^{t} h'_i(t, s) f(s) \, dW(s) \right) \, dt - \int_{t_1}^{t_2} \left( \int_{-\infty}^{t} h'_i(t, s) f(s) \, dW(s) \right) \, dt \right|^2
\]

\[
= E \left| \int_{t_1}^{t_2} \left( \int_{-\infty}^{t} h'_i(t, s) f(s) \, dW(s) \right) \, dt \right|^2
\]

\[
\leq E \left( \int_{t_1}^{t_2} \left| \int_{-\infty}^{t} h'_i(t, s) f(s) \, dW(s) \right| \, dt \right)^2
\]

\[
\leq (t_2 - t_1) \int_{t_1}^{t_2} E \left| \int_{-\infty}^{t} h'_i(t, s) f(s) \, dW(s) \right|^2 \, dt
\]

\[
= (t_2 - t_1) \int_{t_1}^{t_2} \left( \int_{-\infty}^{t} (h'_i)^2(t, s) \, dW(s) \right) \, dt
\]

\[
\leq (t_2 - t_1)^2 \sup_{t \in [t_1, t_2]} \int_{-\infty}^{t} (h'_i)^2(t, s) \, dW(s) \to 0
\]

as \(n \to \infty\). The latter relation holds, since integral (4) converges uniformly with respect to \(t \in [t_1, t_2]\). Thus the right-hand side of (11) approaches zero as \(n \to \infty\). This implies (7), whence the lemma follows.

Now we consider a linear nonhomogeneous system of Itô’s stochastic equations of the form

\[
dx = [A(t)x + \alpha(t)] + \beta(t) \, dW(t),
\]
where \( t \in \mathbb{R} \), \( A(t) \) is a continuous matrix bounded on \( \mathbb{R} \), and \( \alpha \) and \( \beta \) are continuous stochastic processes such that \( \alpha(t) \) and \( \beta(t) \) are \( F_t \)-measurable for every \( t \) and
\[
\sup_{t \in \mathbb{R}} \mathbb{E} |\alpha(t)|^2 < \infty, \quad \sup_{t \in \mathbb{R}} \mathbb{E} |\beta(t)|^2 < \infty.
\]
\[
(13)
\]
A set of stochastic processes satisfying these conditions is denoted by \( B \).

Then it is known (see, for example, \([3, \text{p. 234}]\)) that there exists a solution of the Cauchy problem \((12)\) with \( x(t_0) = x_0 \), where \( x_0 \) is an \( F_{t_0} \)-measurable random variable with a finite second moment. Moreover, the solution is unique for \( t \geq t_0 \) and possesses a finite second moment at every point \( t \geq t_0 \).

The following result gives conditions for the existence of solutions of equation \((12)\) that are mean square bounded on the whole axis.

**Theorem 1.** If a deterministic system
\[
\frac{dx}{dt} = A(t)x
\]
\[
(14)
\]
is exponentially stable in the sense of \([3, \text{p. 251}]\), then, whatever \( \alpha(t) \) and \( \beta(t) \) \( \in B \) are, system \((12)\) has a unique solution that is mean square bounded on the whole axis. Moreover, this solution is exponentially stable in the mean square sense (see \([6]\)).

**Proof.** Since the zero solution of system \((14)\) is exponentially stable, for all \( t \geq s \) there are positive constants \( K \) and \( \gamma \) such that
\[
||\Phi(t, s)|| \leq K \exp\{-\gamma(t - s)\},
\]
\[
(15)
\]
where \( \Phi(t, s) \) is the Cauchy matrix of system \((14)\). Denote by \( G(t, \tau) \) the Green function of system \((14)\). The Green function is of the form
\[
G(t, s) = \begin{cases} \Phi(t, 0)(\Phi(s, 0))^{-1}, & t \geq s, \\ 0, & t < s. \end{cases}
\]
\[
(16)
\]
The construction of the Green function and properties of fundamental matrices imply that \( G(t, s) = \Phi(t, s) \) for \( t \geq s \).

Let
\[
x^* = \int_{-\infty}^{t} \Phi(t, s)\alpha(s)\,ds + \int_{-\infty}^{t} \Phi(t, s)\beta(s)\,dW(s).
\]
\[
(17)
\]
Both integrals in \((17)\) exist, since
\[
\int_{-\infty}^{t} ||\Phi(t, s)||\,\mathbb{E}|\alpha(s)|\,ds \leq \int_{-\infty}^{t} K\exp\{-\gamma(t - s)\}\,ds \sup_{t \in \mathbb{R}} \left(\mathbb{E}|\alpha(t)|^2\right)^{1/2} < \infty
\]
and
\[
\int_{-\infty}^{t} ||\Phi(t, s)||^2\,\mathbb{E}|\beta(s)|^2\,ds \leq \int_{-\infty}^{t} K^2\exp\{-2\gamma(t - s)\}\,ds \sup_{t \in \mathbb{R}} \left(\mathbb{E}|\beta(t)|^2\right)^{1/2} < \infty
\]
for arbitrary \( t \in \mathbb{R} \). It is clear that \( x^* \) is \( F_t \)-measurable. The second term in \((17)\) is continuous, since
\[
\Phi(t, s) = \Phi(t, \tau)\Phi(\tau, s), \quad t \geq \tau \geq s,
\]
and the stochastic integral is represented in the following form:
\[
\int_{-\infty}^{t} \Phi(t, s)\beta(s)\,dW(s) = \int_{-\infty}^{a} \Phi(t, s)\beta(s)\,dW(s) + \int_{a}^{t} \Phi(t, s)\beta(s)\,dW(s)
\]
\[
= \Phi(t, a)\int_{-\infty}^{a} \Phi(a, s)\beta(s)\,dW(s) + X(t)\int_{a}^{t} X^{-1}(s)\beta(s)\,dW(s),
\]
where \( a \in \mathbb{R} \) is a fixed number and \( X(t) \) is the fundamental matrix of the linear homogeneous part.

Now we show that \( x^*(t) \) satisfies (12). Indeed, the first integral in (17) converges uniformly by (15) on every interval \([t_1, t_2]\) of the real axis. Its formal derivative also is uniformly convergent, since

\[
\frac{d}{dt} \Phi(t, s) = A(t) \Phi(t, s)
\]

and the matrix \( A(t) \) is bounded. This justifies the differentiation procedure for the above stochastic integral.

Further, estimate (15) implies that

\[
\int_{t}^{\infty} \left| \Phi(t, s) \right|^2 E \beta(s)^2 ds < \infty
\]

and that the integral

\[
\int_{-\infty}^{t} \left| \Phi(t, s) \right|^2 E \beta(s)^2 ds
\]

converges uniformly with respect to \( t \in [t_1, t_2] \). Thus the stochastic differential for \( x^*(t) \) can be obtained from the previous lemma:

\[
dx^*(t) = \left( \int_{-\infty}^{t} A(t) \Phi(t, s) \alpha(s) ds + \Phi(t, t) \alpha(t) \right) dt + \left( \int_{-\infty}^{t} A(t) \Phi(t, s) \beta(s) dW(s) \right) dt
\]

\[
+ \Phi(t, t) \beta(t) dW(t)
\]

\[
= \left[ A(t) \left( \int_{-\infty}^{t} \Phi(t, s) \alpha(s) ds + \int_{-\infty}^{t} A(t) \Phi(t, s) \beta(s) dW(s) \right) + \alpha(t) \right] dt
\]

\[
+ \beta(t) dW(t)
\]

\[
= [A(t)x^*(t) + \alpha(t)] dt + \beta(t) dW(t).
\]

The latter equality means that (17) satisfies system (12).

Finally we prove that \( x^*(t) \) is bounded, by estimating every term in (17). It follows from the Cauchy–Bunyakovskii inequality that

\[
E \left| \int_{-\infty}^{t} \Phi(t, s) \alpha(s) ds \right|^2 \leq E \left( \int_{-\infty}^{t} \left| \Phi(t, s) \right| \cdot |\alpha(s)| ds \right)^2
\]

\[
\leq K^2 E \left( \int_{-\infty}^{t} \exp \left\{ -\frac{1}{2} \gamma(t-s) \right\} |\alpha(s)| ds \right)^2
\]

\[
\leq K^2 \int_{-\infty}^{t} \exp \left\{ -\frac{1}{2} \gamma(t-s) \right\} ds \int_{-\infty}^{t} \exp \left\{ -\frac{1}{2} \gamma(t-s) \right\} E |\alpha(s)|^2 ds
\]

\[
\leq K^2 \frac{1}{\gamma^2} \sup_{t \in \mathbb{R}} E |\alpha(t)|^2 < \infty.
\]

Properties of stochastic integrals imply that

\[
E \left| \int_{-\infty}^{t} \Phi(t, s) \beta(s) dW(s) \right|^2 \leq \int_{-\infty}^{t} K^2 \exp \left\{ -2\gamma(t-s) \right\} \sup_{t \in \mathbb{R}} E |\beta(s)|^2 ds
\]

\[
\leq K^2 \frac{1}{2\gamma} \sup_{t \in \mathbb{R}} E |\beta(t)|^2 < \infty.
\]

Applying the latter relations and boundedness of the second moments of \( \alpha(t) \) and \( \beta(t) \) we obtain

\[
\sup_{t \in \mathbb{R}} E |x^*(t)|^2 \leq C
\]

for some constant \( C > 0 \).
Let us show that $x^*(t)$ is a mean square exponentially stable solution. Let $x(t)$ be an arbitrary solution of system (12) such that $x(0) = x_0$, where $x_0$ is an $F_0$-measurable random variable with $\mathbb{E}|x_0|^2 < \infty$. Then

$$x(t) = \Phi(t, 0)x_0 + \int_0^t \Phi(t, s)\alpha(s)\,ds + \int_0^t \Phi(t, s)\beta(s)\,dW(s)$$

for $t \geq 0$. This representation can be proved by evaluating the stochastic differential and applying the uniqueness of the solution.

Thus

$$\mathbb{E}|x(t) - x^*(t)|^2 \leq \|\Phi(t, 0)\|^2 \mathbb{E}|x^*(0) - x_0|^2 \leq K^2 \exp\{-2\gamma t\} \mathbb{E}|x^*(0) - x_0|^2,$$

whence the exponential stability follows.

Now we prove that $x^*(t)$ is strongly unique.

Let $y(t)$ be a solution of system (12) that is different from $x^*(t)$ and is mean square bounded on the whole axis. Then $z(t) = x^*(t) - y(t)$ is a solution of system (14). Since this system is exponentially stable, $z(t)$ is such that

$$|z(t)| \leq K \exp\{\gamma(t - \tau)\}|z(\tau)|$$

with probability one for all $t \geq \tau$. It is obvious that $\sup_{t \in \mathbb{R}} \mathbb{E}|z(t)|^2 = a < \infty$.

Thus

$$\mathbb{E}|z(t)|^2 \leq K^2 \exp\{-2\gamma(t - \tau)\}a$$

for all $t, \tau \in \mathbb{R}$ such that $t \geq \tau$. Passing to the limit in the latter inequality as $\tau \to -\infty$ we obtain $\mathbb{E}|z(t)|^2 = 0$ for all $t \in \mathbb{R}$, whence it follows that

$$\mathbb{P}\{x^*(t) \neq y(t)\} = 0 \quad \text{for all } t \in \mathbb{R}.$$ 

Since $x^*(t)$ and $y(t)$ are continuous, we have proved the strong uniqueness of the solution.

Therefore

$$\mathbb{P}\left\{\sup_{t \in \mathbb{R}} |x^*(t) - y(t)| > 0\right\} = 0.$$

The uniqueness is proved, and this completes the proof of the theorem. \qed

Now we turn to the problem on the existence of periodic solutions of system (12).

Let $A(t)$ be a matrix periodic in $t$ with period $T$. Assume that $\alpha(t)$ and $\beta(t)$ are such that

$$\eta(t) = (\alpha(t), \beta(t))$$

is periodic in the weak sense (that is, its finite-dimensional distributions are periodic with period $T$). The process $x^*(t)$ defined by (17) is a $T$-periodic solution of system (12).

Indeed, the matrix $A(t)$ is $T$-periodic and thus the Cauchy matrix of system (14) satisfies

$$\Phi(t + T, s + T) = \Phi(t, s),$$

since

$$\Phi(t + T, s + T) = \Phi(t + T, 0)\Phi(s + T, 0)^{-1} = \Phi(t, 0)\Phi(T, 0),$$

$$(\Phi(T, 0))^{-1}(\Phi(s, 0))^{-1} = \Phi(t, s)$$

by properties of fundamental matrices. We show that every term in (17) is a $T$-periodic stochastic process.

Indeed, the first term is $T$-periodic by (15) and (16) and by property 7 of [2] p. 184]. The second term in (17) is also periodic, since so is the integral

$$\eta_n(t) = \int_{t-n}^t \Phi(t, s)\beta(s)\,dW(s)$$

...
Corollary 1. Assume that the matrix $T$ has a unique mean square bounded solution of the linear system (14) hold, then the solution $x(t)$ of (19) is such that

$$
\eta_n(t) = \int_{-n}^{0} \Phi(t, t + s) \beta(t + s) \, dW(t + s).
$$

The rest of the proof is the same as that in [2, p. 186] upon observation that $\beta(t)$ is periodic in $t$ as well as the function $\Phi(t, t + s)$, in view of (13).

Therefore both processes on the right-hand side of (17) are periodic, whence $x^*(t)$ is $T$-periodic, since $\alpha(t)$ and $\beta(t)$ are periodically related.

Thus we have proved the following corollary of Theorem 1.

**Corollary 1.** Assume that the matrix $A(t)$ in system (12) is $T$-periodic and the process $\eta(t) = (\alpha(t), \beta(t))$ is $T$-periodic in the weak sense. If all the assumptions of Theorem 1 hold, then the solution $x^*(t)$ defined by (17) is a stochastic process $T$-periodic in the weak sense. Moreover, if the matrix $A(t)$ is constant and the process $\eta(t)$ is stationary in the weak sense, then the solution $x^*(t)$ is stationary.

Equation (12) can be viewed as a result of perturbation of the linear system (14) by random forces $\alpha(t) \, dt + \beta(t) \, dW(t)$. Now we consider a more general case where these forces are nonlinear, namely we consider the following stochastic system:

$$
dx = [A(t)x + f(t, x)] \, dt + g(t, x) \, dW(t),$$

where $A(t)$ is a continuous and bounded matrix on $\mathbb{R}$, and the functions $f(t, x)$ and $g(t, x)$ are defined and continuous for $t \in \mathbb{R}$ and $x \in \mathbb{R}^n$. Moreover, we assume that these functions satisfy the Lipschitz condition in $x \in \mathbb{R}^n$ with a constant $L$. We also assume that the functions $f(t, 0)$ and $g(t, 0)$ are bounded on $\mathbb{R}$ by some constant $N$. Under these conditions the following result holds.

**Theorem 2.** If system (14) is exponentially stable and the constant $L$ is such that

$$
\frac{K^2L^2}{\gamma} + K^2L^2 - \gamma < 0,
$$

then system (20) has a unique mean square bounded solution. Moreover, this solution is mean square exponentially stable.

If additionally the functions $f$ and $g$ are periodic in $t$ with period $T$, then the solution is $T$-periodic.

Finally if $A$, $f$, and $g$ do not depend on $t$, then the solution is stationary.

**Proof.** We apply the successive approximation method to equation (20). We seek its bounded solution as the limit of the sequence $\{x_m(t)\}$, where $\{x_{m+1}(t)\}$ is defined as a unique mean square bounded solution of the linear system

$$
dx = [A(t)x + f(t, x_m(t))] \, dt + g(t, x_m(t)) \, dW(t), \quad x_0(t) = 0.
$$

By Theorem 1, each of these systems has a unique solution bounded on the axis, since

$$
\mathbb{E} |f(t, x_m(t))|^2 \leq 2 \left( L^2M|x_m(t)|^2 + N^2 \right),
$$

$$
\mathbb{E} |g(t, x_m(t))|^2 \leq 2 \left( L^2M|x_m(t)|^2 + N^2 \right),
$$

and $x_m(t)$ is $F_t$-measurable, whence the nonhomogeneous term on the right-hand side of (21) belongs to the class $B$. Theorem 1 also implies that the solution is of the form

$$
x_{m+1}(t) = \int_{-\infty}^{t} \Phi(t, s)f(s, x_m(s)) \, ds + \int_{-\infty}^{t} \Phi(t, s)g(s, x_m(s)) \, dW(s).
$$

Similarly to [2, p. 186], one can prove that the solutions $x_m(t)$ converge with probability one uniformly on an arbitrary interval $[t_1, t_2]$, and that

$$
\mathbb{E} |x_m(t)|^2 \leq C
$$
for all \( t \in \mathbb{R} \) and some \( C > 0 \). By Fatou’s lemma this implies that
\[
\mathbb{E} |x_\infty(t)|^2 \leq C.
\]

Passing to the limit in (22) as \( m \to \infty \) and using properties of stochastic integrals and the continuity of the functions \( f \) and \( g \) we prove that the limit stochastic process \( x_\infty(t) \)

is such that
\[
dx_\infty(t) = \int_{-\infty}^{t} \Phi(t,s)f(s,x_\infty(s)) \, ds + \int_{-\infty}^{t} \Phi(t,s)g(s,x_\infty(s)) \, dW(s).
\]

Differentiating it and applying the lemma we show that the limit process \( x_\infty(t) \)

satisfies system (20). The \( F_t \)-measurability is obvious, since \( x_\infty(t) \)

is the limit of \( F_t \)-measurable processes. The uniqueness of such a process can be proved by the same argument as in [2] p. 272.

The solution obtained this way is exponentially stable. Indeed, let \( y(t) \) be another solution of system (20) in the sense explained before. As in [2] p. 273 we prove that
\[
y(t) = \Phi(t,0)y(0) + \int_{0}^{t} \Phi(t,s)f(s,y(s)) \, ds + \int_{0}^{t} \Phi(t,s)g(s,y(s)) \, dW(s).
\]

It is seen from (23) that the process \( x_\infty(t) \)

satisfies an analogous relation.

Subtracting we obtain
\[
\mathbb{E} |x_\infty(t) - y(t)|^2 
\leq 3 \left[ K \exp \{-\gamma t\} \mathbb{E} |x_\infty(0) - y(0)|^2 
+ \frac{K^2L^2}{\gamma} \int_{0}^{t} \exp \{\gamma(t-s)\} \mathbb{E} |x_\infty(s) - y(s)|^2 \, ds 
+ K^2L^2 \int_{0}^{t} \exp \{\gamma(t-s)\} \mathbb{E} |x_\infty(s) - y(s)|^2 \, ds \right]
\]

or
\[
u(t) \leq 3 \left[ K \mathbb{E} |x_\infty(0) - y(0)|^2 + \left( \frac{K^2L^2}{\gamma} + K^2L^2 \right) \int_{0}^{t} \nu(s) \, ds \right],
\]

where \( u(t) = \exp \{\gamma t\} \mathbb{E} |x_\infty(t) - y(t)|^2 \), whence by the Gronwall–Bellman inequality
\[
u(t) \leq 3K \mathbb{E} |x_\infty(0) - y(0)|^2 \exp \left\{ \left( \frac{K^2L^2}{\gamma} + K^2L^2 \right) t \right\}
\]
or
\[
\mathbb{E} |x_\infty(t) - y(t)|^2 \leq 3K \mathbb{E} |x_\infty(0) - y(0)|^2 \exp \left\{ \left( \frac{K^2L^2}{\gamma} + K^2L^2 - \gamma \right) t \right\}.
\]

The assumption on the Lipschitz constant implies by inequality (25) that \( x_\infty(t) \)

is exponentially stable.

The proof of the remaining parts of the theorem concerning periodic and stationary solutions is based on the following observation. Theorem 1 implies that \( x_\infty(t) \)

is the limit of a sequence of periodic (stationary) processes \( x_m(t) \) defined by nonhomogeneous system (21). The existence of a second periodic (stationary) solution of system (20)

contradicts the uniqueness of a mean square bounded solution of this system, since every periodic (stationary) solution has bounded second moments. The theorem is proved. \( \square \)
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