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Abstract. We consider the problem of estimating an unknown parameter from observations with an admixture. The concentration of the admixture is varying with observations and assumed to be known, while its distribution is unknown. We study moment estimators and prove that they are consistent and asymptotically normal. We use an adaptive technique that allows us to determine estimators whose asymptotic variance is minimal among moment estimators.

1. Introduction

We consider the problem of the estimation from observations with an admixture and continue investigations of [6] in this paper. Now we consider the case where the distribution of the main component of the mixture is known up to a parameter, while the distribution of the admixture is completely unknown. The problem is to estimate the unknown parameter of the main component. The concentration of the components in the mixture is varying with observations and assumed to be known.

We follow the generalized method of moments where we use weighted function moments instead of usual empirical moments to construct an estimator. The function moments are studied in [3, 4]. The consistency and asymptotic normality of the estimators are proved in Section 3. Since the test function used in the construction of the moment estimator is arbitrary, there arises the question of the optimality of this function. The test function that corresponds to the minimal asymptotic variance is found in Section 4. Unfortunately this function depends on the unknown parameter and probability density (also unknown) of the admixture.

For this reason we propose an adaptive approach consisting of two steps. The first step is to estimate the parameter from a rough initial estimator (say, from the non-optimal moment estimator) and the probability density of the admixture. We substitute these estimators into the expression for the optimal test function at the second step. As a result we obtain a random test function and apply it to the adaptive moment estimator. As a rule, the moment equation for this test function has no analytic solution, so we approximate the theoretical moment equation by its differential in a neighborhood of the initial estimator.

It is known that this adaptive scheme leads to an approximation of the maximal likelihood estimators (Wald estimators) that are asymptotically efficient in regular problems in the case of homogeneous observations without an admixture (see [1, Section 2.26]).
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The general theory of adaptive estimation [8, 10] provides conditions that guarantee the asymptotic efficiency of the adaptive estimators irrespective of the quality of estimators obtained at the first step. These conditions do not hold in the scheme of observations with an admixture, unfortunately. Nevertheless we show in Section 5 (Theorem 5.1) that, under certain conditions, the adaptive estimator has the same asymptotic variance as the best moment estimator obtained in Section 4. Assumptions of Theorem 5.1 are similar to some extent to those for the efficiency of the penalization function method of [9]. These assumptions hold, for example, for the truncated exponential distribution if the probability density of the admixture is smooth enough.

2. Setting of the problem

We consider the observations with an admixture; that is, the data is of the form

\[ \Xi_N = \{\xi_{j,N}, j = 1, \ldots, N\}, \]

where, for a fixed \( N \), \( \xi_{j,N} \) are independent random variables with the distribution function

\[ P\{\xi_{j,N} < x\} = w_{j,N}H_1(x, \vartheta) + (1 - w_{j,N})H_2(x). \]

Here \( w_{j,N} \) is the concentration of the main component of the mixture at the moment when the observation \( j \) is made, \( H_1(x, \vartheta) \) is the distribution function of the main component, \( \vartheta \in \Theta \subset \mathbb{R} \) is the unknown parameter, \( H_2 \) is the distribution function of the admixture (\( H_2 \) is assumed to be unknown). The problem is to estimate the parameter \( \vartheta \) from the observations \( \Xi_N \).

In what follows we use the same symbol \( H_t \) to denote the distributions (measures) generated by the distribution function \( H_t \). For convenience, we introduce random variables \( \eta_1 \) and \( \eta_2 \) whose distribution functions are \( H_1(\cdot, \vartheta) \) and \( H_2 \), respectively. For triangular matrices \( a = (a_{j,N}, j = 1, \ldots, N; N = 1, 2, \ldots) \), we put \( \langle a \rangle_N = N^{-1} \sum_{j=1}^{N} a_{j,N}, (ab)_N = N^{-1} \sum_{j=1}^{N} a_{j,N}b_{j,N} \), and so on. If the limit \( \lim_{N \to \infty} \langle a \rangle_N \) exists, we denote it by \( \langle a \rangle \).

We assume throughout the paper that

\[ \Delta_N = \langle (w)^2 \rangle_N - (\langle w \rangle_N)^2 > c > 0 \]

for some \( c \) and all \( N \). (Note that the condition \( \Delta_N = 0 \) is equivalent to the condition that \( w_{j,N} \) does not depend on \( j \). Thus condition (1) means that the varying concentration of the main component of the mixture does not become a constant as \( N \to \infty \).)

One can use a modified method of moments to estimate \( \vartheta \). This procedure requires a “test function” \( g: \mathbb{R} \to \mathbb{R} \). Consider the function moment of the main component that corresponds to the value \( \vartheta = t \) of the unknown parameter:

\[ G_{g}(t) := G(t) := E_t g(\eta_1) = \int g(x) H_1(dx, t). \]

According to [3], the sample weighted function moment

\[ \hat{g}_N = \frac{1}{N} \sum_{j=1}^{N} a_{j,N}g(\xi_{j,N}) \]

is a nice estimator for \( G(\vartheta) \), where

\[ a_{j,N} = a_{j,N}^1 = \frac{1}{\Delta_N} \left[ (1 - \langle w \rangle_N)w_{j,N} + \langle (w)^2 \rangle_N - \langle w \rangle_N \right] \]

is the minimax family of weight coefficients for the estimation of the distribution function of the main component (see [17]).
Equating the theoretical moment corresponding to the value $t$ of the parameter to the corresponding empirical moment we get the generalized moment estimator

$\hat{\vartheta}_N(g) := \hat{\vartheta}_N := G^{-1}(\hat{g}_N)$

where $G^{-1}$ is the inverse function to $G$. (The existence of the inverse function $G^{-1}$ is one of the assumptions of the method of moments for a given test function $g$.)

**Examples.** 1. Let $H_1$ be the exponential distribution with the density

$h_1(x, \vartheta) = \vartheta e^{-\vartheta x} \mathbb{1}\{x > 0\}$,

$\vartheta \in \Theta = (0, +\infty)$. Then $E_t \eta_1 = 1/t$. One can take $g(x) = x$ as a test function in this case. Then the corresponding estimator is

$\hat{\vartheta}_N = \left(\frac{1}{N} \sum_{j=1}^{N} a_{j;N} \xi_{j;N}\right)^{-1}$.

2. Let $H_1$ be the “truncated exponential” distribution with the density

$h_1(x, \vartheta) = \frac{\vartheta e^{-\vartheta x}}{1 - e^{-\vartheta T}} \mathbb{1}\{x \in (0, T)\}$.

Here $\vartheta \in \Theta = (0, +\infty)$ is the unknown parameter, while $T$ is assumed to be known. The distribution of the admixture for this case can be assumed to have a support on $[0, T]$, since all observations outside this interval do not belong to the main component and one can be neglected.

Let the test function be $g(x) = x$. Then

$G(\vartheta) = \frac{1 - e^{\vartheta T} + \vartheta T}{\vartheta (1 - e^{\vartheta T})}$.

The latter function is increasing and continuous; thus the inverse function exists and estimator (3) is well defined.

3. **Asymptotic behavior of moment estimators**

We study the behavior of moment estimators as the size of a sample increases.

**Theorem 3.1** (consistency). Let

(i) the moments $E|g(\eta_i)| < \infty$ exist for $i = 1, 2$;

(ii) condition (i) hold;

(iii) the function $G^{-1}$ be well defined and be continuous at the point $G(\vartheta)$.

Then $\hat{\vartheta}_N \to \vartheta$ in probability.

**Proof.** Theorem 3.3.1 of [5] and assumptions (i)–(ii) imply that $\hat{g}_N \to E g(\eta_1) = G(\vartheta)$. Now Theorem 3.1 follows, since $G^{-1}$ is continuous. \qed

**Theorem 3.2.** Let

(i) the moments $E(g(\eta_i))^2 < \infty$ exist for $i = 1, 2$;

(ii) condition (ii) hold;

(iii) the derivative $G'(t) = dG(t)/dt$ exist, be continuous and uniformly separated from 0 for all $t \in \Theta$ (that is, either $G'(t) > c > 0$ for all $t \in \Theta$, or $G'(t) < c < 0$ for all $t \in \Theta$).
Then the distribution of \( \sqrt{N}(\hat{\theta}_N - \theta)/s_{\theta,N} \) weakly converges to the standard normal distribution. Here \( s^2_{\theta,N} := \sigma^2_{\theta,N}/(G'(\theta))^2 \) and
\[
\sigma^2_{\theta,N}(g) := \langle (a)^2 w \rangle_N E(g(\eta_1))^2 + \langle (a)^2 (1 - w) \rangle_N E(g(\eta_2))^2
\]
\[
- \left[ \langle (a)^2 (w)^2 \rangle_N (E(g(\eta_1))^2 + 2\langle (a)^2 w (1 - w) \rangle_N E(g(\eta_1) E(g(\eta_2)) + \langle (a)^2 (1 - w)^2 \rangle_N (E(g(\eta_2))^2) \right].
\] (5)

**Corollary 3.1.** Let assumptions (i) and (iii) of Theorem 3.2 hold. If

(i') the limits \( \langle (w)^k \rangle \) exist for \( k = 1, 2, 3, 4, \) and
\[
\Delta = \langle (w)^2 \rangle - \langle (w) \rangle^2 \neq 0,
\]
then \( \sqrt{N}(\hat{\theta}_N - \theta) \) weakly converges to the normal distribution with zero mean and variance
\[
s^2_N(g) := \sigma^2_{\theta,N}/(G'(\theta))^2 \quad \text{where } \sigma^2_{\theta,N} \text{ is defined by (5) with } \langle \cdot \rangle \text{ instead of } \langle \cdot \rangle_N.
\]

**Remark.** The coefficients in equality (5) that depend on \( a \) can be expressed in terms of \( \langle (w)^k \rangle, \) \( k = 1, 2, 3, 4, \) with the help of relation (2).

**Proof of Theorem 3.2** Assumption (iii) implies assumption (iii) of Theorem 3.1. Thus the estimator \( \hat{\theta}_N \) is consistent. Assumptions (i) and (ii) and Theorem 3.3.2 of [5] imply that the distributions of the random variables \( \sqrt{N}(\hat{\gamma}_N - G(\theta))/s_{\theta,N} \) weakly converge to the standard normal distribution. Using Theorem 3A of [1, Chapter 1, Section 5] we complete the proof of the theorem in view of assumption (iii).

**Proof of Corollary 3.1** Assumption (ii') implies condition (1) and the convergence
\[
\sigma^2_{\theta,N} \to \sigma^2_{\theta}.
\]
Now the corollary follows from the Slutsky theorem. \( \square \)

### 4. Optimal test function

According to Corollary 3.1, the best function \( g \) among test functions is determined by the minimum of the asymptotic variance (in other words, in terms of the limit variance) of the estimator \( s^2_N(g) \). Denote by \( g^* \) the best (optimal) test function. We evaluate \( g^* \) in the case where \( \theta \) and \( H_2 \) are known. We also assume that the densities of the distributions exist:
\[
h^0_1(x) = \frac{\partial H_1(x, \theta)}{x}, \quad h^0_2(x) = \frac{\partial H_2(x)}{x}.
\]

Some extra assumptions on \( h^0_1 \) and \( h^0_2 \) will be imposed in the course of the construction of the optimal test function \( g^* \).

Note that if one uses the test function
\[
g(x) = \alpha g^0(x) + \beta
\]
instead of \( g^0(x) \), where \( \alpha \) and \( \beta \) are arbitrary real numbers, then the moment estimator does not in fact change, since the changes of \( \hat{\gamma}_N \) are balanced by the corresponding changes of \( G^{-1} \). Thus \( s^2_N(g) = s^2_N(g^0) \). This result can be obtained explicitly by using equality (5).

Therefore one can restrict the search of the optimal test function to the class of appropriately normalized and centered functions \( g \). We choose the constants \( \alpha \) and \( \beta \) such that
\[
G(\theta) = \int g(x) h^0_1(x) \, dx = 0 \quad \text{(that is, } E g(\eta_1) = 0)\]
(7)

and
\begin{equation}
G'(\vartheta) = \frac{\partial}{\partial \vartheta} \int g(x) \dot{h}_1^\vartheta(x) \, dx = \int g(x) \dot{h}_1^\vartheta(x) \, dx = 1.
\end{equation}

Here $\dot{h}_1^\vartheta(x) = \partial h_1^\vartheta(x) / \partial \vartheta$. We add one more condition to the set of conditions imposed on the distributions of the components of the mixture; namely, we assume that the latter derivative exists and that one can interchange the operations of integration and differentiation.

In other words, in order that the function $g$ satisfying (7)–(8) be obtained with the help of the linear transformation (6) from an arbitrary (nonconstant) function $g^0$, it is necessary that the three functions $1$, $h_1^\vartheta$, and $\dot{h}_1^\vartheta$ be noncoplanar; that is, the equality $h_1^\vartheta - \alpha \dot{h}_1^\vartheta - \beta = 0$ does not hold almost surely for any pair of real numbers $\alpha$ and $\beta$.

If this is the case, the problem reduces to the minimization of the functional
\begin{equation}
\sigma^2_\vartheta(g) = \langle (a)^2 w \rangle \int (g(x))^2 h_1^\vartheta(x) \, dx + \langle (a)^2 (1 - w) \rangle \int (g(x))^2 h_2(x) \, dx - \langle (a)^2 (1 - w) \rangle^2 \left( \int g(x) h_2(x) \, dx \right)^2,
\end{equation}
given
\begin{equation}
\begin{aligned}
\int g(x) h_1^\vartheta(x) \, dx &= 0, \\
\int g(x) \dot{h}_1^\vartheta(x) \, dx &= 1.
\end{aligned}
\end{equation}

Note that $\sigma^2_\vartheta(g)$ is a nonnegative definite quadratic form in the linear space of corresponding functions $g$. This quadratic form is nonnegative definite, indeed, because $\sigma^2_\vartheta(g)$ is the limit variance of $\hat{g}_N$. Conditions (10) define an affine subspace of this space. Thus the minimum of $\sigma^2_\vartheta(g)$ is always attained; however it can be nonunique. One can evaluate the minimum by using the Lagrange multipliers method.

Put
\begin{equation}
I = \int g(x) h_2(x) \, dx,
\end{equation}
\begin{equation}
z(x) = \langle (a)^2 w \rangle h_1^\vartheta(x) + \langle (a)^2 (1 - w) \rangle h_2(x),
\end{equation}
\begin{equation}
\gamma = \langle (a)^2 (1 - w)^2 \rangle.
\end{equation}

The Lagrange function is given by
\begin{equation}
\mathcal{L}(g) = \int (g(x))^2 z(x) \, dx - \gamma \int g(x) h_2(x) \, dx \int g(x) h_1^\vartheta(x) \, dx + \lambda_1 \int g(x) h_1^\vartheta(x) \, dx + \lambda_2 \int g(x) \dot{h}_1^\vartheta(x) \, dx,
\end{equation}
where $\lambda_1$ and $\lambda_2$ are Lagrange multipliers. The differential $\mathcal{L}$ is such that
\begin{equation}
\delta \mathcal{L}(g) = \int \left( 2g(x) z(x) + \lambda_1 h_1^\vartheta(x) + \lambda_2 \dot{h}_1^\vartheta(x) - 2\gamma h_2(x) \right) \delta(x) \, dx.
\end{equation}

We have $\delta \mathcal{L}(g) = 0$ at any critical point for all possible increments of the argument $\delta(x)$. Thus the extremum is attained at the point
\begin{equation}
g^*(x; \vartheta, h_2) := g^*(x) := \frac{\lambda_1 h_1^\vartheta(x) + \lambda_2 \dot{h}_1^\vartheta(x) + \gamma h_2(x)}{\langle (a)^2 w \rangle h_1^\vartheta(x) + \langle (a)^2 (1 - w) \rangle h_2(x)}.
\end{equation}
where $\lambda_1$, $\lambda_2$, and $I$ can be found from the system of equations (corresponding to conditions (10)–(13)):

$$
\begin{aligned}
\lambda_1 \int \frac{(h_1^a(x))^2}{z(x)} \, dx + \lambda_2 \int \frac{h_1^a(x)h_2^a(x)}{z(x)} \, dx + I_1 \int \frac{h_2(x)h_3^a(x)}{z(x)} \, dx &= 0, \\
\lambda_1 \int \frac{h_1^a(x)h_2^a(x)}{z(x)} \, dx + \lambda_2 \int \frac{(h_1^a(x))^2}{z(x)} \, dx + I_1 \int \frac{h_2(x)h_3^a(x)}{z(x)} \, dx &= 1, \\
\lambda_1 \int \frac{h_1^a(x)h_2^a(x)}{z(x)} \, dx + \lambda_2 \int \frac{(h_1^a(x))^2}{z(x)} \, dx + I_1 \int \frac{h_2(x)h_3^a(x)}{z(x)} \, dx &= I.
\end{aligned}
$$

If a function $g^*$ satisfies the assumptions of Theorem 3.2 then it is an optimal test function for the method of the moment estimator $\hat{\vartheta}$.

5. Adaptive estimator

If $\vartheta$ and $h_2$ are unknown, then one cannot use the optimal test function (12) to construct an estimator. The solution of this problem can be obtained in the framework of the adaptive approach.

To construct an adaptive estimator we first estimate $\vartheta$ and $h_2$ from rough “initial” estimators $\hat{\vartheta}_N$ and $\hat{h}_{2,N}$. Then we substitute these estimators into (12). The function $g_N^*(x) := g^*(x; \hat{\vartheta}_N, \hat{h}_{2,N})$ obtained in this way is used as a test function to construct the moment estimator, namely $\hat{\vartheta}_N = G_{g_N^*}^{-1}(\hat{g}_N^*)$, where $\hat{g}_N^* = N^{-1} \sum_{j=1}^N a_{j:N} g_N^*(\xi_j; N)$.

There are two problems when following this approach.

First, it is not clear at all whether or not the inverse function $G_{g_N^*}^{-1}$ exists for the test function $g_N^*$ constructed in this way. Moreover, it is not easy to evaluate $G_{g_N^*}^{-1}$ provided it exists.

Second, since $g_N^*$ is a random function depending on the data, one cannot apply Theorem 3.2 to the corresponding estimator, and thus an additional analysis is required to study the asymptotic behavior of the estimator.

The first problem can be solved by applying the Newton approximation method for solving the equation

$$
G_{g_N^*}(t) = \hat{g}_N^*
$$

with the initial approximation $\tilde{\vartheta}_N$. Indeed, expanding the function $G_{g_N^*}(t)$ in the Taylor series in a neighborhood of $\hat{\vartheta}_N$ we approximate equation (14) by the following equation:

$$
G_{g_N^*}(\hat{\vartheta}_N) + G'_{g_N^*}(\hat{\vartheta}_N)(t - \hat{\vartheta}_N) = \hat{g}_N^*.
$$

Since the function $g_N^*$ satisfies conditions (7)–(8) with $\vartheta = \hat{\vartheta}_N$, we get $G_{g_N^*}(\hat{\vartheta}_N) = 0$ and $G'_{g_N^*}(\hat{\vartheta}_N) = 1$. Thus a solution of (15) is of the form

$$
\hat{\vartheta}_N = \hat{\vartheta}_N + \hat{g}_N^*.
$$

We refer to this solution as an adaptive generalized moment estimator for $\vartheta$.

Now we obtain conditions such that the estimator $\hat{\vartheta}_N$ is asymptotically normal and has the optimal asymptotic variance $s_0^2(g^*)$. We state the corresponding assertion for a somewhat more general case of the adaptive estimation than is needed for the above problem.

Let $A$ be a measurable space and $g: \mathbb{R} \times A \to \mathbb{R}$ a fixed nonrandom measurable function. Put

$$
G(\vartheta, \alpha) = \mathbb{E}_\vartheta g(\eta_1, \alpha) = \int g(x, \alpha) h_1^a(x) \, dx,
$$

$$
\hat{g}(\alpha) = \frac{1}{N} \sum_{j=1}^N a_{j:N} g(\xi_j; N, \alpha).
$$
Assume that an initial estimator $\hat{\vartheta}_N$ is constructed for $\vartheta$ and that a sequence $\{\alpha_N\}$ of random elements (estimators) of $\mathcal{A}$ approximates the nonrandom element $\alpha_\infty$. We assume that $\alpha_N \in \mathcal{A}_N$ where $\mathcal{A}_N$ is a sequence of nonrandom subsets of $\mathcal{A}$. Consider the estimator

$$(17) \quad \hat{\vartheta}_N = \hat{\vartheta}_N + \frac{\hat{g}_N(\alpha_N) - G(\hat{\vartheta}_N, \alpha_N)}{G'(\hat{\vartheta}_N, \alpha_N)},$$

where $G'(t, \alpha) = \partial G(t, \alpha)/\partial t$.

Remark. If $\hat{h}_{2,N}$ is an estimator for $h_2$,

$$g(x, \alpha) = g^*(x, \vartheta_N, \hat{h}_{2,N}),$$

and if $\alpha_N = (\hat{\vartheta}_N, h_2)$, then equality $(17)$ becomes equality $(16)$.

Denote by $\mathcal{F}_N$ the family of all sets $\{x \in \mathbb{R}: g(x, \alpha) - g(x, \alpha_\infty) < C\}$ considered for all possible $\alpha \in \mathcal{A}_N$ and $C \in \mathbb{R}$. Let $\nu_N(l) = \nu(l, \mathcal{F}_N)$ be the growth function of the family $\mathcal{F}_N$. (The definition of growth functions is given in Section 6 below.)

Let

$$\sigma^2_\infty := \lim_{N \to \infty} \text{Var} \left( \frac{1}{\sqrt{N}} \sum_{j=1}^{N} a_{j,N} g(\xi_j, \alpha_\infty) \right)$$

$$= \langle \langle a \rangle^2 w \rangle \mathbb{E}(g(\eta_1, \alpha_\infty))^2 + \langle \langle a \rangle^2 (1 - w) \rangle \mathbb{E}(g(\eta_2, \alpha_\infty))^2$$

$$- \left[ \langle \langle a \rangle^2(w)^2 \rangle \mathbb{E}(g(\eta_1, \alpha_\infty))^2 \right.$$ 

$$+ 2 \langle \langle a \rangle^2 w(1 - w) \rangle \mathbb{E}(g(\eta_1, \alpha_\infty) \mathbb{E}(g(\eta_2, \alpha_\infty)) \mathbb{E}(g(\eta_2, \alpha_\infty))^2 + \langle \langle a \rangle^2 (1 - w) \rangle \mathbb{E}(g(\eta_2, \alpha_\infty))^2 \relax] \rangle.$$

**Theorem 5.1.** Let

(i) the moments $\mathbb{E}(g(\eta_i, \alpha_\infty))^2 < \infty$ exist for $i = 1, 2$;

(ii) the limits $\langle \langle w \rangle^k \rangle$ exist for $k = 1, 2, 3, 4$, and

$$\Delta = \langle \langle w \rangle^2 \rangle - \langle \langle w \rangle \rangle^2 \neq 0;$$

(iii) $\sup_N P\{\sqrt{N}(\hat{\vartheta}_N - \vartheta) > c\} \to 0$ as $c \to \infty$;

(iv) $G'(\vartheta, \alpha_\infty) \neq 0$, where $G'(t, \alpha)$ is a continuous function with respect to $t$ in some neighborhood of $\vartheta$ for all $\alpha \in \mathcal{A}$, and $G'(t_N, \alpha_N) \to G'(\vartheta, \alpha_\infty)$ in probability as $N \to \infty$ for all random sequences $t_N$ such that $t_N \to \vartheta$ in probability;

(v) for some nonrandom sequence $\delta_N \to 0$,

$$\frac{1}{\delta_N} \sup_{x \in \mathbb{R}} |g(x, \alpha_N) - g(x, \alpha_\infty)| \to 0$$

in probability as $N \to \infty$;

(vi) $\ln \nu_N(2N) = o(\delta^{-2})$.

Then the distribution of $\sqrt{N}(\hat{\vartheta}_N - \vartheta)$ weakly converges to the normal distribution with zero mean and variance $\sigma^2_\infty/(G'(\vartheta, \alpha_\infty))$.

In fact, we claim in the latter theorem that the asymptotic variance of the adaptive estimator $\hat{\vartheta}_N$ defined by $(17)$ is the same as that of the moment estimator $g(\cdot, \alpha_\infty)$. The proof of Theorem 5.1 is provided in Section 6.

Consider an application of Theorem 5.1 to the data considered in Example 2 (where $H_1$ is a truncated exponential distribution). One can take the moment estimator with the test function $g(x) = x$ as an initial estimator $\hat{\vartheta}_N$ for $\vartheta$. We take a weighted histogram as an estimator for $h_2$. More precisely, let $K_N$ be a number of subintervals partitioning
the interval \([0, T]\) and put \(t_k = kT/K_N\), \(k = 0, \ldots, K_N\), where \(A_k = [t_{k-1}, t_k]\) is the subinterval \(k\) of the partition. Then the weighted histogram \(h_{2,N}\) is defined by

\[
\hat{h}_{2,N}(x) = \frac{K_N}{N^T} \sum_{j=1}^{N} \sum_{k=1}^{K_N} a_{j,N}^2 \mathbb{1}\{\xi_j:N \in A_k\},
\]

where \(a_{j,N}^2\) are minimax weight coefficients for the estimation of the second component (admixture):

\[
a_{j,N}^2 = (\langle (w)^2 \rangle_N - \langle w \rangle_N^2)/\Delta N.
\]

**Corollary 5.1.** Let

(i) the main component have a truncated exponential distribution \([1]\);

(ii) assumption (ii) of Theorem 5.1 hold;

(iii) the distribution of the admixture possess the density \(h_2\) that is a continuously differentiable function on \([0, T]\);

(iv) \(K_N = C N^\beta\) for some \(C > 0\) and \(0 < \beta < 1/4\);

(v) the initial estimator \(\hat{\theta}_N\) be the moment estimator with the test function \(g(x) = x\).

Then Theorem 5.1 holds.

If the support of the distribution \(H_1\) is infinite (such as the exponential distribution considered in Example 1), then one can use the histogram on an interval that expands as the size of the sample grows, say on the interval \([0, T_N]\). If \(T_N\) tends to infinity slowly enough in order to fulfill assumptions (v) and (vi) of Theorem 5.1 and, at the same time, quickly enough to guarantee that \(P\{\sup_{j} \xi_j:N > T_N\} \to 0\) as \(N \to \infty\), then Theorem 5.1 holds. Consider Example 1, for instance: if the tail of the distribution \(H_2\) is subexponential (that is, \(H_2([x, +\infty)) < Ce^{-\alpha x}\) for some constants \(C\) and \(\alpha > 0\)), then one can put \(T_N = C(\ln N)^{\ln N}\).

6. Proofs

We need some auxiliary results and definitions for the proof of Theorem 5.1.

Let \(\mathcal{F}\) be some family of subsets of \(\mathbb{R}\) and let \(X = (x^1, \ldots, x^l)\) \(\in \mathbb{R}^l\). Every set \(A \in \mathcal{F}\) generates a subsequence \(X^A\) of the sequence \(X\) consisting of those elements of \(X\) that belong to \(A\). The number of different subsequences \(X^A\) generated by the sets \(A \in \mathcal{F}\) on \(X\) is denoted by \(\delta^\mathcal{F}(X)\). The function \(\nu^\mathcal{F}(l) = \max_{X \in \mathbb{R}^l} \delta^\mathcal{F}(X)\) is called the growth function of the family \(\mathcal{F}\).

Let \(\mathcal{G}\) be a family of functions \(g: \mathbb{R} \to \mathbb{R}\) and let

\[
\mathcal{F}_g = \{\{x \in \mathbb{R}: g(x) < c\} \text{ for all } c \in \mathbb{R} \text{ and } g \in \mathcal{G}\}.
\]

The growth function of \(\mathcal{F}_g\): \(\nu^\mathcal{G}(l) := \nu^{\mathcal{F}_g}(l)\) is called the growth function of \(\mathcal{G}\).

The measure

\[
\hat{H}_{i,N}(A) = \frac{1}{N} \sum_{j=1}^{N} a_{j,N}^i \mathbb{1}\{\xi_j:N \in A\}
\]

is called the weighted empirical measure with coefficients \(a_{j,N}^i\).

**Lemma 6.1.** Let \(\mathcal{F}\) be some class of subsets of \(\mathbb{R}\) with the growth function \(\nu^\mathcal{F}(l)\). Assume that condition (1) holds and that \(a^i\) is defined by (2) or by (19). Then

\[
P \left\{ \sup_{A \in \mathcal{F}} |\hat{H}_{i,N}(A) - H_i(A)| > \lambda \right\} \leq C \nu^\mathcal{F}(2N) \exp\left(-\alpha \lambda^2 N\right)
\]
for some constants λ₀, C, and α such that λ > λ₀/N. Moreover the constants λ₀ > 0, C < ∞, and α > 0 depend on the concentrations w_j;N only (that is, they do not depend on H_i, F, and λ).

This lemma is a trivial consequence of the Vapnik–Chervonenkis inequality for mixtures with varying concentrations (Theorem 2.4.2 in [7]).

**Lemma 6.2.** Let \( G \) be some class of functions \( f: \mathbb{R} \to \mathbb{R} \) and let \( K = \sup_{x \in \mathbb{R}, f \in G} |f(x)| \). Then

\[
\sup_{f \in G} \left| \frac{1}{N} \sum_{j=1}^{N} f(\xi_{j;N})a_{j;N} \right| - \int f(x) H_i(dx) \leq 2K \sup_{A \in \mathcal{F}} |\tilde{H}_{i,N}(A) - H_i(A)|.
\]

The proof of this result is similar to that of Theorem 13.1 in [2].

**Proof of Theorem 5.1.** Note that

\[
\sqrt{N} (\hat{\vartheta}_N - \vartheta) = \sqrt{N} (\hat{\vartheta}_N - \vartheta) + \frac{\sqrt{N} (\hat{g}_N(\alpha_N) - G(\vartheta, \alpha_N))}{G'(\hat{\vartheta}_N, \alpha_N)} + \frac{\sqrt{N} (G(\vartheta, \alpha_N) - G(\hat{\vartheta}_N, \alpha_N))}{G'(\hat{\vartheta}_N, \alpha_N)}.
\]

Since \( G(\vartheta, \alpha_N) - G(\hat{\vartheta}_N, \alpha_N) = G'(\zeta_N, \alpha_N)(\vartheta - \hat{\vartheta}_N) \) where \( \zeta_N \) is a point between \( \vartheta \) and \( \hat{\vartheta}_N \), we get

\[
\sqrt{N} (\hat{\vartheta}_N - \vartheta) = J_1 + J_2/G'(\hat{\vartheta}_N, \alpha_N) + J_3,
\]

where

\[
J_1 = \sqrt{N} (\hat{\vartheta}_N - \vartheta) \left( 1 - \frac{G'(\zeta_N, \alpha_N)}{G'(\hat{\vartheta}_N, \alpha_N)} \right),
\]

\[
J_2 = \sqrt{N} (\hat{g}_N(\alpha_N) - G(\vartheta, \alpha_N) - \hat{g}_N(\alpha_\infty) + G(\vartheta, \alpha_\infty)),
\]

\[
J_3 = (\hat{g}_N(\alpha_\infty) - G(\vartheta, \alpha_\infty))/G'(\hat{\vartheta}_N, \alpha_N).
\]

According to assumptions (iii) and (iv), \( J_1 \to 0 \) in probability. By Theorem 3.3.2 in [3], \( J_3 \) weakly converges to the normal distribution with zero mean and variance \( \sigma^2_\infty/(G'(\vartheta, \alpha_\infty)) \) in view of assumptions (i) and (ii).

It remains to show that \( J_2 \to 0 \) in probability. Let

\[
f(x; \alpha) = g(x, \alpha_\infty) - g(x, \alpha)
\]

and consider the class of functions \( \mathcal{G}_N := \{f(\cdot; \alpha), \alpha \in \mathcal{A}_N\} \).

Then

\[
\hat{g}_N(\alpha_\infty) - \hat{g}_N(\alpha) = \frac{1}{N} \sum_{j=1}^{N} a_{j;N} (g(\xi_{j;N}, \alpha_\infty) - g(\xi_{j;N}, \alpha)) = \frac{1}{N} \sum_{j=1}^{N} a_{j;N} f(\xi_{j;N}),
\]

\[
G(\vartheta, \alpha_\infty) - G(\vartheta, \alpha) = \int f(x, \alpha) H_1(dx, \alpha).
\]

Thus, by Lemma 6.2

\[
p_N := P\{|J_2| > \lambda\}
\]

\[
\leq P \left\{ \sup_x |g(x, \alpha_N) - g(x, \alpha_\infty)| > \delta_N \right\} + P \left\{ \sup_{A \in \mathcal{F}} |\tilde{H}_{i,N}(A) - H_i(A)| > \frac{\lambda^{\delta-1}}{2\sqrt{N}} \right\}
\]

for all \( \lambda \).
Taking into account assumption (v), the first term on the right hand side approaches 0. The second term does not exceed
\[ C\nu_N(2N) \exp\left(-\alpha^2 \sigma_N^{-2}/4\right) \leq C \exp\left(-\alpha^2 \sigma_N^{-2}/4 + \ln \nu_N(2N)\right) \to 0 \]
by Lemma 6.1 and assumption (vi).

Theorem 5.1 is proved. \qed

The following estimate of the rate of convergence of the weighted histogram \( \hat{h}_{2,N} \) defined by (18) to the true density is needed for the proof of Corollary 5.1

**Lemma 6.3.** Let the distributions of the components be concentrated on the interval \([0, T]\). Assume that

(i) \( h_2 \) is a continuously differentiable function on \([0, T]\);
(ii) assumption (ii) of Theorem 5.1 holds;
(iii) \( \delta_N = C_1N^{-\beta} \) and \( K_N = C_2N^\gamma \) for some constants \( 0 < C_1, C_2, \beta, \gamma < \infty \).

If \( \beta < \gamma \) and \( \beta + \gamma < 1/2 \), then
\[ \frac{1}{\delta_N} \sup_{x \in [0, T]} |\hat{h}_{2,N}(x) - h_2(x)| \to 0 \]
in probability.

**Proof.** Let \( \bar{h}_k = K_NH_2(A_k)/T \), \( \bar{h}_{2,N}(x) = E\hat{h}_{2,N} = \sum_{k=1}^{K_N} \bar{h}_k \mathbb{1}\{x \in A_k\} \), and
\[ h' = \sup_{x \in [0, T]} dh_2(x)/dx. \]

Fix an arbitrary \( \lambda > 0 \). Then the statement of the lemma is equivalent to the following relation:
\[ J_N := P\left\{ \sup_{x \in [0, T]} |\hat{h}_{2,N}(x) - h_2(x)| > \lambda \delta_N \right\} \to 0 \]
as \( N \to \infty \). It is easy to see that \( J_N \leq J_1^N + J_2^N \), where
\[ J_1^N = P\left\{ \sup_{x \in [0, T]} |\hat{h}_{2,N}(x) - \bar{h}_{2,N}(x)| > \lambda \delta_N/2 \right\}, \]
\[ J_2^N = \mathbb{1}\left\{ \sup_{x \in [0, T]} |\bar{h}_{2,N}(x) - h_2(x)| > \lambda \delta_N/2 \right\}. \]

Let \( x \in A_k \). We have
\[ |\bar{h}_{2,N}(x) - h_2(x)| \leq \frac{K_N}{T} \int_{t_{k-1}}^{t_k} |h_2(x) - h_2(t)| dt \leq \frac{K_N}{T}h' \int_{t_{k-1}}^{t_k} |x - t| dt \]
\[ \leq \frac{h'T}{2K_N} = \frac{Th'}{2C_2}N^{-\gamma} < C_1N^{-\beta} \]
for sufficiently large \( N \). Thus \( J_2^N = 0 \) for sufficiently large \( N \).

By Lemma 6.1
\[ J_1^N \leq \sum_{k=1}^{K_N} P\left\{ \left|\frac{K_N}{T} (\bar{H}_{2,N}(A_k) - H_2(A_k)) \right| \geq \frac{\lambda \delta_N}{2} \right\} \]
\[ \leq CK_N \exp\left(-\alpha \left(\frac{T\delta_N}{2K_N}\right)^2N\right) = CN^\gamma \exp\left(-\alpha \left(\frac{T\delta_N}{2K_N}\right)^2N^{1-2\beta-2\gamma}\right) \to 0 \]
as \( N \to \infty \), whence \( J_1 \to 0 \).

The lemma is proved. \qed
Proof of Corollary 5.1. We check the assumptions of Theorem 5.1. Let
\[ t \in \mathcal{T} := [\vartheta - \varepsilon, \vartheta + \varepsilon], \]
where \( \vartheta \) is the true value of the parameter and \( \varepsilon \) is an arbitrary positive number such that \( \vartheta - \varepsilon > 0 \). Then
\[ P\{\tilde{\vartheta}_N \in \mathcal{T}\} \rightarrow 1 \] as \( N \rightarrow \infty \). Hence one can assume that \( \Theta = \mathcal{T} \).

Then the random variables \( g^*(\eta_i, h_2(\eta_i), t) \) are bounded for all \( t \in \mathcal{T} \), whence assumption (i) follows. Assumption (iii) follows from Theorem 3.2, while assumption (ii) holds, since \( \tilde{G} \) is continuous and \( \tilde{\vartheta}_N \rightarrow \vartheta \) and \( \tilde{h}_{2,N} \rightarrow h_2 \).

Put \( \delta_N = N^{-\gamma} \) where \( \gamma = 3\beta/2 \) for \( \beta < 1/6 \) and \( \gamma = 1/4 \) for \( 1/6 \leq \beta \leq 1/4 \). Assumption (iv) follows from Lemma 6.3 and Theorem 3.2, since \( g^*(x, h, t) \) is smooth with respect to \( h \) and \( t \) for \( h > 0 \) and \( t \in \mathcal{T} \).

Now we estimate \( \nu_N(2N) \). If \( t = \text{const} \) and \( h = \text{const} \), then \( g^*(x, h, t) \) as a function of \( x \in (0, +\infty) \) has at most \( C \) intervals of monotonicity, where \( C \) is a fixed number that does not depend on \( h \) and \( t \). Thus \( g^*(x, h_{2,N}, t) \) has at most \( CK_N \) intervals of monotonicity and
\[ \nu_N(2N) \leq (2N)^{CK_N}. \]
Hence
\[ \ln \nu_N(2N) \leq CN^\gamma \ln(2N) \leq \delta_N^2 = (C_1)^{-2}N^{2\beta}, \]
since \( \gamma < 2\beta \).

The corollary is proved. \( \square \)

7. Concluding remarks

The asymptotic behavior of moment estimators constructed from observations with an admixture is studied in the paper. We constructed an adaptive estimator whose asymptotic variance is equal to the minimal asymptotic variance among moment estimators. The behavior of the estimator requires an additional analysis if the size of a sample is small.
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