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Abstract. Let $\varphi_t(x)$, $x \in \mathbb{R}^d_+$, be a solution of a stochastic differential equation in the half-space $\mathbb{R}^d_+$ with normal reflection in the boundary; the solution starts from a point $x$. We prove that the random mapping $\varphi_t(\cdot, \omega)$ is differentiable in the Sobolev sense for almost all $\omega$. We obtain a stochastic equation for the derivative $\nabla \varphi_t$.

1. Introduction

Let $\varphi_t(x)$, $x \in \mathbb{R}^d_+ = \mathbb{R}^{d-1} \times [0, \infty)$, be a solution of the following stochastic differential equation in $\mathbb{R}^d_+$ with normal reflection in the boundary:

$$
\begin{cases}
    d\varphi_t(x) = a_0(\varphi_t(x)) \, dt + \sum_{k=1}^m a_k(\varphi_t(x)) \, dw_k(t) + \Pi \xi(x, dt), & t \geq 0, \\
    \varphi_0(x) = x, \xi(x, 0) = 0, & x \in \mathbb{R}^d_+,
\end{cases}
$$

where $\Pi = (0, \ldots, 0, 1)$; $\xi(x, t)$ is not decreasing with respect to $t$ for a fixed $x$ and is increasing at the points for which $\varphi_t(x) \in \mathbb{R}^{d-1} \times \{0\}$:

$$
\xi(x, t) = \int_0^t \mathbb{1}_{(\varphi_s(x) \in \mathbb{R}^{d-1} \times \{0\})} \xi(x, ds).
$$

It is well known [3] that if the coefficients of equation (1) are Lipschitz functions, then a unique strong solution of (1) exists for all fixed $x \in \mathbb{R}^d_+$. Applying the Kolmogorov theorem on the existence of a continuous version, one can check (similarly to the case of stochastic differential equations without reflection) that a version of the processes $\varphi$ and $\xi$ that is continuous with respect to $(t, x)$ exists (see, for example, [2]). It is proved in the paper [2] that, for almost all $\omega$ and all $t \geq 0$, the random mapping $\varphi_t: \mathbb{R}^d_+ \to \mathbb{R}^d_+$ belongs to the intersection of the Sobolev spaces

$$
\bigcap_{p>1} W^{1, p}_{1, \text{loc}}(\mathbb{R}^d_+, \mathbb{R}^d).
$$

The aim of this paper is to establish stochastic equations for the derivative $\nabla \varphi_t$.

Note that $\varphi_t$ is not necessarily differentiable with respect to $x$ (in the usual sense) if the coefficients of equation (1) are smooth. Indeed, consider an example where $d = 1,$
The function \( \varphi_t \) is not differentiable at the point \( x = -\min_{0 \leq s \leq t} w(s) > 0 \). However, it is continuous and belongs to \( W^1_{p, loc}(\mathbb{R}_+) \). Moreover

\[
\nabla \varphi_t(x) = \begin{cases} 
1, & x + \min_{0 \leq s \leq t} w(s) > 0, \\
0, & x + \min_{0 \leq s \leq t} w(s) < 0.
\end{cases}
\]

The equation for the Sobolev derivative \( \nabla \varphi_t \) is not a "classical" stochastic differential equation. The equation for \( \nabla \varphi_t \) can be described informally in the following way.

Let \( \varphi_t(x) \not\in \mathbb{R}^{d-1} \times \{0\} \) and

\[
\tau_t(x) = \inf \{ s \geq t : \varphi_s(x) \in \mathbb{R}^{d-1} \times \{0\} \}.
\]

Then the derivative \( \nabla \varphi_s(x) \) satisfies the linear equation

\[
d \nabla \varphi_s(x) = \nabla a_0(\varphi_s(x)) \nabla \varphi_s(x) \, ds + \sum_{k=1}^m \nabla a_k(\varphi_s(x)) \nabla \varphi_s(x) \, dw_k(s)
\]

on the interval \( s \in [t, \tau_t(x)] \), since the usual stochastic differential equation without reflection holds for \( s \in [t, \tau_t(x)] \). For \( t \) belonging to the set

\[
A(x) = \{ t \geq 0 : \varphi_t(x) \in \mathbb{R}^{d-1} \times \{0\} \}
\]

where the solution reaches the hyperplane \( \mathbb{R}^{d-1} \times \{0\} \), we set

\[
\nabla \varphi_t(x) = P \nabla \varphi_t(x).
\]

Here \( P \) is the linear operator that reduces to zero the last row of a \( d \times d \) matrix. This can be heuristically explained by the fact that the coordinate \( d \) of the mapping \( \varphi_t(\cdot) \) attains its minimum at the point \( x \).

A formal definition of equations of this kind and a theorem on the existence and uniqueness of the solution are given in Section 2. We establish the equation for \( \nabla \varphi_t \) in Section 3.

2. THE SOLUTION OF A STOCHASTIC EQUATION

Let \( w_1(t), \ldots, w_m(t) \) be independent Wiener processes,

\[
\mathcal{F}_t = \sigma(w_k(s), k = 1, \ldots, m, s \leq t),
\]

\( x_t \) a continuous \( \mathcal{F}_t \)-adapted stochastic process, and

\[
a_k : \mathbb{R}^l \times \mathbb{R}^m \to \mathbb{R}^l \quad \text{and} \quad b_k : \mathbb{R}^l \times \mathbb{R}^m \to \mathbb{R}^m.
\]

Consider the measure-valued stochastic process \( \nu(t) = \delta_0 \mathbb{1}_{\{x(t) = 0\}} \), where \( \delta_0 \) is the probability measure assigning the unit mass to zero.

**Definition 2.1.** We say that a pair of \( \mathcal{F}_t \)-measurable stochastic processes \( (y_t, z_t) \) satisfies the system

\[
\begin{cases}
    dy_t = a_0(y_t, z_t) \, dt + \sum_{k=1}^m a_k(y_t, z_t) \, dw_k(t) - y_0 \, \nu(dt), \\
z_t = b_0(y_t, z_t) \, dt + \sum_{k=1}^m b_k(y_t, z_t) \, dw_k(t), \quad t \geq 0,
\end{cases}
\]

if

1) \( y_t, t \geq 0 \), is a càdlàg process;

2) \( z_t, t \geq 0 \), has continuous trajectories;
3) \( z_t = z_0 + \int_0^t b_0(y_s, z_s) \, ds + \sum_{k=1}^m \int_0^t b_k(y_s, z_s) \, dw_k(s), \ t \geq 0 \) almost surely;

4) for almost all \( \omega \), the set \( \{ t \geq 0 : x_t = 0 \} \) belongs to \( \{ t \geq 0 : y_t = 0 \} \);

5) for an arbitrary stopping time \( \tau \) such that \( x_\tau \neq 0 \), we have

\[
y_t = y_\tau + \int_\tau^t a_0(y_s, z_s) \, ds + \sum_{k=1}^m \int_\tau^t a_k(y_s, z_s) \, dw_k(s)
\]

with probability one for all \( t \in [\tau, \tau^o) \) where \( \tau^o = \inf\{ t \geq \tau : x_t = 0 \} \).

**Remark 2.1.** If \( x_t \neq 0 \) for all \( t \geq 0 \), then \( (y_t, z_t) \) is a solution of the system of ordinary stochastic differential equations

\[
dy_t = a_0(y_t, z_t) \, dt + \sum_{k=1}^m a_k(y_t, z_t) \, dw_k(t),
\]

\[
dz_t = b_0(y_t, z_t) \, dt + \sum_{k=1}^m b_k(y_t, z_t) \, dw_k(t).
\]

**Remark 2.2.** Assume that there exists a finite family of stopping times

\[
0 < \tau_1 < \tau_2 < \cdots < \tau_n
\]

such that the process \( x_t \) equals zero at these and only these points.

Then the solution \( (y_t, z_t) \) of system (2) with initial conditions \( (y_0, z_0) \) can be determined by using a recurrence.

We take \( (y_t, z_t) \) for \( t \in [0, \tau_1) \) as a solution of (3) with the initial condition \( (y_0, z_0) \).

On the intervals \( [\tau_k, \tau_{k+1}) \), we use the solution of (3) with the initial condition

\[
z_{\tau_k} := z_{\tau_k -}, \quad y_{\tau_k} := 0.
\]

Finding a solution of (2) may be difficult if the set

\[
\{ t \geq 0 : x_t = 0 \}
\]

is uncountable. This is the case, for example, if \( x_t \) is a Wiener process.

**Theorem 2.1.** Assume that functions \( a_k \) and \( b_k, \ k = 0, \ldots, m, \) are Lipschitz continuous; that is, there exists a constant \( L > 0 \) such that

\[
|a_k(y_1, z_1) - a_k(y_2, z_2)| + |b_k(y_1, z_1) - b_k(y_2, z_2)| \leq L(|y_1 - y_2| + |z_1 - z_2|)
\]

for all \( k \) and for all \( y_1, y_2, z_1, \) and \( z_2 \).

Then (2) has a unique solution for all nonrandom initial conditions \( (y_0, z_0) \).

**Proof.** Assume that \( (y_t, z_t) \) is a solution of (2). We estimate the moments of \( y_t \) and \( z_t \).

Let \( c > 0 \) and \( N > 0 \). Put

\[
\sigma_0(c) = \begin{cases} 0, & x_0 \neq 0, \\ \inf\{ t \geq 0 : |x_t| = c \}, & x_0 = 0, \end{cases}
\]

\[
\tau_0(c) = \inf\{ t \geq 0 : x_t = 0 \},
\]

\[
\sigma_j(c) = \inf\{ t \geq \tau_j(c) : |x_t| = c \},
\]

\[
\tau_{j+1}(c) = \inf\{ t \geq \sigma_j(c) : |x_t| = 0 \},
\]

\[
\theta_N = \inf\{ t \geq 0 : |z_t| + |y_t| \geq N \}.
\]

In what follows we use several constants \( K_1, K_2, \ldots \). For simplicity, we write \( K \), for all of them, though they may have different values.

The Itô formula and Burkholder inequality imply that

\[
E \sup_{s \in [0, t]} |z_{s \wedge \theta_N}|^2 \leq K \left( 1 + \int_0^t E \left( |z_{s \wedge \theta_N}|^2 + |y_{s \wedge \theta_N}|^2 \right) \, ds \right), \quad t \in [0, T].
\]
Let $c > 0$. Assume that

$$t \in \bigcup_{j} [\sigma_j(c), \tau_{j+1}(c)).$$

Then Definition 2.1 implies that

$$y_t = \sum_{j \geq 1} \left( y_{\sigma_j(c)} + \int_{\sigma_j(c)}^{t} a_0(y_s, z_s) \, ds + \sum_{k=1}^{m} \int_{\sigma_j(c)}^{t} a_k(y_s, z_s) \, dw_k(s) \right) \mathbb{1}_{t \in [\sigma_j(c), \tau_{j+1}(c))}.$$  

Note that if $x_t \neq 0$, then there exists $c_0 = c_0(\omega)$ such that

$$t \in \bigcap_{0 < c < c_0} \bigcup_{j \geq 1} [\sigma_j(c), \tau_{j+1}(c)).$$

Let $j_c$ be a number such that $t \in [\sigma_{j_c}(c), \tau_{j_c+1}(c))$. It is easy to see that the limit

$$\sigma := \lim_{c \to 0^+} \sigma_{j_c}(c)$$

exists in this case. Moreover, Definition 2.1 implies that the following limits

$$\lim_{c \to 0^+} y_{\sigma_{j_c}(c)} = \begin{cases} 0, & \sigma \neq 0, \\ y_0, & \sigma = 0, \end{cases}$$

exist, too.

Since $y_t = 0$ for $x_t = 0$, we have that for all $t \in [0, T]$

$$|y_t| \leq \lim_{c \to 0^+} \sum_{j \geq 1} \left( y_{\sigma_j(c)} + \int_{\sigma_j(c)}^{t} a_0(y_s, z_s) \, ds \\ + \sum_{k=1}^{m} \int_{\sigma_j(c)}^{t} a_k(y_s, z_s) \, dw_k(s) \right) \mathbb{1}_{t \in [\sigma_j(c), \tau_{j+1}(c))}$$

$$\leq |y_0| + \lim_{c \to 0^+} \sum_{j \geq 1} \left| \int_{\sigma_j(c)}^{t} a_0(y_s, z_s) \, ds \right| \mathbb{1}_{t \in [\sigma_j(c), \tau_{j+1}(c))}$$

$$+ \sum_{k=1}^{m} \lim_{c \to 0^+} \sum_{j \geq 1} \left| \int_{\sigma_j(c)}^{t} a_k(y_s, z_s) \, dw_k(s) \mathbb{1}_{t \in [\sigma_j(c), \tau_{j+1}(c))} \right|$$

$$\leq |y_0| + \int_{0}^{t} |a_0(y_s, z_s)| \, ds$$

$$+ \lim_{c \to 0^+} \sum_{j \geq 1} \sum_{k=1}^{m} \left| \int_{\sigma_j(c) \wedge t}^{\tau_{j+1}(c) \wedge t} a_k(y_s, z_s) \, dw_k(s) \right| \mathbb{1}_{t \in (\sigma_j(c), \tau_{j+1}(c))}.$$
The Burkholder inequality and Fatou lemma imply
\[
E \sup_{s \in [0,t]} |y_{s \wedge \theta_N}|^2 \leq K \left( 1 + \int_0^t E \left( |z_{s \wedge \theta_N}|^2 + |y_{s \wedge \theta_N}|^2 \right) ds \right.
\]
\[
+ \lim_{c \to 0} \sum_{j \geq 1} \sum_{k=1}^m E \sup_{s \in [0,t]} \left| \int_{\sigma_j(c) \wedge s \wedge \theta_N}^{\tau_j+1(c) \wedge s \wedge \theta_N} a_k(y_r, z_r) \, dw_k(r) \right|^2 \left( 1 + |y_{s \wedge \theta_N}|^2 + |z_{s \wedge \theta_N}|^2 \right) ds \left. \right) \leq K \left( 1 + \int_0^t \left( |y_{s \wedge \theta_N}|^2 + |z_{s \wedge \theta_N}|^2 \right) ds \right), \quad t \in [0,T].
\]

Applying the Gronwall lemma to (6) and (8), we get the bound
\[
E \sup_{s \in [0,T]} (|y_{s \wedge \theta_N}|^2 + |z_{s \wedge \theta_N}|^2) \leq K < \infty
\]
where \( K \) does not depend on \( N \). Letting \( N \to \infty \) we prove that
\[
E \sup_{s \in [0,T]} (|y_s|^2 + |z_s|^2) \leq K < \infty.
\]

**Remark 2.3.** One can check in a similar way that
\[
E \sup_{t \in [0,T]} (|y_t|^p + |z_t|^p) < \infty
\]
for all \( p > 1 \).

**Uniqueness.** Assume that \((y_t, z_t)\) and \((\tilde{y}_t, \tilde{z}_t)\) are solutions of (2). Similarly to the proof of (6) and (8) we obtain
\[
E \sup_{s \in [0,T]} (|y_{s \wedge \theta_N} - \tilde{y}_{s \wedge \theta_N}|^2 + |z_{s \wedge \theta_N} - \tilde{z}_{s \wedge \theta_N}|^2)
\]
\[
\leq K \left( E \int_0^t (|y_{s \wedge \theta_N} - \tilde{y}_{s \wedge \theta_N}|^2 + |z_{s \wedge \theta_N} - \tilde{z}_{s \wedge \theta_N}|^2) \, ds \right.
\]
\[
+ \lim_{c \to 0} \sum_{j \geq 1} \sum_{k=1}^m E \sup_{s \in I_j(c)} \left| \int_{\sigma_j(c) \wedge t \wedge \theta_N}^{\tau_j+1(c) \wedge t \wedge \theta_N} (a_k(y_r, z_r) - a_k(\tilde{y}_r, \tilde{z}_r)) \, dw_k(r) \right|^2 \left( 1 + |y_{s \wedge \theta_N}|^2 + |z_{s \wedge \theta_N}|^2 \right) ds \left. \right) \leq K E \int_0^t (|y_{s \wedge \theta_N} - \tilde{y}_{s \wedge \theta_N}|^2 + |z_{s \wedge \theta_N} - \tilde{z}_{s \wedge \theta_N}|^2) \, ds.
\]

Here
\[I_j(c) = [\sigma_j(c), \tau_{j+1}(c)].\]

Now the Gronwall lemma implies that \( y_t = \tilde{y}_t \) and \( z_t = \tilde{z}_t \) almost surely.
**Existence.** Let \( c > 0 \). Define the processes \( y_c^t \) and \( z_c^t \) as follows:

\[
y_0^c := y_0, \quad z_0^c := z_0,
\]

\[
y_c^t = y_{\sigma_j(c)} + \int_0^t a_0(y_{\sigma_j(c)}^c, z_{\sigma_j(c)}^c) \, ds
+ \sum_{k=1}^m \int_{\tau_j(c)} a_k(y_{\sigma_j(c)}^c, z_{\sigma_j(c)}^c) \, dw_k(s)
\text{ for } t \in [\sigma_j(c), \tau_{j+1}(c)) ,
\]

\[
y_c^t = 0 \quad \text{for } t \in [\tau_j(c), \sigma_j(c)],
\]

\[
z_c^t = z_0 + \int_0^t b_0(y_{\sigma_j(c)}^c, z_{\sigma_j(c)}^c) \, ds
+ \sum_{k=1}^m b_k(y_{\sigma_j(c)}^c, z_{\sigma_j(c)}^c) \, dw_k(s), \quad t \in [0, T].
\]

Since \( x_t \) is a continuous process, the total number of intervals \([\sigma_j(c), \tau_{j+1}(c)] \subset [0, T]\) is finite for all \( c > 0 \). The pair of processes \((y_c^t, z_c^t)\) is a solution of a system of stochastic differential equations with Lipschitz coefficients on the interval \([\sigma_j(c), \tau_{j+1}(c)]\). Thus these processes are uniquely determined. Similarly, \( y_c^* \equiv 0 \) and \( z_c^* \) are uniquely determined from equation (12) on the interval \([\tau_j(c), \sigma_j(c)]\).

The bound

\[
\sup_{c > 0} \mathbb{E} \sup_{t \in [0, T]} (|y_s^c|^p + |z_s^c|^p) < \infty
\]

for all \( p > 1 \) can be obtained similarly to the proof of (9). Put

\[
U(c_1, c_2) = \left( \bigcup_{j \geq 1} [\sigma_j(c_1), \tau_{j+1}(c_1)] \right) \triangle \left( \bigcup_{j \geq 1} [\sigma_j(c_2), \tau_{j+1}(c_2)] \right).
\]

Then (see (10))

\[
\mathbb{E} \sup_{s \in [0, T]} \left( |y_s^{c_1} - y_s^{c_2}|^2 + |z_s^{c_1} - z_s^{c_2}|^2 \right)
\leq K \mathbb{E} \int_0^T \left( |y_s^{c_1} - y_s^{c_2}|^2 + |z_s^{c_1} - z_s^{c_2}|^2 \right) \, ds
\]

\[
+ K \mathbb{E} \int_0^T \mathbb{1}_{U(c_1, c_2)}(s) \left( 1 + |y_s^{c_1}|^2 + |y_s^{c_2}|^2 + |z_s^{c_1}|^2 + |z_s^{c_2}|^2 \right) \, ds
\]

\[
\leq K \mathbb{E} \int_0^T \left( |y_s^{c_1} - y_s^{c_2}|^2 + |z_s^{c_1} - z_s^{c_2}|^2 \right) \, ds
\]

\[
+ K \left( \mathbb{E} \int_0^T \mathbb{1}_{U(c_1, c_2)}(s) \, ds \right)^{1/2}, \quad t \in [0, T].
\]

Note that \( \bigcup_{j \geq 1} [\sigma_j(c), \tau_{j+1}(c)] \subset \{ t \in [0, T] : x_t \neq 0 \} \) and

\[
\{ t \in [0, T] : x_t \neq 0 \} = \bigcup_{C > 0} \bigcap_{c < 0} \bigcup_{j \geq 1} [\sigma_j(c), \tau_{j+1}(c)].
\]

Thus

\[
\lambda \left( \bigcup_{j} [\tau_j(c_1), \sigma_j(c_1)] \right) \triangle \left( \bigcup_{j} [\tau_j(c_2), \sigma_j(c_2)] \right) \to 0, \quad c_1, c_2 \to 0+.
\]

Hence the second term approaches zero as \( c_1, c_2 \to 0+ \) by the Lebesgue dominated convergence theorem. Thus the left hand side of (13) also approaches zero by the Gronwall lemma. Therefore the sequence of processes \( y_c^t \) and \( z_c^t \) converges in \( L_2 \) as \( c \to 0+ \).

It is easy to check that the limit process satisfies (2). Theorem 2.1 is proved. \( \square \)
3. The equation for the derivative $\partial \varphi_t(x)/\partial x$

Let $\varphi_t(x)$ be a solution of (1). Consider the approximating sequence of processes determined by the following system of stochastic differential equations:

\[
\begin{aligned}
\frac{d\varphi_t^{(\varepsilon)}(x)}{dt} &= \left(a_0(\varphi_t^{(\varepsilon)}(x)) + g_\varepsilon(\varphi_t^{(\varepsilon)}(x))\right) dt \\
&\quad + \sum_{k=1}^m a_k(\varphi_t^{(\varepsilon)}(x)) dw_k(t), \quad t \geq 0, \\
\varphi_0^{(\varepsilon)}(x) &= x, \quad x \in \mathbb{R}^{d-1} \times (0, \infty),
\end{aligned}
\]

where $g_\varepsilon(x) = (0, \ldots, 0, \psi(x_d/\varepsilon)/x_d^2)$, $\psi \in C^\infty((0, \infty))$, $\psi(x) = 0$ for $x \geq 2$ and $\psi(x) = 1$ for $x \leq 1$, and $\psi$ is nonincreasing.

It is proved in the paper [2] that a solution of (14) exists for all $x \in \mathbb{R}^{d-1} \times (0, \infty)$ and $t \geq 0$ and belongs to the half-space $\mathbb{R}^{d-1} \times (0, \infty)$. Moreover

1) there exists a continuous version of $\varphi_t^{(\varepsilon)}(x)$ with respect to the pair of variables $(t, x)$;

2) for all $T > 0$, $p > 1$, and $r > 0$

\[
\sup_{t \in [0,T]} \mathbb{E} \sup_{x \in \mathbb{R}^{d-1} \times (0, \infty)} \left( |\varphi_t^{(\varepsilon)}(x)|^p + |\varphi_t(x)|^p \right) < \infty.
\]

\[
\sup_{t \in [0,T]} \mathbb{E} \sup_{x \in \mathbb{R}^{d-1} \times (0, \infty)} |\varphi_t^{(\varepsilon)}(x) - \varphi_t(x)|^p \to 0, \quad \varepsilon \to 0 +.
\]

Let $y_t^{(\varepsilon)}(x)$ be a solution of the following linear stochastic differential equation

\[
\begin{aligned}
\frac{dy_t^{(\varepsilon)}(x)}{dt} &= \left(\nabla a_0(\varphi_t^{(\varepsilon)}(x)) + \nabla g_\varepsilon(\varphi_t^{(\varepsilon)}(x))\right) y_t^{(\varepsilon)}(x) dt \\
&\quad + \sum_{k=1}^m \nabla a_k(\varphi_t^{(\varepsilon)}(x)) y_t^{(\varepsilon)}(x) dw_k(t), \quad t \geq 0, \\
y_0^{(\varepsilon)}(x) &= 1, \quad x \in \mathbb{R}^{d-1} \times (0, \infty),
\end{aligned}
\]

where $1$ is the unit $d \times d$ matrix.

Denote by $n(x, dt)$ a point random measure such that $n(x, \{t\}) = 1$ if and only if $\varphi_t(x)$ belongs to the hyperspace $\mathbb{R}^{d-1} \times \{0\}$.

Consider the matrix $P = (p_{ij})_{i,j=1}^d$ defined as follows: $p_{ij} = 1$ for $i = j = d$ and $p_{ij} = 0$ otherwise.

The following assertion plays a key role in what follows for establishing an equation: for the derivative $\nabla \varphi_t(x)$.

**Theorem 3.1.** Assume that the functions $a_k : \mathbb{R}^d \to \mathbb{R}^d$, $k = 0, \ldots, m$, are continuously differentiable and have bounded partial derivatives.

Assume that

\[
\sum_{k=1}^m (a_{k,d}(x))^2 > 0 \quad \text{for all} \quad x \in \mathbb{R}^{d-1} \times \{0\},
\]

where $a_{k,d}$ is the $d$th coordinate of the function $a_k = (a_{k,1}, \ldots, a_{k,d})^T$.

Then

\[
\mathbb{E} |y_t^{(\varepsilon)}(x) - y_t(x)|^p \to 0, \quad \varepsilon \to 0 +,
\]
for all \(t \in [0, T]\), \(x \in \mathbb{R}^{d-1} \times (0, \infty)\), and \(p > 1\) where \(y_t(x)\), \(t \geq 0\) is a solution of the equation

\[
\begin{align*}
    dy_t(x) &= \nabla a_0(\varphi_t(x))y_t(x)\,dt \\
    &\quad + \sum_{k=1}^m \nabla a_k(\varphi_t(x))y_t(x)\,dw_k(t) - Py_t(x)\,n(x, dt),
\end{align*}
\]

(20)

for all \(t \in [0, T]\), \(x \in \mathbb{R}^{d-1} \times (0, \infty)\), and \(p > 1\).

Remark 3.1. Equation (20) is understood in the sense of Section 1. The \(d\)th coordinate of the process \(\varphi_t(x)\) is considered as the process \(x_1\), the \(d\)th row of the process \(y_t(x)\), as \(y_d\), and the first \((d-1)\) rows of the process \(y_t(x)\) combined with \(\varphi_t(x)\), as \(z_t\).

Remark 3.2. Let \(x \in \mathbb{R}^d\). The trajectories of the process \(y_t(x)\), \(t \in [0, T]\), are continuous with respect to \(t\), while those of \(y_t(x)\), \(t \in [0, T]\), are not continuous in general. Thus the processes \(y_t(x)\) cannot converge (even in the weak sense) in the Skorokhod topology to \(y_t(x)\) in the space \(D_{[0,T]}\) of right continuous functions that have left limits (see [5]). On the other hand, one can check that \(y_t(x)\), \(t \in [0, T]\), converge to \(y_t(x)\), \(t \in [0, T]\), in the space \(D_{[0,T]}\) equipped with the topology \(S\) (see [7]).

Proof. To prove Theorem 3.1 we need the following auxiliary result.

Lemma 3.1. For all \(p > 1\), we have

\[
\begin{align*}
    \sup_{\varepsilon \in (0,1]} \sup_{x \in \mathbb{R}^{d-1} \times (0, \infty)} \mathbb{E} \sup_{t \in [0,T]} |y_t^{(\varepsilon)}(x)|^p &< \infty, \\
    \sup_{x \in \mathbb{R}^{d-1} \times (0, \infty)} \mathbb{E} \sup_{t \in [0,T]} |y_t(x)|^p &< \infty.
\end{align*}
\]

(21) (22)

The proof of (21) is standard. The proof of (22) is similar to that of (9). Its view of (21) convergence (19) follows from convergence in probability,

\[ y_t^{(\varepsilon)}(x) \overset{p}{\to} y_t(x), \quad \varepsilon \to 0^+. \]

Thus we restrict ourselves to the case of \(p = 2\) in the proof of Theorem 3.1.

Let \(l \in \{1, \ldots, d\}\) and \(x \in \mathbb{R}^{d-1} \times (0, \infty)\) be fixed. Denote the \(l\)th columns of the matrices \(y_t^{(\varepsilon)}(x)\) and \(y_t(x)\) by \(y^{(\varepsilon)}(t)\) and \(y(t)\), respectively. Put \(\varphi(t) = \varphi_t(x)\),

\[ \varphi^{(\varepsilon)}(t) = \left( y_1^{(\varepsilon)}(t), \ldots, y_{d-1}^{(\varepsilon)}(t) \right)^T, \]

and \(\xi(t) = \xi(x, t)\). Note that \(y^{(\varepsilon)}(t)\) and \(y(t)\) satisfy an equation of the same form as in the case of \(y_t^{(\varepsilon)}(x)\) and \(y_t(x)\) but with the following initial conditions:

\[ y^{(\varepsilon)}(0) = y(0) = (0, \ldots, 1, \ldots, 0)^T \]

(all coordinates of this vector are zero except for the \(l\)th coordinate).

We prove the convergence

\[ y^{(\varepsilon)}(t) \overset{L^2}{\to} y(t), \quad \varepsilon \to 0^+. \]

Note that

\[
\mathbb{E} \left| \varphi^{(\varepsilon)}(t) - \varphi(t) \right|^2 \leq K, \mathbb{E} \int_0^t \sum_{k=0}^m \left| \nabla a_k(\varphi^{(\varepsilon)}(s)) - \nabla a_k(\varphi(s)) \right|^2 |y(s)|^2 \, ds \\
+ K, \mathbb{E} \int_0^t \left( \left| \varphi^{(\varepsilon)}(s) - \varphi(s) \right|^2 + |y^{(\varepsilon)}(s) - y_d(s)|^2 \right) \, ds.
\]

(23)
The first term in (23) converges to zero as \( \varepsilon \to 0+ \) by (15), (9), and the Lebesgue dominated convergence theorem. Applying the Gronwall lemma to (23), we complete the proof of the theorem if we verify that

\[
E(y_d(c)(t) - y_d(t))^2 \to 0, \quad \varepsilon \to 0+,
\]

\[
\int_0^T E(y_d(c)(s) - y_d(s))^2 ds \to 0, \quad \varepsilon \to 0+.
\]

Let \( c > 0 \). Consider the stopping times

\[
\sigma_0(c) = 0,
\]

\[
\sigma_n(b) = \inf\{t \geq \sigma_n(c) : \varphi_d(t) \leq b\}, \quad b \in [0, c),
\]

\[
\sigma_{n+1}(c) = \inf\{t \geq \sigma_n(0) : \varphi_d(t) = c\}.
\]

In other words, \( \sigma_n(b) \) is the first stopping time after \( \sigma_n(c) \) when the process \( \varphi_d(t) \) reaches the level \( b \), while \( \sigma_{n+1}(c) \) is the first moment after \( \sigma_n(b) \) when the process \( \varphi_d(t) \) reaches the level \( c \) after its visit of the origin.

Note that if \( b > 3c \), then \( g_t(\varphi(c)(s)) = 0 \) for \( s \in \bigcup_n [\sigma_n(c); \sigma_{n+1}(b)] \). Therefore

\[
y_d(c)(s) = \sum_{n \geq 0} 1_{\mathcal{Q}^c(\varepsilon,s,n)} (y_d(c)(\sigma_n(c)) + \int_{\sigma_n(c) \wedge s} a_{0,d}^{c}(\varphi(c)(z)) y(c)(z) dz
\]

\[
+ \sum_{k=1}^m \int_{\sigma_n(c) \wedge s} a_{k,d}^{c}(\varphi(c)(z)) y(c)(z) dw_k(z) + y_d(c)(s) 1_{\mathcal{Q}^{c'}(\varepsilon,s)},
\]

where \( a_{k,j}^{c} \) is the gradient of the \( j \)th coordinate of the function \( a_k \) and

\[
\mathcal{Q}^c(\varepsilon,s,n) = \{ s \in [\sigma_n(c), \sigma_{n+1}(b)] : \sup_{t \in [0,T]} |\varphi(c)(t) - \varphi(t)| < b/3 \},
\]

\[
\mathcal{Q}^{c'}(\varepsilon,s) = \{ s \notin \bigcup_n [\sigma_n(c); \sigma_{n+1}(b)] : \sup_{t \in [0,T]} |\varphi(c)(t) - \varphi(t)| \geq b/3 \}.
\]

Thus

\[
E|y_d(c)(s) - y_d(s)|^2 \leq K \left( \sum_{n \geq 0} E \left( 1_{\mathcal{Q}^c(\varepsilon,s,n)} |y_d(c)(\sigma_n(c)) - y_d(\sigma_n(c))|^2 \right) + \sum_{k=0}^m \int_{\sigma_n(c) \wedge s} \left| a_{k,d}^{c}(\varphi(c)(z)) - a_{k,d}^{c}(\varphi(z)) \right|^2 |y(z)|^2 dz \right.
\]

\[
+ \sum_{k=0}^m \int_{\sigma_n(c) \wedge s} \left| a_{k,d}^{c}(\varphi(c)(z)) \right|^2 |y(c)(z) - y(z)|^2 dz
\]

\[
+ E \sup_{z \in [0,T]} \left( |y_d(c)(z)|^2 + |y_d(z)|^2 \right) \left. 1_{\mathcal{Q}^{c'}(\varepsilon,s)} \right).
\]
\[
K \left( \sum_{n \geq 0} E \| \{ s \in [\sigma_n(c), \sigma_n(b)] \} |y_d^{(c)}(\sigma_n(c)) - y_d(\sigma_n(c))|^2 \right.
\]
\[
+ \int_0^T \sum_{k=0}^m \sqrt{E[|a'_{k,d}(\varphi(z)) - a_{k,d}(\varphi(z))|^2]} dz
\]
\[
+ \int_0^s E|y^{(c)}(z) - y(z)|^2 dz
\]
\[
+ \sqrt{P \left( \left\{ s \notin \bigcup_{n \geq 0} [\sigma_n(c), \sigma_n(b)] \right\} \cup \left\{ \sup_{t \in [0,T]} |\varphi^{(c)}(s) - \varphi(s)| \geq b/3 \right\} \right)}
\]
for all \( s \in [0,T] \) (see (7) and (8)). We used the Cauchy inequality, (9), and Lemma 3.1 in the proof of the last inequality.

Consider the set
\[
A_{\varepsilon,r,b,c,\delta,\eta,\kappa} = \left\{ \sup_{z \in [0,T]} \left( |y^{(c)}(z)| + |y(z)| \right) > r \right\}
\]
\[
\cup \left\{ \sup_{z \in [0,T]} |\varphi^{(c)}(z) - \varphi(z)| > \frac{b}{3} \right\}
\]
\[
\cup \left\{ \lambda \left( [0,T] \setminus \bigcup_{n} [\sigma_n(c), \sigma_n(b)] \right) > \eta \right\}
\]
\[
\cup \{ \exists s_1, s_2 \in [0,T], |s_1 - s_2| < \eta: \right. \sum_{k=1}^m \left( \left| \int_{s_1}^{s_2} a'_{k,d}(\varphi(z)) dw_k(z) \right| + \left| \int_{s_1}^{s_2} a_{k,d}(\varphi(z)) dw_k(z) \right| \right.
\]
\[
\left. + \left| \int_{s_1}^{s_2} a'_{0,d}(\varphi(z)) y(z) dz \right| + \left| \int_{s_1}^{s_2} a_{0,d}(\varphi(z)) y(z) dz \right| > \delta \}
\]
\[
\cup \{ \exists n: \xi_{\varepsilon}(\sigma_n(c)) - \xi_{\varepsilon}(\sigma_n(b)) \leq \kappa \}
\]
\[
\cup \{ \exists n: |y_d^{(c)}(\sigma_n(c))| > \delta \},
\]
where \( \lambda \) is Lebesgue measure on \( \mathbb{R}^1 \),
\[
\xi_{\varepsilon}(t) = \int_0^t \left( g_{\varepsilon}(\varphi^{(c)}(s)), \pi \right) ds, \quad \pi = (0, \ldots, 0, 1).
\]

It is easy to deduce from (16) that for all \( p > 1 \),
\[
(25) \quad E \sup_{t \in [0,T]} |\xi_{\varepsilon}(t) - \xi(t)|^p \rightarrow 0. \quad \varepsilon \rightarrow 0 + .
\]
The second term on the right hand side of (24) approaches zero as \( \varepsilon \to 0^+ \) by the Lebesgue dominated convergence theorem. Then (24) implies

\[
\int_0^t E(y_d^{(c)}(s) - y_d(s))^2 \, ds \\
\leq K \left( \int_0^t \int_0^s E|y^{(c)}(z) - y(z)|^2 \, dz + o_{\varepsilon}(t) \right) \\
+ \int_0^T \mathbb{P} \left( \sup_{s \notin \bigcup_n [\sigma_n(c), \bar{\sigma}_n(b)]} |\varphi^{(c)}(s) - \varphi(s)| \geq b/3 \right) \, ds \\
+ \mathbb{E} \sup_{z \in [0,T]} \left( |y_{d}^{(c)}(z)|^2 + |y_{d}(z)|^2 \right) \mathbb{I}_{A_{r, \varepsilon, b, \delta, \eta, \infty}} \\
+ \mathbb{E} \sup_n |y_{d}^{(c)}(\sigma_n(c))|^2 \mathbb{I}_{\mathcal{T}_{r, \varepsilon, b, \delta, \eta, \infty}} + \mathbb{E} \sup_n |y_d(\sigma_n(c))|^2 \mathbb{I}_{\mathcal{T}_{r, \varepsilon, b, \delta, \eta, \infty}} \right)
\]

where \( \sup_{t \in [0,T]} o_{\varepsilon}(t) \to 0 \) as \( \varepsilon \to 0^+ \).

**Lemma 3.2.** For an arbitrary \( \delta > 0 \), there exists \( \eta > 0 \) such that

\[
\sup_{s \in (0,1)} \mathbb{P} \left( \sup_{|s_1 - s_2| < \eta} \left\{ \int_{s_1}^{s_2} a_{0,d}^{(c)}(\varphi(z)) y_{c}(z) \, dz \right\} + \int_{s_1}^{s_2} a_{0,d}^{(c)}(z) y_{c}(z) \, dz \right) \\
+ \sum_{k=1}^m \left( \int_{s_1}^{s_2} a_{k,d}^{(c)}(\varphi(z)) y_{c}(z) \, dw_k(z) \right) + \int_{s_1}^{s_2} a_{k,d}(\varphi(z)) y_{c}(z) \, dw_k(z) \right) \right) > \delta \right) < \delta.
\]

The proof of Lemma 3.2 is obtained from the Burkholder inequality, bound (9), and Lemma 3.1.

**Lemma 3.3.** Assume that the function \( z(t) \) is such that

\[
z(t) = z(0) + \int_0^t f(s)z(s) \, ds + \varphi(t), \quad t \in [0,T],
\]

where \( |z(0)| < c, f(s) \leq 0 \) for \( s \in [0,T] \), \( \sup_{s \in [0,T]} |\varphi(s)| < \delta \), and \( \varphi \) is a stepwise continuous function. Then

\[
z(t) \leq c \exp \left\{ \int_0^t f(s) \, ds \right\} + 2\delta, \quad t \in [0,T].
\]

The function \( z(t) \) can be written explicitly as

\[
z(t) = \varphi(t) + (z(0) - \varphi(0)) \exp \left\{ \int_0^t f(s) \, ds \right\} \\
+ \exp \left\{ \int_0^t f(s) \, ds \right\} \int_0^t \exp \left\{ - \int_0^s f(z) \, dz \right\} f(s) \varphi(s) \, ds \\
\leq \delta + (c + \delta) \exp \left\{ \int_0^t f(s) \, ds \right\} - \delta \exp \left\{ \int_0^t f(s) \, ds \right\} \int_0^t \exp \left\{ - \int_0^s f(z) \, dz \right\} f(s) \, ds \\
= c \exp \left\{ \int_0^t f(s) \, ds \right\} + 2\delta.
\]

This is what was to be proved.
Lemma 3.4. Let $\psi \in [0, \infty) \to [0, \infty)$ be a nonincreasing differentiable function such that $\psi(x) = 1$ for $x \in [0, 1]$ and $\psi(x) = 0$ for $x \in [2, \infty)$. Put $f_\varepsilon(x) = \psi(x/\varepsilon)/x^2$, $x > 0$.

Assume that $x_t$ is a nonnegative function such that $\int_0^\Delta f_\varepsilon(x_t) \, dt \geq \kappa$.

Then

$$\int_0^\Delta \left( \frac{df_\varepsilon}{dx} \right)(x_t) \, dt \leq \frac{\kappa}{\varepsilon}.$$

The assertion of Lemma 3.4 follows from the estimate

$$f_\varepsilon'(x) = \frac{\psi'(x/\varepsilon)x^2 - 2\psi(x/\varepsilon)x}{x^4} \leq \frac{-2\psi(x/\varepsilon)}{x^3} \leq \frac{-2f_\varepsilon(x)}{x} \leq \frac{-f_\varepsilon(x)}{\varepsilon}.$$

Let $\alpha > 0$ and $\delta > 0$ be arbitrary. We choose the numbers $r > 0$, $b > 0$, $c > b$, $\eta > 0$, $\varkappa > 0$, and $\varepsilon_0 \in (0, b/2)$ such that

$$(27) \quad \int_0^T \sqrt{P\left( s \notin \bigcup_n [\sigma_n(c), \bar{\sigma}_n(b)] \right) + P\left( \sup_{t \in [0,T]} |\varphi^\epsilon(s) - \varphi(s)| \geq b/3 \right)} \, ds < \alpha$$

and

$$(28) \quad P(A_{\varepsilon,r,b,c,\delta,\eta,\varkappa}) < \alpha$$

for all $\varepsilon \in [0, \varepsilon_0]$. This set of numbers exists, since

$$P\left( \int_0^t 1_{\{\varphi_d(s) = 0\}} \, ds = 0 \right) = 1$$

(see condition (18)) and in view of Lemmas 3.1 and 3.2 and relations (9), (25), and

$$P(\xi(\sigma_{n+1}(c)) - \xi(\bar{\sigma}_n(b)) > 0 \text{ for all } n) = 1.$$

Then

$$\int_0^t E\left( y_d^{(\epsilon)}(s) - y_d(s) \right)^2 \, ds$$

$$\leq K \left( \int_0^t \int_0^s E\left| y^{(\epsilon)}(z) - y(z) \right|^2 \, dz + o_\varepsilon(t) + \alpha \right.$$

$$\left. + \left( E \sup_{z \in [0,T]} \left( \left( y_d^{(\epsilon)}(z) \right)^2 + (y_d(z))^2 \right) \right)^{1/2} \right)$$

$$\alpha^{1/2} + \left( (\delta + r)e^{-\varkappa/\varepsilon} + 2\delta \right)^2 + \delta^2$$

(29)

for all $\varepsilon \in (0, \varepsilon_0)$ by (26), (27), and (28) and Lemmas 3.3 and 3.4. Choosing $\alpha$, $\delta$, and $\varepsilon_0$ sufficiently small, we obtain from (29) and (23) that there exists a number $K > 0$ such that, given an arbitrary $\gamma > 0$, one can find $\varepsilon_0 > 0$ for which

$$E\left| \bar{y}^{(\epsilon)}(t) - \bar{y}(t) \right|^2 \leq \gamma + K \left( \int_0^t E\left| y^{(\epsilon)}(s) - y(s) \right|^2 \, ds + \int_0^t \int_0^s E\left| y^{(\epsilon)}(z) - y(z) \right|^2 \, dz \, ds \right),$$

$$\int_0^t E\left( y_d^{(\epsilon)}(s) - y_d(s) \right)^2 \, ds \leq \gamma + K \int_0^t \int_0^s E\left| y^{(\epsilon)}(z) - y(z) \right|^2 \, dz \, ds$$
for all \( \varepsilon \in (0, \varepsilon_0) \) and for all \( t \in [0, T] \). Then the Gronwall lemma implies that
\[
\sup_{t \in [0, T]} E[\|\overline{y}'(\varepsilon)(t) - \overline{y}(t)\|^2] \to 0, \quad \varepsilon \to 0 + ,
\]
\[
\int_0^T E[(y^{(\varepsilon)}_d(t) - y_d(t))^2] \, dt \to 0, \quad \varepsilon \to 0 + ,
\]
\[
(30) \quad \int_0^T E[|y^{(\varepsilon)}(t) - y(t)|^2] \, dt \to 0, \quad \varepsilon \to 0 + .
\]
Reasoning in the same way as in the proof of (29) we see that for all \( t \in [0, T] \),
\[
E[(y^{(\varepsilon)}_d(t) - y_d(t))^2] \to 0, \quad \varepsilon \to 0 + ,
\]
by (30) and (24). Theorem 3.1 is proved.

Applying the argument of Section IV in [6], one can check that the processes \( \varphi^{(\varepsilon)}_t(x) \) are differentiable in the Sobolev sense with respect to the parameter \( x \). Moreover
\[
(31) \quad \frac{\partial \varphi^{(\varepsilon)}_t(x)}{\partial x} = y^{(\varepsilon)}_t(x) \quad \text{almost surely},
\]
where the processes \( y^{(\varepsilon)}_t(x) \) satisfy equation (17). The processes \( y^{(\varepsilon)}_t(x) \) have a version that is measurable with respect to \((\omega, t, x)\). According to (16), (19), and (21) we obtain that for almost all \( \omega \) the function \( y_t(\cdot, \omega) \) is the derivative in the Sobolev sense (with respect to \( x \)) of the process \( \varphi_t(x) \) if \( y \) has a version that is measurable with respect to \((\omega, t, x)\).

The corresponding result and the existence of a set \( \Omega_0 \) of full measure such that \( y_t(x) = \partial \varphi_t(x)/\partial x \) for all \( t \in [0, T] \) and \( \omega \in \Omega_0 \) are proved in the following theorem.

**Theorem 3.2.** Assume that the hypotheses of Theorem 3.1 hold. Then
1) there exists a version of the process \( y_t(x) \) that is measurable with respect to \((t, x, \omega)\);
2) there exists a set \( \Omega_0 \), \( P(\Omega_0) = 1 \), such that \( y_t = \partial \varphi_t/\partial x \) is the Sobolev derivative for all \( \omega \in \Omega_0 \) and \( t \in [0, T] \).

**Proof.** We need the following auxiliary result on measurability of the limit stochastic process.

**Theorem 3.3 ([4]).** Let \((\Omega, \mathcal{F}, P)\) be a probability space, \((A, \mathcal{A})\) a measurable space, \( Y \) a separable metric space, and let \( X_n = X_n(a), \ n \geq 1, \ a \in A \), be a sequence of \( \mathcal{F} \otimes \mathcal{A} \)-measurable random elements with values in \( Y \). Assume that the limit in probability exists for the sequence \( \{X_n(a), n \geq 1\} \) and for \( a \in A \).

Then there is an \( \mathcal{F} \otimes \mathcal{A} \)-measurable random element \( X(a), \ a \in A \), with values in \( Y \) such that
\[
X_n(a) \overset{p}{\to} X(a), \quad n \to \infty,
\]
for all \( a \in A \).

Let \( \overline{y}_t^{(c)}(x) \), \( c > 0 \), be a sequence approximating the process \( y_t(x) \) (see (11) and (12)). Theorem 2.1 implies the convergence
\[
E \sup_{t \in [0, T]} |\overline{y}_t^{(c)}(x) - y_t(x)|^p \to 0, \quad c \to 0 + ,
\]
for all \( x \in \mathbb{R}^d \) and all \( p > 1 \). For a space \( Y \) in Theorem 3.3, take the space \( D_{[0, T]} \) of right continuous functions on \([0, T]\) that have left limits. It follows from Theorem 3.3 that to complete the proof of the first part of Theorem 3.2, it suffices to verify measurability of some version of the processes \( \overline{y}_t^{(c)}(x) \) with respect to \((x, \omega)\).
Similarly to (4) and (5) we introduce the stopping times
\[ \tau_0(c, x) = \inf \{ t \geq 0: \varphi_t^d(x) = 0 \}, \quad x \in \mathbb{R}^d, \]
\[ \sigma_j(c, x) = \inf \{ t \geq \tau_j(c, x): \varphi_t^d(x) = c \}, \]
\[ \tau_{j+1}(c, x) = \inf \{ t \geq \sigma_j(c, x): \varphi_t^d(x) = 0 \}. \]
The random elements \( \sigma_j(c, x) \) and \( \tau_j(c, x) \) are measurable with respect to \((x, \omega)\) for all \( c > 0 \), since \( \varphi_t(x) \) is continuous with respect to \((t, x)\).

Measurability of \( \tilde{y}_t^c(x) \) can be checked by using Theorem 3.3 again, since the process \( \tilde{y}_t^c(x) \) is the limit of successive approximations and the stochastic integrals in the successive approximations are limits of integral sums. The first part of Theorem 3.2 is proved.

Relations (16), (19), and (31) and Lemma 3.1 imply that
\[ \frac{\partial \varphi_t}{\partial x} = y_t \quad \text{in} \quad L_{p, \text{loc}}(\mathbb{R}_+^d) \]
for all \( t \in [0, T] \) and almost all \( \omega \). Since the process \( y_t(x) \) has right continuous trajectories, relations (15), (22), and (32) imply that for all \( \omega \) belonging to a set of full measure and for all \( r > 0 \) and \( t \in [0, T] \),
\[ \lim_{t_n \downarrow t} \int_{\|x\| \leq r} \left( |\varphi_{t_n}(x) - \varphi_t(x)|^p + \left| \frac{\partial \varphi_{t_n}}{\partial x}(x) - y_t(x) \right|^p \right) dx = 0, \]
that is, \( y_t = \partial \varphi_t / \partial x, \quad t \in [0, T], \) almost surely.

Theorem 3.2 is proved. \( \square \)
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