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Abstract. This paper aims at discussing methods and results of Lyapunov stability theory for dynamical systems with vector field subjected to permanent Markov type perturbations. The paper is organized as follows. Section 1 introduces the model of Markov dynamical system (MDS) and suggests different possible definitions of equilibrium stochastic stability, which are under discussion in the next sections. It is proven that for linear Markov dynamical systems equilibrium asymptotical stability with probability one is equivalent to the exponential decreasing of the \( p \)-moment with sufficiently small \( p \). In Section 3 we will discuss validity of equilibrium stability analysis of Markov dynamical systems applying a linear approximation of a vector field. Section 4 is devoted to a semigroup approach for mean square stability analysis of linear Markov dynamical systems. It permits us to write the Lyapunov matrix in an explicit form and to reduce the equilibrium stability problem to real spectrum analysis of a specially constructed closed operator.

1. Introduction

The dynamical system we shall deal with in this paper has the form of a quasilinear \( n \)-dimensional differential equation

\[
\frac{dx}{dt} = A(y(t))x + f(x, y(t)),
\]

where \( y(t) \) is a homogeneous ergodic Markov process on metric compact phase space \( Y \) with weak infinitesimal operator \( Q \) \[2\] and \( f(x, y) \) is a continuous function with uniformly bounded \( x \) derivative satisfying the condition \( f(0, y) \equiv 0 \). By the definition of Markov process, for any \( s \geq 0 \) and \( y \in Y \) there exists a unique stochastic process \( y(t, s, y) \) satisfying the initial condition \( y(s) = y \). Substituting any realization of this process in place of \( y(t) \) into (1), we can analyze the resulting equation as an ordinary differential equation in \( \mathbb{R}^n \) with dependent on \( t \) (nonstationary) right hand side. It is not difficult to prove that for any above-mentioned realization and any \( s \in \mathbb{R} \) and \( x \in \mathbb{R}^n \) there exists a unique solution \( x(t, s, x, y) \) of the Cauchy problem \( x(s) = 0 \) for (1). The trivial solution \( x(t) \equiv 0 \) is the equilibrium point of (1), and we will discuss the behavior of other solutions starting in a sufficiently small vicinity of this equilibrium. We will say that equilibrium is

\[
(1) \text{ locally almost surely stable if for any } s \in \mathbb{R}, \eta > 0, \text{ and } \beta > 0 \text{ there exists } \delta > 0 \text{ such that the inequality } \sup_{y \in Y} P(\sup_{t \geq s} |x(t, s, x, y)| > \eta) < \beta \text{ follows from the condition } x \in B_\delta(0), \text{ where } B_\delta(0) := \{x \in \mathbb{R}^n : |x| < \delta\};
\]
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We will call exponential 2-stability mean square stability.

\[ \lambda \text{ and therefore } \]

for any positive \( p \),

\[ \lim_{T \to \infty} \sup_{y \in Y} P \left( \sup_{t > T} |x(t, s, x, y)| > c \right) = 0 \]

for any \( x \in \mathbb{R}^n, s \in \mathbb{R} \), and \( c > 0 \);

(4) exponentially \( p \)-stable if there exist positive numbers \( M \) and \( \gamma \) such that

\[ E|x(t, s, x, y)|^p \leq M|x|^p e^{-\gamma(t-s)} \]

for any \( x \in \mathbb{R}^n, y \in Y, s \in \mathbb{R} \), and \( t > s \).

We will call exponential 2-stability mean square stability.

2. Stochastic stability of linear differential equations with Markov coefficients

In this section we will deal with linear differential equations in \( \mathbb{R}^n \)

\[ \frac{dx}{dt} = A(y(t))x, \]

where \( A(y) \) is a continuous bounded matrix-valued function and \( y(t) \) is a stochastically continuous Feller Markov process with weak infinitesimal operator \( Q \). The pair \( \{x(t), y(t)\} \) forms a homogeneous stochastically continuous Markov process with the weak infinitesimal operator \( L_0 \) defined by the equality

\[ L_0 v(x, y) = (A(y)x, \nabla_x)v(x, y) + Qv(x, y). \]

It is clear that there exists a family of the matrix-valued functions \( \{X(t, s, y)\} \), defined by the equality \( X(t, s, y)x = x(t, s, x, y) \), where \( x(t, s, x, y) \) is the solution of the Cauchy problem \( x(s, s, x, y) = x \) under the condition \( y(s) = y \). The matrices \( X(t, s, y) \) also satisfy equation (2) for all \( t > s \) and initial condition \( X(s, s, y) = I \), where \( I \) is the matrix unit. This matrix family has the evolution property: \( X(t, s, y) = X(t, \tau, y(\tau))X(\tau, s, y) \) for any \( y \in Y, t \geq \tau \geq s \geq 0 \). That allows us to define the Lyapunov \( p \)-index of (2) as

\[ \lambda^{(p)} = \sup_{x,y} \lim_{t \to -\infty} \frac{1}{pt} \ln E|X(t, s, y)x|^p. \]

It is not too difficult to prove that the exponential \( p \)-stability of the trivial solution of equation (2) is equivalent to the inequality \( \lambda^{(p)} < 0 \). Because

\[ (E|X(t, s, y)x|^{p_1})^{1/p_1} \leq (E|X(t, s, y)x|^{p_2})^{1/p_2} \]

for any positive \( p_1 < p_2 \), the inequality \( \lambda^{(p_1)} \leq \lambda^{(p_2)} \) follows from the inequality \( p_1 < p_2 \) and therefore \( \lambda^{(p)} \) is a monotone decreasing function of \( p \). In this section we will prove that the asymptotic stochastic stability of (2) is equivalent to the condition

there exists \( p_0 > 0 \) such that \( \lambda^{(p)} < 0 \) for all \( p \in (0, p_0) \).

Lemma 1. If equation (2) is asymptotically stochastically stable, then it is exponentially \( p \)-stable for all sufficiently small positive \( p \).

Proof. Let us put \( \eta = 1 \) and \( \beta = \frac{1}{2} \) in the definition of the almost sure stability and choose a positive \( \alpha \) so small that the inequality

\[ \sup_{|x| \leq 2^{-\alpha}} P \left( \sup_{y \in Y} \sup_{t \geq 0} |X(t, 0, y)x| > 1 \right) < \frac{1}{2} \]
is fulfilled. Due to the linearity of equation (2), one may deduce from the above inequality the inequality
\[
\sup_{|x| \leq 2^{-\alpha(l-1)} - x} \mathbb{P}\left( \sup_{t \geq 0} |X(t, 0, y)x| > 2^\alpha \right) < \frac{1}{2}
\]
for any \( l \in \mathbb{N} \), \( y \in \mathbb{Y} \). Let us denote
\[
g_l := \sup_{|x| \leq 1, y \in \mathbb{Y}} \mathbb{P}\left( \sup_{t \geq 0} |X(t, 0, y)x| \geq 2^\alpha \right).
\]
The pair \( \{x(t), y(t)\} \) is a stochastically continuous Markov process and one may apply the Markov property at the first moment \( \tau_1(x) \) of exit of the trajectory \( x(t, 0, x, y) \) from the ball \( B_1(0) \) for any \( x \in B_1(0) \). Hence
\[
g_{l+1} = \sup_{|x| \leq 1, y \in \mathbb{Y}} \mathbb{P}\left( \sup_{t \geq 0} |X(t, 0, y)x| \geq 2^{(l+1)\alpha} \right) 
\]
\[
\leq \sup_{|x| \leq 2^\alpha, y \in \mathbb{Y}} \mathbb{P}\left( \sup_{t \geq 0} |X(t, 0, y)x| > 2^{(l+1)\alpha} \right) 
\]
\[
\times \sup_{|x| \leq 1, y \in \mathbb{Y}} \int_{s \geq 0, |u| = 2^\alpha} \mathbb{P}_{x,y}(\tau_1(x) \in ds, x(s) \in du, y(s) \in dv) 
\]
\[
\leq \frac{1}{2} \sup_{|x| \leq 1, y \in \mathbb{Y}} \mathbb{P}\left( \sup_{t \geq 0} |X(t, 0, y)x| \geq 2^\alpha \right) = \frac{1}{2} g_l.
\]
Thus \( g_l \leq 1/2^l \) for any \( l \in \mathbb{N} \). Let us denote \( \zeta := \sup_{t \geq 0} |x(t, 0, x, y)|^p \). Because
\[
\mathbb{E} \zeta \leq |x|^p \sup_{|x| \leq 1} \mathbb{E} \zeta \leq \sum_{l=1}^{\infty} 2^{l\alpha} \mathbb{P}\left( \sup_{t \geq 0} |x(t, 0, x, y)| \geq 2^{(l-1)\alpha} \right) 
\]
\[
\leq \sum_{l=1}^{\infty} 2^{l\alpha} 2^l |x|^p := K_1 |x|^p,
\]
for all \( p > 0 \), \( x \in \mathbb{R}^n \), \( y \in \mathbb{Y} \), one can determine that the random variable \( \zeta \) has expectation for all \( x \in \mathbb{R}^n \), \( y \in \mathbb{Y} \), and \( p \in (0, \alpha^{-1}) \). According to the conditions of the lemma, \( x(t, 0, x, y) \) (as a solution of equation (2)) tends to 0 almost surely as \( t \to \infty \) and uniformly on \( y \in \mathbb{Y} \). Therefore, in view of the Lebesgue theorem,
\[
\lim_{t \to \infty} \sup_{y \in \mathbb{Y}} \mathbb{E} |x(t + s, s, x, y)|^p = 0
\]
for all \( x \in \mathbb{R}^n \) and \( p \in (0, \alpha^{-1}) \). Besides, it is easy to verify that this convergence is uniform on \( x \) within the ball \( B_1(0) \) and for \( s \geq 0 \), i.e.,
\[
\lim_{t \to \infty} \sup_{x \in B_1(0), y \in \mathbb{Y}} \mathbb{E} |x(t + s, s, x, y)|^p = 0.
\]
Now we can choose a sufficiently large number \( T \) in order that the inequality
\[
\sup_{y \in \mathbb{Y}} \mathbb{E} |x(t + s, s, x, y)|^p \leq |x|^p e^{-1}
\]
be fulfilled. Then because
\[
\mathbb{E} |x(lT, 0, x, y)|^p = \int_{\mathbb{Y}, \mathbb{R}^n} \mathbb{P}(x, y, (l-1)T, du, dv) \mathbb{E} |x(T, 0, u, v)|^p 
\]
\[
\leq e^{-1} \mathbb{E} |x((l-1)T, 0, x, y)|^p,
\]
where \( \mathbb{P}(x, y, t, du, dv) \) is the transition probability of the homogeneous Markov process \( \{x(t), y(t)\} \),

one can write

\[
\mathbb{E}|x(t, 0, x, y)|^p \leq K_1 e^{-(t/T)|x|^p},
\]

where \([a]\) is the integer part of a number \(a\). This inequality completes the proof. \(\square\)

To analyze the behaviour of the solutions of equations (1) or (2), one may use the well-known Dynkin formula

\[
E_{x,y}^{(u)} v(x(\tau(t)), y(\tau(t))) = v(x, y) + \mathbb{E}_{x,y}^{(u)} \left\{ \int_u^\tau (L_0 v)(x(s), y(s)) \, ds \right\},
\]

where the indices of expectation denote the condition \(x(u) = x, y(u) = y\) and

\[
\tau(t) = \min\{\tau, t\}, \quad \tau = \inf\{t > u: x(t, u, x, y) \notin B_r(0)\}.
\]

Sometimes it is necessary to use the Lyapunov functions depending also on the argument \(t\). If \(v(t, x, y)\) as a function of the arguments \(x\) and \(y\) belongs to the domain of the infinitesimal operator \(L_0\) and has continuous \(t\) derivative, one may use the Dynkin formula (3) in the form

\[
E_{x,y}^{(u)} v(x(\tau(t)), y(\tau(t))) = v(u, x, y) + \mathbb{E}_{x,y}^{(u)} \left\{ \int_u^\tau \left( \frac{\partial}{\partial s} + L_0 \right) v(s, x(s), y(s)) \, ds \right\}.
\]

To apply the second Lyapunov method, we will also use the well-known supermartingale inequality [\(\Pi\)]

\[
\mathbb{P}\left( \sup_{t \geq u} \xi(t) \geq c \right) \leq \frac{1}{c} \mathbb{E}_x \xi(u)
\]

for the positive supermartingale \(\{\xi(t)\}\).

**Lemma 2.** The trivial solution of equation (2) is exponentially \(p\)-stable if and only if there exists a Lyapunov function \(v(x, y)\) satisfying the inequalities

\[
\frac{c_1}{2} |x|^p \leq v(x, y) - v(x, y) \leq \frac{c_2}{2} |x|^p, \quad L_0 v(x, y) \leq -c_3 |x|^p,
\]

for all \(x \in \mathbb{R}^n, y \in \mathbb{Y}\) with some positive \(p, c_1, c_3\).

**Proof.** Let there exist the above-mentioned Lyapunov function. It is easy to verify that

\[
\left( \frac{\partial}{\partial s} + L_0 \right) \left( v(x, y)e^{(c_3/c_2)t} \right) \leq 0,
\]

and then due to formula (4) one can write

\[
E_{x,y} v(x(t), y(t))e^{(c_3/c_2)t} \leq v(x, y) \leq c_2 |x|^p
\]

for all \(t, x, y\). Hence

\[
E_{x,y} |x(t)|^p \leq \frac{1}{c_1} e^{-(c_3/c_2)t} E_{x,y} v(x(t), y(t))e^{(c_3/c_2)t} \leq \frac{c_2}{c_1} e^{-(c_3/c_2)t} |x|^p
\]

and equation (2) is exponentially \(p\)-stable. Using the solutions \(x(t + s, s, x, y)\) of equation (2), one can construct for any \(T > 0\) the function

\[
v(x, y) := \int_0^T \mathbb{E}|x(s + t, s, x, y)|^p \, dt,
\]

which does not depend on \(s\) owing to homogeneity of the Markov process \(y(t)\). It is easy to verify that under the condition \(\sup_{y \in \mathbb{Y}} \|A(y)\| := a < \infty\) this function satisfies the
first inequality of (4). If the trivial solution of equation (2) is exponentially \( p \)-stable, one can write the equality
\[
L_0v(x, y) = \lim_{\delta \to 0} \frac{1}{\delta} \left[ \int_0^T E_{x,y} \{ E_{x,y} |x(t)|^p \} dt - \int_0^T E_{x,y} |x(t)|^p dt \right]
= \lim_{\delta \to 0} \frac{1}{\delta} \left[ \int_0^T E_{x,y} |x(t + \delta)|^p dt - \int_0^T E_{x,y} |x(t)|^p dt \right] = E_{x,y} |x(T)|^p - |x|^p,
\]
and then
\[
L_0v(x, y) \leq (Me^{-\gamma T} - 1)|x|^p
\]
where \( M \) and \( \gamma \) are constants from the definition of exponential \( p \)-stability. Now one can put \( T = (\ln 2 + \ln M)/\gamma \) and the proof is complete.

\[\square\]

**Corollary 1.** If the trivial solution of (2) is exponentially \( p \)-stable, it is asymptotically stochastically stable.

**Proof.** Analyzing the proof of Lemma 2, one may conclude that the stochastic process \( \zeta(t) := v(x(t), y(t))e^{(c_1/c_2)t} \) is a positive supermartingale. Hence
\[
\sup_{y \in Y} \mathbb{P} \left( \sup_{t \geq 0} |x(t, 0, x, y)| > \varepsilon \right) = \sup_{y \in Y} \mathbb{P} \left( \sup_{t \geq 0} |x(t, 0, x, y)|^p > \varepsilon^p \right)
\leq \sup_{y \in Y} \mathbb{P}_{x,y} \left( \sup_{t \geq 0} \left\{ \frac{1}{c_1} v(x(t), y(t)) \right\} > \varepsilon^p \right)
= \sup_{y \in Y} \mathbb{P}_{x,y} \left( \sup_{t \geq 0} \left\{ \frac{1}{c_1} \zeta(t)e^{-(c_3/c_2)t} \right\} > \varepsilon^p \right)
\leq \sup_{y \in Y} \mathbb{P}_{x,y} \left( \sup_{t \geq 0} \zeta(t) > \varepsilon^p c_1 \right) \leq \frac{1}{\varepsilon^p c_1} E_{x,y} \zeta(0) \leq \frac{c_2}{\varepsilon^p c_1} |x|^p
\]
and the trivial solution of (2) is stochastically stable almost surely. Now to prove asymptotic stochastic stability, one can apply the supermartingale inequality mentioned above and write the inequalities
\[
\sup_{y \in Y} \mathbb{P} \left( \sup_{t \geq u} |x(t, u, x, y)| > \varepsilon \right) \leq \sup_{y \in Y} \mathbb{P}^{(u)}_{x,y} \left( \sup_{t \geq u} \left\{ \frac{1}{c_1} v(x(t), y(t)) \right\} > \varepsilon^p \right)
\leq \sup_{y \in Y} \mathbb{P}^{(u)}_{x,y} \left( \sup_{t \geq u} \left\{ \frac{1}{c_1} \zeta(t)e^{-(c_3/c_2)u} \right\} > \varepsilon^p \right)
\leq \frac{1}{c^p c_1} E \zeta(u) \leq \frac{c_2}{c^p c_1} |x|e^{-(c_3/c_2)u}.
\]

### 3. Stochastic Stability by Linear Approximation

In this section we will consider the quasilinear equation (1) under the conditions that the matrix \( A(y) \) and the Markov process \( y(t) \) satisfy the conditions of the previous section.

**Theorem 1.** If equation (2) is asymptotically stochastically stable and \( \lim_{t \to \infty} g_t = 0 \), then equation (1) is asymptotically stochastically stable.

**Proof.** Due to Lemma 1 and Lemma 2 we can construct the Lyapunov function \( v(x, y) \) satisfying (4) with a small positive \( p \). Since the matrix-valued function \( D_x x(t, 0, x, y) \) is the Cauchy matrix of equation (2), it permits the estimation
\[
\sup_{y \in Y} \mathbb{E} \| D_x x(t + s, s, x, y) \|^p \leq h^2 e^{-\gamma t}
\]
with some positive constants \( h \) and \( \gamma \) for all \( t > 0 \). Therefore the above Lyapunov function satisfies conditions (4) and, by construction, for all \( x \neq 0 \) has \( x \) derivative satisfying the inequalities \(|\nabla_x v(x, y)| \leq c_3|x|^{p-1}\) with some positive \( c_3 \). Because the above estimation does not depend on the initial time moment \( s \), we will put for simplicity \( s = 0 \). Denoting by \( \{\hat{x}(t)\} \) the solution of (1), one can estimate the function \( Lv(x, y) \) where \( L \) is the weak infinitesimal operator of the pair \( \{\hat{x}(t), y(t)\} \):

\[
Lv(x, y) := (A(y)x + g(x, y), \nabla_x v(x, y) + Qv(x, y)) = L_0v(x, y) + (g(x, y), \nabla_x v(x, y))
\]

\[
\leq -\frac{1}{2}|x|^p + c_3|x|^p|g(x, y)| \leq \left(g_{r-1} - \frac{1}{2}\right)|x|^p
\]

for all \( y \in \mathbb{Y} \), \( x \in B_r(0) \), and \( r > 0 \). Hence, due to the Dynkin formula, we may use the inequality

\[
E_{x,y}^{(u)} v(\hat{x}(\tau(\cdot)), y(\tau(\cdot))) = v(x, y) + E_{x,y}^{(u)} \left\{ \int_{\tau(\cdot)}^{\tau(\cdot)} (Lv)(\hat{x}(s), y(s)) \, ds \right\}
\]

\[
\leq v(x, y) + \left(g_{r-1} - \frac{1}{2}\right) E_{x,y}^{(u)} \left\{ \int_{\tau(\cdot)}^{\tau(\cdot)} |\hat{x}(s)|^p \, ds \right\}
\]

for all \( y \in \mathbb{Y} \), \( x \in B_r(0) \), \( r > 0 \), and \( t \geq u \geq 0 \). If \( r \) is a sufficiently small number, the second summand on the right hand side of the last inequality is nonpositive. Hence the stochastic process \( v(\hat{x}(\tau(\cdot)), y(\tau(\cdot))) \) is a supermartingale and we can write the inequalities

\[
P_{x,y} \left( \sup_{t \geq 0} |\hat{x}(t)| > \varepsilon \right) = P_{x,y} \left( \sup_{t \geq 0} |\hat{x}(t)|^p > \varepsilon^p \right) = P_{x,y} \left( \sup_{t \geq 0} |\hat{x}(\tau(t))|^p > \varepsilon^p \right)
\]

\[
\leq P_{x,y} \left( \sup_{t \geq 0} v(\hat{x}(\tau(t)), y(\tau(t))) > c_1 \varepsilon^p \right) \leq \frac{v(x, y)}{c_1 \varepsilon^p} \leq c_2 \varepsilon^p
\]

for all \( y \in \mathbb{Y} \), \( x \in B_{\delta}(0) \), \( \delta \in (0, \varepsilon) \), \( \varepsilon \in (0, r) \), and sufficiently small \( r > 0 \). The local almost sure stability immediately follows from these inequalities. Let us define the function

\[
h_R(r) = \begin{cases} 
1, & \text{for } x \in [0, R), \\
\frac{2R-x}{R}, & \text{for } x \in [R, 2R), \\
0, & \text{for } x \geq 2R.
\end{cases}
\]

The differential equation

\[
\frac{dx_R}{dt} = A(y(t))x_R + h_R(|x_R(t)|)g(x_R, y(t))
\]

has a unique solution of the Cauchy problem \( x_R(0) = x \) because the function \( h_R(|x|)g(x, y) \) satisfies the Lipschitz condition with constant \( c_{2R} \). Hence the pair \( \{x_R(t), y(t)\} \) is a Markov process with the weak infinitesimal operator \( L_{R} \) defined by the equality

\[
L_{R}v(x, y) = (A(y)x, \nabla_x v(x, y) + (h_R(|x|)g(x, y), \nabla_x v(x, y) + Qv(x, y))
\]

\[
= L_0v(x, y) + (h_R(|x|)g(x, y), \nabla_x v(x, y),
\]

and choosing \( R \) small so that \((c_{2R}c_3 - \frac{1}{2}) := -c_4 < 0\), one can write the inequality \( L_{R}v(x, y) \leq -c_4|x|^p \). Therefore

\[
E_{x,y}^{(u)} v(x_R(t), y(t)) \leq v(x, y) - c_4 \int_{u}^{t} E_{x,y}^{(u)} |x_R(s)|^p \, ds
\]

\[
\leq v(x, y) - c_4 \int_{0}^{t} E_{x,R}^{(u)} v(x_R(s), y(s)) \, ds
\]
for all $t \geq u \geq 0$. Hence the stochastic process $v(x_R(t), y(t))$ is a positive supermartingale and one can write
\[
P_{x,y} \left( \sup_{t \geq s} |x_R(t)| > \varepsilon \right) \leq P_{x,y} \left( \sup_{t \geq s} |x_R(t)|^p > \varepsilon^p \right)
\]
\[
\leq P_{x,y} \left( \sup_{t \geq s} v(x_R(t), y(t)) > c_1 \varepsilon^p \right)
\]
\[
\leq \frac{1}{c_1 \varepsilon^p} E_{x,y} v(x_R(s), y(s))
\]
for all $y \in \mathcal{Y}$, $x \in B_R(0)$, $\varepsilon \in (0, R)$, and sufficiently small $R > 0$. We can now get the inequality
\[
E_{x,y} v(x_R(t), y(t)) \leq v(x, y) e^{-\frac{(c_4/c_1)}{p} t} \leq c_2 |x|^p e^{-\frac{(c_4/c_1)}{p} t}
\]
from (5), and then in view of (6) it can be written as
\[
P_{x,y} \left( \sup_{t \geq s} |x_R(t)| > \varepsilon \right) \leq \frac{c_2 |x|^p}{\varepsilon^p c_1} e^{-\frac{(c_4/c_1)}{p} s}.
\]
Hence all solutions of equation (6) which start at $t = 0$ in the ball $B_2(0)$ with $\varepsilon \in (0, R)$ and sufficiently small $R$ tend to $0$ with probability one. Note that the solutions of equations (1) and (6) with the same initial conditions $x \in B_2(0)$ coincide up to the moment when they leave the ball $B_2(0)$. So any solution of (1) that does not leave the ball $B_2(0)$ with sufficiently small $\varepsilon$ tends to zero with probability one, and the proof is complete.

4. MEAN SQUARE EQUILIBRIUM STABILITY OF LINEAR MARKOV DYNAMICAL SYSTEMS

In this section we will assume that $Q$ is a bounded operator or a closed operator of the class $\mathcal{H}(\gamma, 0)$ with some $\gamma > 0$ (see [5]). Recall that $Q$ is a closed operator of the class $\mathcal{H}(\gamma, 0)$ if its resolvent exists inside the sector $S(\gamma, 0) := \{ \arg(\lambda) > \gamma + \frac{\pi}{2} \}$ of the complex plane $\mathbb{C}$ and for any $\varepsilon > 0$ and an interior point $\lambda \in S(\gamma, \varepsilon)$ the inequality $\| (\lambda J - Q)^{-1} \| \leq M/|\lambda|$ is fulfilled for some positive $M$. Throughout this paper the operator $J$ is used to denote the unit operator. This section deals with the linear differential equations (2) under conditions of the previous section. We will study the conditions for equilibrium exponential mean square stability of this equation uniformly on $y \in \mathcal{Y}$, that is, the conditions for which the inequality $E|x(t, s, x, y)|^2 \leq M e^{-\rho(t-s)} |x|^2$ is fulfilled for some positive $M$, $\rho$ and any $t > s \geq 0$, $x \in \mathbb{R}^n$, $y \in \mathcal{Y}$. It will be proven that the latter is equivalent to the existence of a positive solution of a specially constructed Lyapunov equation for quadratic functionals on the space $\mathbb{R}^n$.

Let us denote by $\mathcal{M}$ the Banach space of symmetric non-negative continuous functions $\{q(y), y \in \mathcal{Y}\}$ with norm defined by $\|q\| := \sup_{y, |x|=1} |(q(y)x, x)|$. In this space one can define the set $\mathcal{K} := \{ q \in \mathcal{M}: (q(y)x, x) \geq 0, \text{for all } x \in \mathbb{R}^n, \text{for all } y \in \mathcal{Y} \}$ of non-negative definite matrices. For two elements $q_1$ and $q_2$ of the space $\mathcal{Q}$ we shall write $q_1 \succeq q_2$ if $q_1 - q_2 \in \mathcal{K}$. If for some positive $c$ one can write $(q(y)x, x) \geq c|x|^2$ for all $x \in \mathbb{R}^n$ and $y \in \mathcal{Y}$, then $q$ is called an inner point of $\mathcal{K}$. The set of all inner points of $\mathcal{K}$ will be denoted $\tilde{\mathcal{K}}$. Due to the homogeneity of the process $\{x(t), y(t)\}$ the Cauchy matrices $X(t + u, s + u, y)$ and $X(t, s, y)$ have the same probability characteristics for any $u \geq 0$, $t \geq s \geq 0$, and $y \in \mathcal{Y}$. Hence, one can introduce a one-parameter family of operators $\{T(t), t \geq 0\}$ in the space $\mathcal{M}$ by the equality
\[
(T(t)q)(y) = E_y \left\{ X^T(t + s, s, y)q(y(t + s))X(t + s, s, y) \right\}.
\]

**Lemma 3.** The family of operators $\{T(t), t \geq 0\}$ forms a strongly continuous semigroup with infinitesimal operator defined by $(Aq)(y) = A^T(y)q(y) + q(y)A(y) + Qq(y)$.  
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Proof. The semigroup property follows from the equalities
\[(T(t + u)q)(y) = \mathbb{E}_y \left\{ E_{y(s)} \left\{ X^T(u, 0, y)X^T(t + u, y(u))q(y(t + u))X(t + u, y(u))X(u, y) \right\} \right\} = (T(u)T(t)q)(y).\]
The infinitesimal operator of the semigroup \( \{T(t)\} \) is defined \([3]\) by the equality
\[(\mathbf{A}q)(y) = \lim_{t \to 0} \frac{1}{t} \mathbb{E}_y \left\{ X^T(t, 0, y)q(y(t))X(t, 0, y) - q(y) \right\} = A^T(y)q(y) + q(y)A(y) + Qq(y).\]
The operator \( \mathbf{A} \) is the sum of the operator \( Q \in \mathcal{H}(\gamma, 0) \) and the bounded operator \( A^T(y)q(y) + q(y)A(y) \). Hence \([5]\), \( \mathbf{A} - \beta J \in \mathcal{H}(\gamma_1, 0) \) (or, using the notation of \([5]\), \( \mathbf{A} \in H(\gamma_1, \beta) \)) with some \( \gamma_1 \) and \( \beta \), and the semigroup generated by this operator is strongly continuous.

**Lemma 4.** If the spectrum \( \sigma(\mathbf{A}) \) of the operator \( \mathbf{A} \) is situated in the half-plane \( C_\alpha := \{ \mathbf{C} : \text{Re } \lambda \leq \alpha \} \) and there exists an eigenvalue with real part equal to \( \alpha \), then \( \alpha \) also is an eigenvalue.

**Proof.** Under the previous assumptions the operator \( \mathbf{A} \) forms a continuous semigroup \( T(t) \) described \([3]\) by the equality \( T(t) = (2\pi i)^{-1} \int_\Gamma e^{\lambda t}(J\lambda - A)^{-1}d\lambda \), where the integral on the right hand side is defined along some contour \( \Gamma \). Due to this representation we can write the formula \( P\sigma(T(t)) = e^{tP\sigma(\mathbf{A})} \), where \( P\sigma \) denotes the point part of the spectrum. The resolvent \( (J\lambda - A)^{-1} \) also can be represented as
\[(J\lambda - A)^{-1} = \int_0^\infty e^{-\lambda t}T(t)\,dt\]
for all \( \lambda \notin C_\alpha \). If \( \varphi \) is an eigenvalue of the operator \( \mathbf{A} \) with \( \text{Re } \varphi = \alpha \) and \( q \) is the corresponding eigenfunction, then
\[(J\lambda - A)^{-1}q = (\lambda - \varphi)^{-1}q.\]
Let us assume that \( \alpha \notin P\sigma(\mathbf{A}) \). For all real \( \lambda > \alpha \), \( |x| = 1 \), and \( q \in \mathbf{K} \) we can write the inequality
\[0 \leq \lim_{\mu \to \alpha} \int_0^\infty e^{-\mu t}(T(t)q(y)x, x)\,dt \leq \int_0^\infty e^{-\lambda t}(T(t)q(y)x, x)\,dt \leq \|(J\lambda - A)^{-1}\| \cdot \|q\|.\]
It can be clearly seen that any real uniformly bounded on \( y \in \mathbb{Y} \) symmetric matrix \( q(y) \) can be represent as the difference of the positive matrix \( q_1(y) \equiv \|q\|I \) and the nonnegative matrix \( q_2(y) = q_1(y) - q(y) \). Hence, for any \( q \in \mathbf{M} \) there exist \( q_1, q_2 \in \mathbf{K} \) such that \( q = q_1 - q_2 \) and \( \|q_1\| + \|q_2\| \leq 3\|q\| \). By the definition of continuous operator \( C_0 \)-semigroup \([3]\) we may use the inequality
\[|e^{-\lambda t}(T(t)q(y)x, x)| \leq e^{-\text{Re } \lambda t}(T(t)q_1(y)x, x) + e^{-\text{Re } \lambda t}(T(t)q_2(y)x, x) \leq 3\|q\|e^{-\alpha t}(T(t)Ix, x)\]
for all complex \( \lambda \notin C_\alpha \) and \( q \in \mathbf{M} \) and therefore, one can conclude that the limit \( \lim_{\lambda \to \alpha} (J\lambda - A)^{-1} \) exists as \( \lambda \) tends to \( \varphi \) from the half-plane \( \{ \text{Re } \lambda > \alpha \} \). Because one can reach the same conclusion for a complex-valued symmetric continuous matrix \( q(y) \), this result leads to a contradiction.

**Theorem 2.** The trivial solution of equation (2) is exponentially mean square stable if and only if there exist \( q \in \mathbf{K} \) and \( r \in \mathbf{K} \) such that \( \mathbf{A}q = -r \).
Proof. If the trivial solution of equation (2) is exponentially mean square stable, there exists the quadratic form of $x$ defined by the equality

$$v(x, y) := \int_0^\infty E_y |X(t, 0, y)x|^2 dt := \int_0^\infty ((T(t)I)(y)x, x) dt := (q(y)x, x),$$

where $q \in \mathcal{M}$. Let $a = \sup_{y \in \mathcal{Y}} \|A(y)\|$. Then, the inequality

$$\left| \frac{dE}{dt} |x(t, 0, y)|^2 \right| \leq 2a E |x(t, 0, y)|^2$$

may be written for any $t \geq 0$, $y \in \mathcal{Y}$, $x \in \mathbb{R}^n$ and one can conclude that there exist positive numbers $c_1$ and $c_2$ such that $c_1|x|^2 \leq (q(y)x, x) \leq c_2|x|^2$ for any $x \in \mathbb{R}^n$, $y \in \mathcal{Y}$, that is, $q := \{q(y), y \in \mathcal{Y}\} \in \mathcal{K}$. Besides, by construction $r := -Aq = I \in \mathcal{K}$. Let us now assume that there exist $q$ and $r$ as mentioned in the theorem. Because the pair $\{x(t), y(t)\}$ is a homogeneous right continuous Markov process with weak infinitesimal operator $L$, by the definition of the function $v(x, y) = (q(y)x, x)$ one can write the equality

$$Lv(x, y) = \left( [A^T(y)q(y) + q(y)A(y) + Qq(y)]x, x \right) = ((Aq)(y)x, x) = -(r(y)x, x).$$

For the above function $v(x, y)$ one can use the Dynkin formula in the form

$$E_y(q(y(t))x(t), x(t)) = (q(y)x, x) - \int_0^t E_y(r(y(s))x(s), x(s)) ds.$$

Since $q \in \mathcal{K}$ and $r \in \mathcal{K}$, there exist positive numbers $c_1$, $c_2$, and $c_3$ such that $c_1|x|^2 \leq (q(y)x, x) \leq c_2|x|^2$, $(r(y)x, x) \geq c_3|x|^2$ for any $x \in \mathbb{R}^n$, $y \in \mathcal{Y}$. Therefore, one can deduce the inequality

$$E_y(q(y(t))x(t), x(t)) = (T(t)q(y)x, x) = (q(y)x, x) + \int_0^t (T(s)(Aq)(y)x, x) ds$$

$$\leq c_2|x|^2 - \int_0^t (T(s)r(y)x, x) ds \leq c_2|x|^2 - c_3 \int_0^t E_y|x(s)|^2 ds$$

or

$$c_1 E_y|x(t)|^2 \leq c_2|x|^2 - c_3 \int_0^t E_y|x(s)|^2 ds.$$

Then for any $x \in \mathbb{R}^n$, $y \in \mathcal{Y}$,

$$E_y|x(t)|^2 \leq \frac{c_2}{c_1} |x|^2 e^{-(c_3/c_1)t},$$

and the proof is completed. \hfill \Box

Let us define the potential $R$ (see [2]) of the semigroup $T(t)$ by the equality

$$(Rq)(y) := \int_0^\infty T(t)q(y) dt.$$ 

We will write $q \in D(R)$ if the above integral converges according to the norm of the space $\mathcal{M}$.

**Corollary 2.** Equation (2) is exponentially mean square stable if and only if $I \in D(R)$.

**Proof.** Let us assume that $I \in D(R)$. Due to the inequality

$$|e^{\lambda t}(T(t)q(y)x, x)| \leq 3\|q\|\|T(t)I\| x e^{\Re \lambda t}$$

the potential is a bounded linear operator and $\sigma(A) < \{C: \Re \lambda \leq 0\}$. Hence $A \in \mathcal{H}(\gamma, -\rho)$ and $\|T(t)\| \leq M e^{-\rho t}$ with some positive $\rho$ and $M$, and inequality (8) follows from the inequality

$$E_y|x(t)|^2 = E (X^T(t, 0, y)X(t, 0, y)x, x) = ((T(t)I)(y)x, x) \leq \|T(t)I\| \cdot |x|^2.$$
Next, let the trivial solution of equation (2) be exponentially mean square stable. Then, due to the inequality
\[ (T(t)Ix, x) = E \left( X^T(t, 0, y)X(t, 0, y)x, x \right) = E_x |x(t)|^2 \leq M|x|^2 e^{-\rho t} \]
one can write that \( I \in D(R) \). Thus, the proof is completed. \( \square \)

The equation
\[ A^T(y)q(y) + q(y)A(y) + Qq(y) = -I \]
is called the Lyapunov equation for mean square stability investigation of equation (2).
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