ON THE ASYMPTOTIC DEGENERATION OF SYSTEMS
OF LINEAR INHOMOGENEOUS STOCHASTIC
DIFFERENTIAL EQUATIONS

UDC 519.21

OLEKSANDER IL’CHENKO

Abstract. Assuming the almost sure stability of a linear homogeneous system, we obtain sufficient conditions for the convergence to zero, in probability as well as pathwise, of solutions of the system of linear inhomogeneous stochastic differential equations.

It is well known in the theory of deterministic systems that solutions of a linear inhomogeneous system approach zero if the homogeneous part of the system is exponentially stable and the inhomogeneous terms converge to zero as time goes to infinity. A similar result is considered in the current paper for the stochastic case. The author gives sufficient conditions for the convergence to zero, in probability and with probability one, of solutions of an inhomogeneous system of differential equations if the stochastic semigroup generated by the linear homogeneous part is stable with probability one.

Consider a system of stochastic differential equations

\begin{equation}
    dx(t) = (A_0x(t) + f_0(t)) \, dt + \sum_{k=1}^{m} (A_k x(t) + f_k(t)) \, dw_k(t),
\end{equation}

where $A_k$ are $(n \times n)$ matrices;

\[ f_k(t) = (f_{k1}(t), \ldots, f_{kn}(t)), \quad t \geq 0, \]

are vector functions; $w_r(t)$, $t \geq 0$, are independent one-dimensional Wiener processes;

\[ x(t) = (x_1(t), \ldots, x_n(t)), \quad t \geq 0, \]

is a solution written as a row vector.

Denote by $\{e_i\}_{i=1}^n$ an orthonormal basis in $\mathbb{R}^n$ and by

\[ \langle x, y \rangle = \sum_{i=1}^{n} x_i y_i \quad \text{and} \quad \|x\| = \langle x, x \rangle^{1/2} \]

the scalar product and norm of vectors in $\mathbb{R}^n$, respectively.

Let $H^s_r$ be a stochastic semigroup of nondegenerate operators,

\[ H^s_r = H^s_r H^r_r, \quad 0 \leq s \leq r \leq t, \]

such that (see [7])

\[ dH^s_r = A_0 H^s_r \, dt + \sum_{k=1}^{m} A_k H^s_r \, dw_k(t), \quad H^s_s = I, \quad s \leq t. \]
We assume that the semigroup $H^t$ is stable with probability one; that is,
\[
P \left\{ \lim_{t \to +\infty} H^t_{0} x = 0 \right\} = 1 \quad \text{for all} \ x \in \mathbb{R}^n.
\]

It is known (see [5, 7]) that the stability with probability one of the semigroup $H^t$ is equivalent to the exponential $p$-stability of $H^t$ for sufficiently small $p > 0$; that is, there are constants $D = D(p) > 0$ and $\lambda = \lambda(p) > 0$ such that
\[
\sup_{|x| = 1} \mathbb{E} \left[ \left| H^t_{1} x \right|^{p} \right] \leq D e^{-\lambda p(t-s)}, \quad p \in (0, p_0).
\]

A solution $x(t)$, $t \geq 0$, of system (1) can be represented in the following form:
\[
x(t) = H^t_{0} x + \int_{0}^{t} \left( H^t_{u} \right) \left( f_0(u) - \sum_{k=1}^{m} A_k f_k(u) \right) du + \sum_{k=1}^{m} H^t_{0} \int_{0}^{t} \left( H^0_{u} \right)^{-1} f_k(u) dw_k(u)
\]
(see [4, 6]). To study the behavior of $x(t)$ as $t \to +\infty$, one needs to estimate the distributions of terms on the right hand side of (3). The following two auxiliary results contain necessary estimates.

**Lemma 1.** Let condition (2) hold. If $\varphi(t)$, $t \geq 0$, is a continuous vector function, then, for arbitrary $\varepsilon > 0$ and $\theta > 0$, there exists a constant $\mathcal{L} < +\infty$ such that
\[
P \left\{ \sup_{k \leq t \leq k+1} \left\| \int_{0}^{t} H^t_{u} \varphi(u) \, du \right\| > \varepsilon \right\} \leq \mathcal{L} \sum_{i=0}^{k} e^{-\theta (k-i)} \left( \sup_{i \leq u \leq i+1} \left\| \varphi(u) \right\| \right)^{p}
\]
for all $k \in \mathbb{Z}_{+}$.

**Proof of Lemma 1.** We make use of the following obvious inequalities:
\[
M \sum_{i=0}^{k} e^{-\theta (k+1-i)} < 1, \quad M = e^{\theta} \left( 1 - e^{-\theta} \right), \quad \theta > 0, \ k \in \mathbb{Z}_{+},
\]
and
\[
\left\| H^t_{1} \zeta \right\| \leq \sum_{i=1}^{n} \left\| H^t_{1} \mathbf{e}_i \right\| \left\| \zeta \right\|, \quad \zeta = \zeta(\omega) \in \mathbb{R}^n.
\]

Taking into account (2) we obtain the bound
\[
P \left\{ \sup_{k \leq t \leq k+1} \left\| \int_{0}^{t} H^t_{u} \varphi(u) \, du \right\| > \varepsilon \right\} \leq \mathcal{L} \sum_{i=0}^{k} e^{-\theta (k-i)} \left( \sup_{i \leq u \leq i+1} \left\| \varphi(u) \right\| \right)^{p}
\]
(6)
\[
\leq \mathcal{L} \sum_{i=0}^{k} e^{-\theta (k-i)} \left( \sup_{i \leq u \leq i+1} \left\| \varphi(u) \right\| \right)^{p}
\]
(7)

Put $M^k_i = M e^{-\theta (k-i)} \varepsilon$ and $\varphi_i = \sup_{i \leq u \leq i+1} \left\| \varphi(u) \right\|$, $i = 0, \ldots, k$. Lemma 1 follows from the following inequalities:
\[
P \left\{ \sup_{k \leq t \leq k+1} \left\| \int_{i}^{i+1} H^t_{u} \varphi(u) \, du \right\| > M^k_i \right\} \leq \mathcal{L} \varepsilon \left( \sum_{i=0}^{k} e^{-\theta (k-i)} \right)^{p} \varphi_i^{p},
\]
(8)
\[
P \left\{ \sup_{k \leq t \leq k+1} \left\| \int_{k}^{t} H^t_{u} \varphi(u) \, du \right\| > M^k_k \right\} \leq \mathcal{L} \varepsilon \left( \sum_{i=0}^{k} e^{-\theta (k-i)} \right)^{p} \varphi_i^{p}.
\]
Indeed, if both bounds (7) and (8) hold, then we use (6) and choose \( L = \max \{ L_1, L_2 \} \), whence Lemma 1 follows.

Now we prove (7). Let \( N_k = n^{-3}M_k^2 \). Using (5) we get
\[
P \left\{ \sup_{k \leq t \leq k+1} \left\| \int_i^{i+1} H_u^i \varphi(u) \, du \right\| > M_k^2 \right\}
\leq \sum_{l,m,j=1}^n P \left\{ \sup_{k \leq t \leq k+1} \left\| H_t^k e_l \right\| \cdot \left\| H_{i+1} e_m \right\| \sup_{i \leq u \leq i+1} \left\| H_{u+1} e_j \right\| \varphi_i > n^{-3}M_k \right\}
\leq \sum_{l,m,j=1}^n (N_k)^{-p} E \left( \sup_{k \leq t \leq k+1} \left\| H_t^k e_l \right\| \right)^p E \left\| H_{i+1} e_m \right\|^p E \left( \sup_{i \leq u \leq i+1} \left\| H_{u+1} e_j \right\| \right)^p \varphi^p_i
\leq n^3 (N_k)^{-p} L_0 D e^{-\lambda p(k-1)} L_1 \varphi_k \leq L_1 e^{-\lambda \theta (k-1) p} \varphi_k,
\]
where
\[
L_1 = n^3 L_0 D L_1 \left( n^{-3} M e^{-(\lambda + \theta)} \right)^{-p}, \quad L_0 = \sup_{\|x\|=1} \left( \sup_{0 \leq t \leq 1} \left\| H_0^t x \right\| \right)^p,
\]
\[
L_1 = \sup_{\|x\|=1} \left( \sup_{0 \leq t \leq 1} \left\| H_t^1 x \right\| \right)^p.
\]
The proof of (8) is analogous. Indeed,
\[
P \left\{ \sup_{k \leq t \leq k+1} \left\| \int_k^t H_u^i \varphi(u) \, du \right\| > M_k \right\}
\leq P \left\{ \sup_{0 \leq u \leq v \leq 1} \left\| (H^t_v)^{-1} H_u^1 \varphi(k + u) \right\| > M_k \right\}
\leq \sum_{l,m,j=1}^n (nN_k)^{-p} E \left( \sup_{0 \leq u \leq 1} \left\| (H^1_v)^{-1} e_l \right\| \right)^p \left( \sup_{0 \leq u \leq 1} \left\| H_u^1 e_m \right\| \right)^p \varphi_k^p
\leq \sum_{l,m,j=1}^n (nN_k)^{-p} \left\{ E \left( \sup_{0 \leq u \leq 1} \left\| (H^1_v)^{-1} e_l \right\| \right)^{2p} \right\}^{1/2} \left\{ E \left( \sup_{0 \leq u \leq 1} \left\| H_u^1 e_m \right\| \right)^{2p} \right\}^{1/2} \varphi_k^p
\leq \mathcal{L}_2 \varphi_k^p,
\]
where
\[
\mathcal{L}_2 = (n^{-2}M_k^2)^{-p} n^2(L_3)^{1/2}(L_4)^{1/2}, \quad L_3 = \sup_{\|x\|=1} \left( \sup_{0 \leq t \leq 1} \left\| (H^1_0)^{-1} x \right\| \right)^{2p}, \quad L_4 = \sup_{\|x\|=1} \left( \sup_{0 \leq t \leq 1} \left\| H_t^1 x \right\| \right)^{2p}.
\]
Lemma 1 is proved. \( \square \)

**Lemma 2.** Let condition (2) hold. If \( \varphi(t), t \geq 0, \) is a continuous vector function, then, for all \( \varepsilon > 0 \) and \( \theta > 0, \) there exists a constant \( K < +\infty \) such that
\[
P \left\{ \sup_{k \leq t \leq k+1} \left\| H_0^t \int_0^t (H_0^u)^{-1} \varphi(u) \, dw_v(u) \right\| > \varepsilon \right\}
\leq K \sum_{i=0}^k e^{-\lambda \theta (k-i)p} \left( \sup_{i \leq u \leq i+1} \| \varphi(u) \| \right)^p
\]
for all \( k \in \mathbb{Z}_+, \) and \( r = 1, \ldots, m. \)
Proof of Lemma 2. It is clear that
\[
P \left\{ \sup_{k \leq t \leq k+1} \left\| H_0^k \int_0^t (H_0^u)^{-1} \varphi(u) \, dw_r(u) \right\| > 2\varepsilon \right\}
\]
(9)
\[
\leq P \left\{ \sup_{k \leq t \leq k+1} \left\| H_0^k \int_0^t (H_0^u)^{-1} \varphi(u) \, dw_r(u) \right\| > \varepsilon \right\}
\]
(10)
\[
+ P \left\{ \sup_{k \leq t \leq k+1} \left\| H_0^k \int_0^t (H_0^u)^{-1} \varphi(u) \, dw_r(u) \right\| > \varepsilon \right\}.
\]
Probabilities (9) and (10) are estimated separately. We start with (9). Using the equality
\[
H_0^s \int_s^t (H_0^u)^{-1} \varphi(u) \, dw_r(u) = - \int_s^t H_0^u \varphi(u) \, dw_r(u) - \int_s^t H_0^u A_r \varphi(u) \, du
\]
proved in [3, 4] for \( s \leq t \leq v \), we obtain
\[
P \left\{ \sup_{k \leq t \leq k+1} \left\| H_0^k \int_0^t (H_0^u)^{-1} \varphi(u) \, dw_r(u) \right\| > 2\varepsilon \right\}
\]
(11)
\[
\leq P \left\{ \sup_{k \leq t \leq k+1} \left\| \int_0^t H_0^u \varphi(u) \, dw_r(u) \right\| > \varepsilon \right\}
\]
(12)
\[
+ P \left\{ \sup_{k \leq t \leq k+1} \left\| \int_0^t H_0^u A_r \varphi(u) \, du \right\| > \varepsilon \right\}.
\]
Probability (12) is estimated with the help of Lemma 1. It remains to prove a corresponding inequality for probability (11).

Probability (11) is estimated similarly to Lemma 1. Following the ideas of [3, 4] we use an inequality for the moments of stochastic integrals (see [2]). Put \( \phi_i(u) = H_0^{i+1} \varphi(u) \),
\[
L_0 = \sup_{\|x\|=1} \mathbb{E} \left( \sup_{0 \leq t \leq 1} \| H_0^t x \| \right)^p,
\]
and \( M_t^k = Me^{-\theta(k+1-i)} \varepsilon \). We have
\[
P \left\{ \sup_{k \leq t \leq k+1} \left\| \int_0^t H_0^u \varphi(u) \, dw_r(u) \right\| > \varepsilon \right\}
\]
\[
\leq \sum_{i=0}^{k-1} \sum_{j=0}^n \sum_{l,m,j=1} \mathbb{P} \left\{ \sup_{k \leq t \leq k+1} \left\| H_0^k \mathcal{E}_i \left[ \left\| H_0^{k+1} \mathcal{E}_m \left[ \left\| \int_0^t \phi_i(u) \, dw_r(u) \right\| > n^{-3} M_t^k \right] \right\right] \right\right\}
\]
\[
\leq \sum_{i=0}^{k-1} \sum_{j=0}^n n^2 \left( n^{-3} M_t^k \right)^{-p} L_0 D e^{-\lambda(k+1-i)p} \mathbb{E} \left\{ \sup_{i \leq u \leq i+1} \left\| \int_0^u \phi_i(u) \, dw_r(u) \right\| \right\}^p
\]
\[
\leq \sum_{i=0}^{k-1} \sum_{j=0}^n n^2 \left( n^{-3} M_t^k \right)^{-p} L_0 D e^{-\lambda(k+1-i)p} c_p \mathbb{E} \left\{ \int_0^{i+1} \phi_i(u) \right\}^2 du \right\} \right\}^{p/2}
\]
\[
\leq n^3 L_0 D \left( n^{-3} M_t^k \right)^{-p} c_p \sum_{j=0}^{k-1} e^{-\lambda \theta(k+1-i) p} \mathbb{E} \left\{ \int_0^{i+1} \left\| H_0^{i+1} \varphi(u) \right\|^2 du \right\} \right\} \right\} \right\}^{p/2}
\]
The estimate desired for probability (11) follows from the inequality
\[
\mathbb{E} \left\{ \int_0^{i+1} \left\| H_0^{i+1} \varphi(u) \right\|^2 du \right\} \leq K_i \left( \sup_{i \leq u \leq i+1} \left\| \varphi(u) \right\| \right)^p.
\]
To prove the latter inequality we put \( \varphi_i = \sup_{\xi \leq u \leq \xi+1} \| \varphi(u) \| \) and \( \psi(u) = \varphi(u) \varphi_i^{-1} \).

Then
\[
E \left\{ \int_i^{i+1} \| H_u^{i+1} \varphi(u) \|^2 \, du \right\}^{p/2} \leq E \left\{ \sup_{i \leq u \leq i+1} \| H_u^{i+1} \psi(u) \|^2 \right\}^{p/2} \varphi_i^p
\]
\[
\leq \left( 1 + \sum_{j=0}^{\infty} 2^p j+1 \frac{n}{j} \sup_{i \leq u \leq i+1} \| H_u^{i+1} \| \| \psi(u) \| \right) \varphi_i^p
\]
\[
\leq \left( 1 + \sum_{j=0}^{\infty} 2^p j+1 \left( n^{-1} 2^j \right)^{(p+\delta)} \sup_{\| x \|=1} E \left\{ \sup_{i \leq u \leq i+1} \| H_u^{i+1} x \| \right\}^{(p+\delta)} \right) \varphi_i^p
\]
\[
\leq \mathcal{K}_1 \varphi_i^p,
\]
where
\[
\mathcal{K}_1 = 1 + 2^n n^{1+p+\delta} L_5 \sum_{j=0}^{\infty} 2^{-\delta j}, \quad L_5 = \sup_{\| x \|=1} E \left( \sup_{0 \leq t \leq 1} \| H_t x \| \right)^{p+\delta}, \quad \delta > 0.
\]

Therefore we have proved for (11) that
\[
P \left\{ \sup_{k \leq t \leq k+1} \left\| \int_k^t H_u \varphi(u) \, dw_r(u) \right\| > \varepsilon \right\} \leq \mathcal{K}_2 \sum_{i=0}^{k-1} e^{-\left( \lambda - \theta \right) i p} \left( \sup_{i \leq u \leq i+1} \| \varphi(u) \| \right)^p.
\]

It remains to estimate probability (11). Let \( \bar{N} = (n^{-2} \varepsilon)^{-1} \). Then
\[
P \left\{ \sup_{k \leq t \leq k+1} \left\| H_k^t \int_k^t \left( H_k^i \right)^{-1} \varphi(u) \, dw_r(u) \right\| > \varepsilon \right\}
\]
\[
\leq \sum_{i,j=1}^{n} n \left\{ \sup_{k \leq t \leq k+1} \left\| H_k^i \varphi_j \right\| \sup_{k \leq t \leq k+1} \left\| \int_k^t \left( H_k^i \right)^{-1} \varphi(u) \, dw_r(u) \right\| > n^{-2} \varepsilon \right\}
\]
\[
\leq \sum_{i,j=1}^{n} \bar{N}^p E \left\{ \left( \sup_{k \leq t \leq k+1} \left\| H_k^i \varphi_j \right\| \right)^p \left( \sup_{k \leq t \leq k+1} \left\| \int_k^t \left( H_k^i \right)^{-1} \varphi(u) \, dw_r(u) \right\| \right)^p \right\}
\]
\[
\leq \sum_{i,j=1}^{n} \bar{N}^p L_6 \left\{ \left( \int_k^{k+1} \left\| \left( H_k^i \right)^{-1} \varphi(u) \right\|^2 \, du \right)^{p/2} \right\}
\]
\[
\leq \mathcal{K}_3 \left( \sup_{k \leq u \leq k+1} \| \varphi(u) \| \right)^p,
\]
where
\[
L_6 = \sup_{\| x \|=1} \left\{ E \left( \sup_{0 \leq t \leq 1} \| H_0^t x \| \right)^{2p} \right\}^{1/2}.
\]

Lemma 2 is proved.

Now we turn to the main results. Put
\[
g_0(t) = f_0(t) - \sum_{k=1}^{m} A_k f_k(t), \quad g_i(t) = f_i(t), \quad i = 1, \ldots, m.
\]

**Theorem 1.** Let condition (2) hold and let \( g_i(t), \ t \geq 0, \ i = 0, \ldots, m, \) be continuous functions such that
\[
\lim_{t \to +\infty} g_i(t) = 0.
\]
Then
\[ \lim_{t \to \infty} P \{ \| x(t) \| > \varepsilon \} = 0 \]
for all \( \varepsilon > 0 \).

**Proof.** Put \( \zeta_k = \sup_{k \leq t \leq k+1} \| x(t) \| \). It is obvious that the result of the theorem follows if
\[ \lim_{k \to \infty} P \{ \zeta_k > \varepsilon \} = 0 \]
for all \( \varepsilon > 0 \). By \( (3) \), \( (2) \), and Lemmas 1 and 2 we have
\[
P \{ \zeta_k > \varepsilon \} \leq P \left\{ \sup_{k \leq t \leq k+1} \| H_0^t x \| > (m+2)^{-1} \varepsilon \right\}
+ P \left\{ \sup_{k \leq t \leq k+1} \int_0^t H_0^t g_0(u) \, du \| > (m+2)^{-1} \varepsilon \right\}
+ \sum_{j=1}^{m} P \left\{ \sup_{k \leq t \leq k+1} \| H_0^t g_j(u) \| > (m+2)^{-1} \varepsilon \right\}
\leq \left( (m+2)^{-1} \varepsilon \right)^{-p} L_0 D e^{-\lambda p k} \| x \|^p
+ \mathcal{L}_3 \sum_{j=1}^{m} \sum_{i=0}^{k} e^{-\lambda \varepsilon (k-i)p} \left( \sup_{i \leq u \leq i+1} \| g_j(u) \| \right)^p
\]
for all \( 0 < \theta < \lambda \).

Now we prove that
\[ \lim_{k \to \infty} \sum_{i=0}^{k} e^{-\lambda \varepsilon (k-i)p} \left( \sup_{i \leq u \leq i+1} \| g_j(u) \| \right)^p = 0, \quad j = 0, \ldots, m. \]

Fix an arbitrary \( \varepsilon > 0 \) and choose \( n_0 \in \mathbb{N} \) such that
\[ \max \left\{ e^{-\lambda \varepsilon n p}, \left( \sup_{n \leq u \leq n+1} \| g_j(u) \| \right)^p \right\} < \varepsilon \] for \( n > n_0 \).

Then
\[
\sum_{i=0}^{k} e^{-\lambda \varepsilon (k-i)p} \left( \sup_{i \leq u \leq i+1} \| g_j(u) \| \right)^p
= \sum_{i=0}^{n_0} e^{-\lambda \varepsilon (k-i)p} \left( \sup_{i \leq u \leq i+1} \| g_j(u) \| \right)^p + \sum_{i=n_0+1}^{k} e^{-\lambda \varepsilon (k-i)p} \left( \sup_{i \leq u \leq i+1} \| g_j(u) \| \right)^p
< e^{-\lambda \varepsilon (n_0+1)p} (M_j)^p \sum_{i=0}^{\infty} e^{-\lambda \varepsilon p i} + \varepsilon \sum_{i=0}^{\infty} e^{-\lambda \varepsilon p i}
< \varepsilon ((M_j)^p + 1) \left( 1 - e^{-\lambda \varepsilon p} \right)^{-1}
\]
for all \( k > 2n_0 \), where \( M_j = \sup_{0 \leq u \leq +\infty} \| g_j(u) \| < +\infty \).
Then 1 is proved. \( \square \)
Theorem 2. Let condition (2) hold and let \( g_i(t), t \geq 0, i = 0, \ldots, m, \) be continuous functions such that

\[
\sum_{k=0}^{\infty} \sum_{i=0}^{k} e^{-\gamma(k-i)p} \left( \sup_{t \leq u \leq t+1} \| g_j(u) \| \right)^p < +\infty, \quad j = 0, \ldots, m,
\]

for some \( p \) and \( \gamma \) for which \( 0 < p < p_0 \) and \( 0 < \gamma < \lambda \).

Then

\[
\lim_{t \to \infty} x(t) = 0
\]

with probability one.

Proof. Let \( \zeta_k = \sup_{k \leq t \leq k+1} \| x(t) \| \). The events \( \lim_{t \to \infty} x(t) = 0 \) and \( \lim_{k \to \infty} \zeta_k = 0 \) coincide. Therefore the result of the theorem follows if

\[
\sum_{k=0}^{\infty} P \left\{ \zeta_k > \varepsilon \right\} < +\infty
\]

for all \( \varepsilon > 0 \) (see [1]). An estimate of the general term of series (15) similar to that obtained in the proof of Theorem 1 implies Theorem 2 provided condition (14) is satisfied.

Theorem 2 is proved. \( \square \)

Let us consider the one-dimensional case in more detail. We find a rate of convergence to zero for power functions and this will imply the assumptions of Theorem 2.

Consider the equations

\[
dy(t) = \left( by(t) + (1 + t)^{-l_0} \right) dt + \sum_{k=1}^{m} \left( \sigma_k y(t) + (1 + t)^{-l_k} \right) dw_k(t).
\]

We have

\[
H^t_s = \exp \left\{ -\gamma_0 (t - s) + \sum_{k=1}^{m} \sigma_k [w_k(t) - w_k(s)] \right\}, \quad -\gamma_0 = b - 2^{-1} \sum_{k=1}^{m} \sigma^2_k,
\]

\[
E \left| H^t_s x \right|^p = \exp \left\{ \left( -\gamma_0 + p2^{-1} \sum_{k=1}^{m} \sigma^2_k \right)(t - s)p \right\} |x|^p,
\]

\[
p_0 = \gamma_0 \left( 2^{-1} \sum_{k=1}^{m} \sigma^2_k \right)^{-1}.
\]

Condition (2) is satisfied for \( \gamma_0 > 0 \).

Theorem 3. Let \( \gamma_0 > 0 \) and let \( l_i > p_0^{-1}, i = 0, \ldots, m \). Then

\[
\lim_{t \to \infty} y(t) = 0
\]

with probability one.

Proof. According to Theorem 2 it is sufficient to show that the series

\[
\sum_{k=0}^{\infty} \sum_{i=0}^{k} e^{-\gamma(k-i)p} (1 + i)^{-lp}
\]
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converges for some $p$ and $\gamma$ such that $0 < p < p_0$ and $0 < \gamma < \gamma_0$ if $l > p_0^{-1}$. The convergence of series (16) follows from the following upper bound for its general term:

$$\sum_{i=0}^{k} e^{-\gamma(k-i)p}(1+i)^{-1p} = (1+k)^{-1p} \sum_{i=0}^{k} e^{-\gamma(k-i)p} \frac{(1+k)^{l}}{(1+i)^{lp}}$$

$$= (1+k)^{-1p} e^{2\gamma p} \sum_{i=0}^{k} \exp \left\{ -\gamma(2+k-i) + l \ln \left( \frac{1+k}{1+i} \right) \right\}$$

$$\leq (1+k)^{-1p} e^{2\gamma p} \sum_{i=0}^{k} \exp \left\{ -\gamma(2+k-i) + l \ln (2+k-i) \right\}$$

$$\leq (1+k)^{-1p} e^{2\gamma p} \sum_{j=0}^{k} \exp \left\{ -\gamma(2+j) + l \ln (2+j) \right\} \leq A (1+k)^{-1p},$$

where

$$A = e^{2\gamma p} \sum_{j=1}^{\infty} \exp \left\{ -\gamma j + l \ln j \right\} < +\infty.$$

Theorem 3 is proved. □
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