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ABSTRACT. Conditions for justification of the Fourier method for parabolic equations with random initial conditions from Orlicz spaces of random variables are obtained. Bounds for the distribution of the supremum of solutions of such equations are found.

We study conditions justifying the application of the Fourier method for parabolic equations with random initial conditions and obtain bounds for the distribution of the supremum of solutions of these equations. Similar problems for hyperbolic equations are considered in [1, 2]. A survey of the corresponding results can be found in [3, 4]. In what follows we consider random initial conditions from the Orlicz spaces of random variables.

The paper is organized as follows. Section 1 contains necessary definitions and results of the theory of the Orlicz space. The setting of the problem as well as statements of the main results of the paper is given in Section 2. Conditions for the convergence of stochastic processes in $C(T)$ and bounds for the distribution of the supremum of solutions of the corresponding equations are presented in Section 3. The proofs of the main results are placed in Section 4.

1. Stochastic processes belonging to an Orlicz space

Definition 1.1 ([3]). An even, continuous, convex function $U(x)$ such that $U(x) > 0$ for $x \neq 0$ is called a $C$-function.

Let $\{\Omega, \mathcal{F}, P\}$ be a standard probability space.

Definition 1.2 ([3]). The space $L_U(\Omega)$ of random variables $\xi(\omega) = \xi$, $\omega \in \Omega$, is called the Orlicz space generated by a $C$-function $U(x)$ if, for any $\xi \in L_U(\Omega)$, there exists a constant $r_\xi$ such that $E(U(\xi/r_\xi)) < \infty$.

The Orlicz space $L_U(\Omega)$ is a Banach space with respect to the norm

$$\|\xi\|_{L_U} = \inf \left\{ r > 0 : E \left( \frac{\xi}{r} \right) \leq 1 \right\}.$$ (1)

Definition 1.3. Let $X(t) = \{X(t), t \in T\}$ be a stochastic process. We say that $X$ belongs to the Orlicz space $L_U(\Omega)$ if, for all $t \in T$, the random variable $X(t)$ belongs to the space $L_U(\Omega)$.

Lemma 1.1 ([3]). Let $\xi \in L_U(\Omega)$ and let $E(U(\xi/r)) \leq a$ for some $r > 0$ and $a > 0$. Then $\|\xi\|_{L_U} \leq r \max\{0; a\}$.
Lemma 1.2 (3). If \( \xi \in L_{U}(\Omega) \), then, for all \( x > 0 \),
\[
P\{ |\xi| > x \} \leq \frac{1}{U\left(\frac{x}{\| \xi \|_{L_{U}}} \right)}.
\]

Definition 1.4. We say that a C-function \( U \) is subordinate to a C-function \( V \) and denote \( U \prec V \) if there exist two numbers \( x_{0} \geq 0 \) and \( C > 0 \) such that \( U(x) \leq V(Cx) \) for all \( x \) such that \( |x| > x_{0} \). We say that two C-functions \( U(x) \) and \( V(x) \) are equivalent if \( U(x) \prec V(x) \) and \( V(x) \prec U(x) \).

Theorem 1.1 (3). Let a C-function \( U \) be subordinate to a C-function \( V \). Then
\[
L_{V}(\Omega) \subset L_{U}(\Omega)
\]
and there exists a constant \( K \) such that
\[
\| \xi \|_{L_{U}} \leq K \| \xi \|_{L_{V}}
\]
for all \( \xi \in L_{V}(\Omega) \). If two C-functions \( U(x) \) and \( V(x) \) are equivalent, then \( L_{U}(\Omega) = L_{V}(\Omega) \) and the norms \( \| \cdot \|_{L_{U}} \) and \( \| \cdot \|_{L_{V}} \) are equivalent, too.

Definition 1.5 (3). Let \( U(x) \) be a C-function such that \( V(x) = x^{2} \) is subordinate to the function \( U(x) \). A family \( \Delta \) of centered random variables \( (E\xi = 0, \xi \in \Delta) \) from the Orlicz space \( L_{U}(\Omega) \) is called a strictly Orlicz family if there exists a constant \( C_{\Delta} \) such that
\[
\left\| \sum_{i \in I} \lambda_{i} \xi_{i} \right\|_{L_{U}} \leq C_{\Delta} \left( E \left( \sum_{i \in I} \lambda_{i}^{2} \right) \right)^{1/2}
\]
for all finite collections of random variables \( \xi_{i} \in \Delta, i \in I \), and for all \( \lambda_{i} \in \mathbb{R}^{1}, i \in I \).

Definition 1.6. A stochastic process \( x = \{ x(t), t \in T \} \), \( x \in L_{U}(\Omega) \), is called a strictly Orlicz process if the collection of the random variables \( x = \{ x(t), t \in T \} \) is a strictly Orlicz family. Two stochastic processes \( x = \{ x(t), t \in T \} \) and \( y = \{ y(t), t \in T \} \) are called jointly strictly Orlicz processes if the collection of the random variables \( \{ x(t), y(t), t \in T \} \) is a strictly Orlicz family.

Definition 1.7 (3). We say that the g-condition holds for a C-function \( U \) if there are some constants \( z_{0} \geq 0, k > 0, \) and \( A > 0 \) such that
\[
U(x)U(y) \leq AU(kxy)
\]
for all \( x \geq z_{0} \) and \( y > z_{0} \).

2. Setting of the problem and main results

Consider a boundary value problem for a parabolic equation with two independent variables \( 0 \leq x \leq \pi \) and \( t \geq 0 \), namely
\begin{align}
(2) & \quad \frac{\partial}{\partial x} \left( \frac{\partial V}{\partial x} \right) - qV - \rho \frac{\partial V}{\partial t} = 0, \\
(3) & \quad V(t, 0) = 0, \quad V(t, \pi) = 0, \\
(4) & \quad V(x, t) \big|_{t=0} = \xi(x),
\end{align}
where \( \xi(x) \) is a continuous with probability one stochastic process belonging to the Orlicz space \( L_{U}(\Omega) \).

The functions \( p = (p(x), x \in [0, \pi]), q = (q(x), x \in [0, \pi]), \) and \( \rho = (\rho(x), x \in [0, \pi]) \) in equation (2) are such that
1) \( p(x) > 0, q(x) \geq 0, \) and \( \rho(x) > 0 \) for all \( x \in [0, \pi] \);
2) \( \rho(x) \) and \( p(x) \) are twice continuously differentiable functions on \([0, \pi] \).
3) \( q(x) \) is a continuously differentiable function on \([0, \pi]\).

We now state the two main results of the paper.

**Theorem 2.1.** Let the initial condition \( \xi = \{\xi(x), x \in [0, \pi]\} \) on the right hand side of (1) be a strictly Orlicz stochastic process belonging to the Orlicz space \( L_U(\Omega) \) of random variables, where \( U(x) \) is a C-function such that the function \( V(x) = x^2 \) is subordinate to \( U(x) \) and condition \( g \) holds for \( U(x) \). Assume that the stochastic process \( \xi \) is separable and mean square continuous, \( E\xi(x) = 0 \), and \( E\xi(x)\xi(y) = B(x,y) \). Let

\[
V(t,x) = \sum_{k=1}^{\infty} \xi_k e^{-\lambda_k t} X_k(x),
\]

where \( X_k(x) \) are eigenfunctions and \( \lambda_k \) are eigenvalues of the Sturm–Liouville problem

\[
L(v) = \frac{d}{dx} \left( p \frac{dv}{dx} \right) - qv + \lambda \rho v = 0,
\]

\[
v(0) = 0, \quad v(\pi) = 0,
\]

\[
\xi_k = \int_0^\pi X_k(x) \rho(x) dx.
\]

Let there exist a continuous increasing function \( \varphi = \{\varphi(\lambda), \lambda > 0\} \) such that \( \varphi(\lambda) > 0 \) for \( \lambda > 0 \) and \( \Psi(\lambda) = \lambda/\varphi(\lambda), \lambda > 0 \), increases for \( \lambda \geq \nu_0 \), where \( \nu_0 \) is a certain constant. We also assume that

\[
\sup_{|x-y| \leq h} (E(\xi(x) - \xi(y))^2)^{1/2} \leq C \left( \varphi \left( \frac{1}{\nu} + \nu_0 \right) \right)^{-1}.
\]

Moreover, let

\[
\int_0^\pi U(-1) \left( \frac{\pi}{2} \left( \phi(-1) \left( \frac{\xi}{\nu} \right) - \nu_0 \right) + 1 \right) dv < \infty
\]

for all \( \varepsilon > 0 \) and \( c > 0 \).

If the series

\[
\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} |E\xi_k \xi_l| \varphi(\lambda_k + \nu_0) \varphi(\lambda_l + \nu_0)
\]

converges, then, for all \( \sigma > 0 \), the series

\[
\sum_{k=1}^{\infty} \xi_k e^{-\lambda_k t} X_k^m(x) = S_{ms}(t,x)
\]

converges with probability one and uniformly in \( 0 \leq x \leq \pi \) and \( t \geq \sigma \), where \( X_k^m(x) \) denotes the derivative of order \( m \) in \( x \). (The following combinations of the parameters \( s \) and \( m \) are possible: \( s \in \{0,1,2\} \) if \( m = 0 \) or \( s = 0 \) if \( m = 1 \); the corresponding series are the derivatives in \( t \) and \( x \) of orders \( m \) and \( s \), respectively, of the random function \( V(t,x) \) defined by the right hand side of (3).)

Assume further that the function \( V(t,s) \) satisfies with probability one equation (2) in the domain \( 0 \leq x \leq \pi, t \geq \sigma \) and that condition 2) holds. Moreover let

\[
V(t,x) \rightarrow \xi(x) \quad \text{as } t \rightarrow 0
\]

in probability and uniformly with respect to \( x \in [0,\pi] \).

If the function \( \varphi \) is such that

\[
\int_0^\pi U(-1) \left( \frac{\pi}{2} \left( \phi(-1) \left( \frac{\xi}{\nu} \right) - \nu_0 \right) + 1 \right)^2 dv < \infty
\]
for all $\varepsilon > 0$ and $c > 0$ and moreover
\begin{equation}
\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} |E \xi_k \xi_l| \varepsilon (\lambda_k + \varepsilon 0) \varepsilon (\lambda_l + \varepsilon 0) < \infty,
\end{equation}
then $V(t, x) \rightarrow \xi(x)$ with probability one as $t \rightarrow 0$ and uniformly with respect to $x \in [0, \pi]$.

**Theorem 2.2.** Let the assumptions of Theorem 2.1 hold. Moreover let conditions (11) and (12) be satisfied for the function $\varphi$. Denote $V_T = \{0 \leq x \leq \pi, 0 \leq t \leq T\}$. Then
\begin{equation}
P \left\{ \sup_{t, x \in V_T} |V(t, x)| > \varepsilon \right\} \leq \left( \frac{\varepsilon}{B(\theta)} \right)^{-1},
\end{equation}
where
\begin{equation}
B(\theta) = \frac{1}{\theta (1 - \theta)} \int_{\kappa (0, \theta)}^\infty X_U \left( \left( \pi 2 [\varphi^{-1} \left( \frac{R}{v} \right) - \varepsilon 0] + 1 \right) \left[ \frac{T}{2} [\varphi^{-1} \left( \frac{R}{v} \right) - \varepsilon 0] + 1 \right) \right) dv.
\end{equation}
Here $\chi_U$ is defined by relation (10) below, $R = C_{\Delta} \cdot \sqrt{W} \cdot \sqrt{2 \max (2C_{\Delta} \cdot \hat{L})}$, the meaning of the constant $L$ is explained in Lemma 4.3.

$C_{\Delta}$ is a constant involved in Definition 4.3 and $C_X$ is a constant such that $|X_k(x)| < C_X$.

3. **Conditions for the convergence in probability of stochastic processes in $C(T)$ and bounds for the distribution of the supremum**

**Theorem 3.1** (Theorem 3.2 in [8]). Let $(T, d)$ be a compact metric space and let
\[ X_n = \{X_n(t), t \in T\} \]
be a sequence of stochastic processes in $L_U(\Omega)$. Assume that the $g$-condition is satisfied for the function $U$ and that all the processes $X_n(t)$ are separable in $(T, d)$ and that $ho_{n, t, s} = \|X_n(t) - X_n(s)\|_{L_n}$. Let
1) $\rho(t, s) \leq z(d(t, s))$, where $\rho(t, s) = \sup_{n \geq 1} \rho_{n, t, s}$ and where $z = \{z(x, x > 0) is a function such that $z(x) \rightarrow 0$ as $x \rightarrow 0$;
2) $N_{\rho}(u)$ denotes the metric capacity of the space $(T, \rho)$;
3) $\int_{k>0} U^{(-1)}(N_{\rho}(u)) du < \infty$ for all $\varepsilon > 0$.

Then, for all $\sigma > 0$,
\[ \lim_{\varepsilon \rightarrow 0} \sup_{n \geq 1} \left\{ \sup_{t, s \in T \atop d(t, s) < \varepsilon} |X_n(t) - X_n(s)| > \sigma \right\} = 0. \]

**Theorem 3.2** (3). Let $(T, d)$ be a compact metric space and let $C(T)$ be the Banach space of continuous functions equipped with the uniform norm. Let $X_n = \{X_n(t), t \in T\}$, $n \geq 1$, be a sequence of separable stochastic processes. If
1) the sequence $(X_n(t), n \geq 1)$ converges in probability for all $t \in T_S$, where $T_S$ is an arbitrary set that is dense in $T$;
2) for all $\sigma > 0$,
\[ \lim_{\varepsilon \rightarrow 0} \sup_{n \geq 1} \left\{ \sup_{t, s \in T \atop d(t, s) < \varepsilon} |X_n(t) - X_n(s)| > \sigma \right\} = 0, \]
then all processes $X_n(t)$ are continuous with probability one and the sequence $X_n(t)$ converges in probability in $C(T)$ to $X(t) \in C(T)$.

**Theorem 3.3.** Let $\mathbb{R}^k$ be the $k$-dimensional Euclidean space,

$$d(t, s) = \max_{1 \leq i \leq k} |t_i - s_i|,$$

$T = \{(t_1, \ldots, t_k): 0 \leq t_i \leq T_i, i = 1, \ldots, k\}$, and let $X_n = \{X_n(t), t \in T\}$, $n = 1, 2, \ldots$, be a sequence of separable stochastic processes belonging to the Orlicz space $L_U(\Omega)$, where the function $U$ satisfies the $g$-condition. Assume that

1) for all $t \in T$,

$$X_n(t) \to X(t) \quad \text{as} \quad n \to \infty$$

in probability;

2) $\sup_{d(t, s) \leq h} \sup_{n \geq 1} \|X_n(t) - X_n(s)\| \leq \sigma(h)$,

where $\sigma = \{\sigma(h), h > 0\}$ is a continuous increasing function such that $\sigma(h) \to 0$ as $h \to 0$;

3) for some $\varepsilon > 0$,

$$\int_0^{\varepsilon} U^{(-1)} \left( \prod_{i=1}^{k} \left( \frac{T_i}{2\sigma^{(-1)}(u)} + 1 \right) \right) du < \infty,$$

where $\sigma^{(-1)}(u)$ is the inverse function to $\sigma(u)$.

Then the processes $X_n(t)$ are continuous with probability one and converge in probability in the space $C(T)$.

**Proof.** The proof of this theorem follows from Theorems 3.1 and 3.2 since

$$N_p(u) \leq \prod_{i=1}^{k} \left( \frac{T_i}{2\sigma^{(-1)}(u)} + 1 \right). \quad \square$$

**Theorem 3.4.** Let $(T, \rho)$ be a compact metric space and let $N(u)$ denote the metric capacity of the space $(T, \rho)$, that is, $N(u)$ denotes the minimum number of closed balls of radius $u$ that cover $(T, \rho)$. Assume that $X = \{X(t), t \in T\}$ is a separable stochastic process belonging to the space $L_U(\Omega)$, where the function $U$ is such that the $g$-condition holds. Let there exist an increasing continuous function

$$\sigma = \sigma(h), \quad 0 \leq h \leq \sup_{t, s \in T} \rho(t, s),$$

such that

$$\sup_{\rho(t, s) \leq h} \|X(t) - X(s)\|_U \leq \sigma(h).$$

Assume further that

$$\int_0^{\varepsilon} \chi_U \left( N(\sigma^{(-1)}(u)) \right) du < \infty$$

for some $\varepsilon$, where

$$\chi_U(n) = \begin{cases} n, & n < U(z_0), \vspace{1mm} \\ C_U U^{(-1)}(n), & n \geq U(z_0), \end{cases}$$
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and where \( C_U = K(1 + U(z_0)) \max(1, A), \) \( z_0, k, \) and \( A \) are the constants involved in Definition 1.7 and \( \sigma^{(-1)}(h) \) is the inverse function to \( \sigma(h) \). Then the random variable \( \sup_{t \in T} |X(t)| \) belongs to the space \( L_U(\Omega) \) with probability one and

\[
\sup_{t \in T} |X(t)| \leq \|X(t_0)\|_U + \frac{1}{\theta(1 - \theta)} \int_0^{\omega_0} \chi_U \left( N \left( \sigma^{(-1)}(u) \right) \right) \, du = B(t_0, \theta),
\]

where \( t_0 \) is an arbitrary point of the set \( T \) and \( \omega_0 = \sigma(\sup_{t \in T} \rho(t_0, t)), 0 < \theta < 1. \) Moreover,

\[
P \left\{ \sup_{t \in T} |X(t)| \geq \varepsilon \right\} \leq \left( U \left( \frac{\varepsilon}{B(t_0, \theta)} \right) \right)^{-1}
\]

for all \( \varepsilon > 0. \)

**Proof.** This theorem is a particular case of Theorem 2.2 and Lemma 2.3 of [7]. \( \square \)

**Remark 3.1 ([7])**. Theorem 3.4 remains valid if the number \( \omega_0 \) on the right hand side of (16) is replaced by \( 2 \sup_{t \in T} \|X(t)\|_U. \)

**Corollary 3.1.** Let

\[ T = \{(x, t) : 0 \leq x \leq b, c \leq t \leq d\} \]

and \( \rho((x, t), (x_1, t_1)) = \max(|x - x_1|, |t - t_1|) \) in Theorem 3.4. Further let

\[
\int_0^{\varepsilon} U^{(-1)} \left( \left( \frac{b}{2\sigma^{(-1)}(u) + 1} \right) \left( \frac{d - c}{2\sigma^{(-1)}(u) + 1} \right) \right) \, du < \infty
\]

for some \( \varepsilon > 0 \) and

\[
B(\hat{t}_0, \theta) \leq \tilde{B}(\hat{t}_0, \theta)
\]

\[
= \|X(\hat{t}_0)\|_U + \frac{1}{\theta(1 - \theta)} \int_0^{\omega_0} \chi_U \left( \left( \frac{b}{2\sigma^{(-1)}(u) + 1} \right) \left( \frac{d - c}{2\sigma^{(-1)}(u) + 1} \right) \right) \, du,
\]

where \( \hat{t}_0 = (x_0, t_0). \) Then condition (14) holds. Moreover

\[
P \left\{ \sup_{t \in T} |X(t)| \geq \varepsilon \right\} \leq \left( U \left( \frac{\varepsilon}{B(\hat{t}_0, \theta)} \right) \right)^{-1}
\]

for all \( \varepsilon > 0. \)

**Proof.** The corollary follows from Theorem 3.4 since

\[ N(u) \leq \left( \frac{b}{2u} + 1 \right) \left( \frac{d - c}{2u} + 1 \right). \] \( \square \)

**Remark 3.2.** Corollary 3.1 remains valid if the number \( \omega_0 \) on the right hand side of (19) is replaced by \( 2 \sup_{t \in T} \|X(t)\|_U. \)

4. Auxiliary results and proofs of the main theorems

Consider the series

\[ \sum_{k=1}^{\infty} \xi_k e^{-\lambda_k t} \lambda_k \varphi_k(t, x) = S_{ms}(t, x) \]

for two sets of parameters \( s \) and \( m: \) either for \( s \in \{0, 1, 2\} \) and \( m = 0 \) or for \( s = 0 \) and \( m = 1. \)

Let \( \xi(x), 0 \leq x \leq \pi, \) be a strictly Orlicz process such that the series \( S_{ms}(t, x) \) converge in the mean square sense for all \( 0 \leq x \leq \pi \) and \( t \geq 0. \) Then it follows from [5] that all
$S_{ms}(t, x)$ are strictly Orlicz stochastic processes in the domain $0 \leq x \leq \pi$, $0 \leq t \leq T$, where $T > 0$ is an arbitrary number. Moreover, the sums

$$S_{msN}(t, x) = \sum_{k=1}^{N} \xi_k e^{-\lambda_k t} \lambda_k^{m} X_{k}^{(s)}, \quad N = 1, 2, \ldots,$$

are also strictly Orlicz processes.

**Lemma 4.1.** Let $\varepsilon$ be an arbitrary positive number. The series $S_{ms}(t, x)$ converge with probability one uniformly in the domain $D_{\varepsilon} = [0 \leq x \leq \pi] \times [\varepsilon, \infty]$.

**Proof.** According to [5] we have $\sup_{k=1, \infty} \sup_{0 \leq x \leq \pi} |X_k(x)| \leq C_x$, where $C_x$ is a constant and where

$$X_n(x) = \lambda_n \int_0^\pi G(x, s) X_n(s) \rho(s) \, ds,$$

$$G(x, s) = \begin{cases} u(x)v(s), & x \leq s, \\ u(s)v(x), & x > s. \end{cases}$$

Here $u(x)$ and $v(x), x \in [0, \pi]$, are some twice continuously differentiable functions for $x \in [0, \pi]$. Hence

$$X_n'(x) = \lambda_n \int_0^\pi G^*(x, s) X_n(s) \rho(s) \, ds,$$

$$X_n''(x) = \lambda_n \left( \int_0^\pi G^{**}(x, s) X_n(s) \rho(s) \, ds + (v'(x)u(x) - v(x)u'(x)) X_n(x) \right),$$

where

$$G^*(x, s) = \begin{cases} u'(x)v(s) & \text{if } x \leq s, \\ u(s)v'(x) & \text{if } x > s, \end{cases}$$

$$G^{**}(x, s) = \begin{cases} u''(x)v(s) & \text{if } x \leq s, \\ u(s)v''(x) & \text{if } x > s. \end{cases}$$

Thus

$$|X_n'(x)| \leq \lambda_n \int_0^\pi |G^*(x, s)| \cdot |X_n(s)| \rho(s) \, ds \leq \lambda_n C_x \int_0^\pi |G^*(x, s)| \, ds \leq C^* \lambda_n,$$

where $C^*$ is a constant and where $|X_n''(x)| \leq \lambda_n C^{**}$ for some constant $C^{**} > 0$. Hence

$$\sup_{0 \leq x \leq \pi} S_{ms}(t, x) \leq \sum_{k=1}^{\infty} |\xi_k| \sup_{t > \varepsilon} e^{-\lambda_k t} \lambda_k^m \left| X_{k}^{(s)}(x) \right|$$

$$\leq \tilde{C} \sum_{k=1}^{\infty} |\xi_k| e^{-\lambda_k \varepsilon} \lambda_k^{m+1},$$

where we set $\tilde{C} = \max(C^*, C^{**}, 1)$. The latter series converges with probability one if the series $\sum_{k=1}^{\infty} \mathbb{E}|\xi_k| e^{-\lambda_k \varepsilon} \lambda_k^{m+1}$ converges. Since

$$\mathbb{E}|\xi_k| \leq (\mathbb{E} C_k^2)^{1/2} = \left( \mathbb{E} \left( \int_0^\pi X_k(x) \xi(x) \rho(x) \, dx \right)^2 \right)^{1/2}$$

$$= \left( \int_0^\pi \int_0^\pi X_k(x) X_k(y) \mathbb{E} \xi(x) \xi(y) \rho(x) \rho(y) \, dx \, dy \right)^{1/2}$$

$$= \left( \int_0^\pi \int_0^\pi X_k(x) X_k(y) B(x, y) \rho(x) \rho(y) \, dx \, dy \right)^{1/2} \leq b,$$
where $b$ is a constant, we obtain
\begin{equation}
\sum_{k=1}^{\infty} E |\xi_k| e^{-\lambda_k} \alpha_k^{m+1} \leq b \sum_{k=1}^{\infty} e^{-\lambda_k} \alpha_k^{m+1}.
\end{equation}

According to (8),
\[ \sqrt{\lambda_n} = d n + O \left( \frac{1}{n} \right), \]
where $d$ is a positive constant. Thus
\[ \sqrt{\lambda_n} \leq d_1 n, \quad \sqrt{\lambda_n} \geq d_2 n \]
for sufficiently large $n$, where $0 < d_2 < d_1$ are some constants. Thus series (23) converges, since so does the series
\[ \sum_{k=1}^{\infty} e^{-d_2^2 k^2} k^{2m+1}. \]

**Lemma 4.2.** Let $T = [0, \infty)$ and let a function $X_\lambda(u)$, $\lambda > 0$, $u \in T$, be such that
1) $\sup_{u \in T} |X_\lambda(u)| \leq B$;
2) $|X_\lambda(u) - X_\lambda(v)| \leq C\lambda |u - v|$ for all $u, v \in T$.
Let $\varphi(\lambda)$, $\lambda > 0$, be a continuous increasing function such that $\varphi(\lambda) > 0$ for all $\lambda > 0$ and the function $\lambda/\varphi(\lambda)$ is increasing for $\lambda > \lambda_0$ for some constant $\lambda_0 \geq 0$. Then
\begin{equation}
|X_\lambda(u) - X_\lambda(v)| \leq \max(C; 2B) \frac{\varphi(\lambda + \lambda_0)}{\varphi(|u - v|^{-1} + \lambda_0)}
\end{equation}
for all $\lambda \geq 0$ and $v > 0$.

**Proof.** Let $\lambda \geq |u - v|^{-1}$. Then
\[ \frac{|X_\lambda(u) - X_\lambda(v)|}{2B} \leq 1 \leq \frac{\varphi(\lambda + \lambda_0)}{\varphi(|u - v|^{-1} + \lambda_0)}; \]
that is, inequality (24) holds.

Now let $\lambda \leq |u - v|^{-1}$. Since $\lambda/\varphi(\lambda)$ is an increasing function for $\lambda > \lambda_0$, we get
\[ |X_\lambda(u) - X_\lambda(v)| \leq C\lambda |u - v| \leq \frac{\lambda + \lambda_0}{|u - v|^{-1} + \lambda_0} \]
\[ \leq C \frac{\varphi(\lambda + \lambda_0)}{\varphi(|u - v|^{-1} + \lambda_0)}; \]
that is, inequality (24) holds in this case, too. \hfill \Box

**Lemma 4.3.** Let $\xi(x)$ be a continuous with probability one process on $[0, T]$. Assume that
\[ E |V(t, x) - \xi(x)|^2 \to 0 \quad \text{as} \ t \to 0 \]
for all $0 \leq x \leq \pi$ and that there exists a continuous increasing function $\sigma = (\sigma(h), 0 < h \leq \pi)$ such that $\sigma(h) \to 0$ as $h \to 0$ and
\begin{equation}
\sup_{0 < t < t_0} \sup_{|x - y| \leq \pi} \left( E |V(t, x) - V(t, y)|^2 \right)^{1/2} \leq \sigma(h),
\end{equation}
where $0 < t_0 < T$. If
\begin{equation}
\int_0^\varepsilon U^{-1} \left( \frac{\pi}{2^\sigma(h)} + 1 \right) dh < \infty
\end{equation}
for all $\varepsilon > 0$, then the series $V(t, x)$ converges in probability to $\xi(x)$ as $t \to 0$ uniformly in the interval $[0, \pi]$. 
Proof. Since \( V(t, x) \) is a strictly Orlicz process, we obtain
\[
\| V(t, x) - V(t, y) \| \leq C \Delta \left( \mathbb{E} \left( V(t, x) - V(t, y) \right)^2 \right)^{1/2}.
\]
Thus Lemma 4.3 follows from Theorem 3.3 since \( V(t, x) \to \xi(x) \) in probability. \( \square \)

Remark 4.1. Relation (26) holds if \( \sigma(h) = Ch \) in condition (25).

Proof of Remark 4.1. If \( U(x) \sim x^2 \), then
\[
U(x) \geq Cx^2
\]
for sufficiently large \( x > 0 \), namely for \( x \) such that
\[
x \geq U^{(-1)}(Cx^2).
\]
This means that
\[
U^{(-1)}(t) \leq \sqrt{\frac{t}{C}}
\]
for sufficiently large \( t \). Thus
\[
\int_0^\varepsilon U^{(-1)} \left( \frac{\pi}{2 \sigma^{(-1)}(h)} + 1 \right) dh = \int_0^\varepsilon U^{(-1)} \left( \frac{C \pi C}{2h} + 1 \right) dh
\leq \int_0^\varepsilon \sqrt{\frac{\pi}{2h} + \frac{1}{C}} dh \leq \int_0^\varepsilon \sqrt{\frac{\pi}{2h}} dh + \frac{1}{C} \int_0^\varepsilon dh = \sqrt{\frac{2\pi \varepsilon}{C}} < \infty
\]
for sufficiently small \( \varepsilon \), since
\[
\sigma^{(-1)}(h) = \frac{h}{C}.
\] \( \square \)

Lemma 4.4. Let \( \xi(x), 0 \leq x \leq \pi, \) be a strictly Orlicz stochastic process. Assume that the assumptions of Theorem 2.1 hold. Let \( \varphi(x) \) be a function such that the assumptions of Lemma 4.2 hold and let
\[
(27) \quad \int_0^\varepsilon U^{(-1)} \left( \frac{\pi}{2} \left( \frac{\varphi^{(-1)}(h)}{h} - v_0 \right) + 1 \right) dh < \infty,
\]
where \( c > 0 \) is an arbitrary constant. If
\[
(28) \quad \sum_{k=1}^\infty \sum_{l=1}^\infty |\mathbb{E} \xi_k \xi_l| \varphi(\lambda_k + v_0) \varphi(\lambda_l + v_0) < \infty,
\]
then
\[
V(t, x) \to \xi(x) \quad \text{as } t \to 0
\]
in probability and uniformly in the interval \([0, \pi]\).

Proof. We derive Lemma 4.4 from Lemma 4.3. First we check the assumptions of Lemma 4.3. Note that the assumptions of Lemma 4.4 imply that
\[
\mathbb{E} |V(t, x) - \xi(x)|^2 \to 0 \quad \text{as } t \to 0.
\]
Indeed,

$$E |V(t, x) - \xi(x)|^2 = E \left( \sum_{k=1}^{\infty} \xi_k e^{-\lambda_k t} X_k(x) - \xi_k X_k(x) \right)^2$$

(29)

$$= E \left( \sum_{k=1}^{\infty} \xi_k X_k(x) \left( e^{-\lambda_k t} - 1 \right) \right)^2$$

$$= \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} E \xi_k \xi_l X_k(x) X_l(x) \left( e^{-\lambda_k t} - 1 \right) \left( e^{-\lambda_l t} - 1 \right),$$

since $\xi(x) = \sum_{k=1}^{\infty} \xi_k X_k(x)$. The function $X_\lambda(t) = e^{-\lambda t}$ satisfies the assumptions of Lemma 4.2 with $B = 1$ and $C = 1$. Since $|X_k(x)| \leq C_x$, we get

$$E |V(t, x) - \xi(x)|^2$$

(30)

$$\leq \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} |E \xi_k \xi_l X_k(x) X_l(x)| \varphi(\lambda_k + \nu_0) \varphi(\lambda_l + \nu_0) \varphi^{-2} \left( \frac{1}{t} + \nu_0 \right)$$

$$\leq C_x^2 \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} |E \xi_k \xi_l| \varphi(\lambda_k + \nu_0) \varphi(\lambda_l + \nu_0) \varphi^{-2} \left( \frac{1}{t} + \nu_0 \right) \to 0 \quad \text{as} \quad t \to 0.$$

Now we find a function $\sigma(h)$ such that

$$\sup_{0 < t < t_0} \sup_{|x-x_1| \leq h \atop x_1, x \in [0, \pi]} (E |V(t, x) - V(t, x_1)|^2)^{1/2} \leq \sigma(h).$$

(31)

It is easy to see that

$$E(V(t, x) - V(t, x_1))^2$$

$$= E \sum_{k=1}^{\infty} (\xi_k X_k(x) e^{-\lambda_k t} - \xi_k X_k(x_1) e^{-\lambda_k t})^2$$

$$= E \left( \sum_{k=1}^{\infty} e^{-\lambda_k t} (\xi_k (X_k(x) - X_k(x_1))) \right)^2$$

$$= \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} e^{-\lambda_k t} e^{-\lambda_l t} |E \xi_k \xi_l| (X_k(x) - X_k(x_1)) (X_l(x) - X_l(x_1))$$

$$\leq \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} e^{-\lambda_k t} e^{-\lambda_l t} |E \xi_k \xi_l| \cdot |X_k(x) - X_k(x_1)| \cdot |X_l(x) - X_l(x_1)|$$

$$\leq \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} |E \xi_k \xi_l| \cdot |X_k(x) - X_k(x_1)| \cdot |X_l(x) - X_l(x_1)|,$$

$$X_k(x) = \lambda_k \int_0^\pi G(x, y) X_k(y) \rho(y) \, dy,$$

$$G(x, s) = \begin{cases} u(x)v(y), & \text{if } x \leq y, \\ u(y)v(x), & \text{if } x > y, \end{cases}$$
Consider the integral
\[ |X_k(x) - X_k(x_1)| = \left| \lambda_k \int_0^\pi (G(x, y) - G(x_1, y)) X_k(y) \rho(y) \, dy \right| \]
and
\[ \leq \lambda_k \int_0^\pi |G(x, y) - G(x_1, y)| \cdot |X_k(y)\rho(y) \, dy \]
\[ \leq \lambda_k \tilde{C}_X \int_0^\pi |G(x, y) - G(x_1, y)| \rho(y) \, dy, \]
where
\[ \tilde{C}_X = C_X \sup \rho(x). \]
Let
\[ C'_v = \sup_{0 \leq y \leq \pi} |v'(y)|, \quad C'_u = \sup_{0 \leq x \leq \pi} |u'(x)|, \]
\[ C_v = \sup_{0 \leq y \leq \pi} |v(y)|, \quad C_u = \sup_{0 \leq x \leq \pi} |u(x)|. \]
Consider the integral
\begin{align*}
I &= \int_0^\pi |G(x, y) - G(x_1, y)| \, dy \\
&= \int_0^{x_1} |G(x, y) - G(x_1, y)| \, dy + \int_{x_1}^\pi |G(x, y) - G(x_1, y)| \, dy \\
&\quad + \int_x^\pi |G(x, y) - G(x_1, y)| \, dy \\
&= I_1 + I_2 + I_3,
\end{align*}
where
\begin{align*}
I_1 &= \int_0^{x_1} |u(y)(v(x) - v(x_1))| \, dy \leq \int_0^{x_1} C_v C'_v |x - x_1| \, dy \leq \pi C_v C'_v |x - x_1|, \\
I_2 &= \int_{x_1}^x \left( \sup_{0 \leq y \leq \pi} |u(y)| \sup_{0 \leq x \leq \pi} |v(x)| + \sup_{0 \leq x \leq \pi} |u(x)| \sup_{0 \leq y \leq \pi} |v(y)| \right) \, dy \leq 2C_v C'_v |x - x_1|, \\
I_3 &= \int_x^\pi |v(y)(u(x) - u(x_1))| \, dy \leq \pi C_v C'_u |x - x_1|,
\end{align*}
that is,
\[ I \leq |x - x_1| (C_v C'_v + 2C_v C_u + C_u C_v) \leq |x - x_1| K, \]
where \( K \) is a constant.
We have proved that
\[ |X_k(x) - X_k(x_1)| \leq D|x - x_1|\lambda_k, \]
where \( D = (C_v C'_v + 2C_v C_u + C_u C'_v)C_X \).

The estimate \( |X_k(x)| \leq C_X \) and Lemma 4.2 imply that
\[ |X_k(x) - X_k(x_1)| \leq \max(2C_X, D) \cdot \frac{\varphi(\lambda_k + v_0)}{\varphi(|x - x_1|^{-1} + v_0)}, \]
whence
\[ \mathbb{E}(V(t, x) - V(t, y))^2 \leq \sum_{k=1}^\infty \sum_{l=1}^\infty (E \xi_k \xi_l)(X_k(x) - X_k(y))(X_l(x) - X_l(y)) \]
\[ \leq \sum_{k=1}^\infty \sum_{l=1}^\infty |E \xi_k \xi_l| \cdot 4D^2 \varphi(\lambda_k + v_0) \varphi(\lambda_l + v_0) \varphi^{-2} \left( \frac{1}{|x - y|} + v_0 \right). \]
Thus
\[ \sigma(h) = C \left( \varphi \left( \frac{1}{h} + v_0 \right) \right)^{-1} \]
and
\[ \int_0^\pi U^{(-1)} \left( \frac{\pi}{2\sigma^{(-1)}(h)} + 1 \right) dh < \infty \]
in view of
\[ \sigma^{(-1)}(h) = \frac{1}{\varphi^{(-1)}(C/h) - v_0} . \]

According to Theorem 3.3, condition (3) implies that the process \( \xi(x) \) is continuous with probability one. Thus all the assumptions of Lemma 4.3 are satisfied. \( \square \)

**Lemma 4.5.** Let \( X_k(x) \), \( 0 \leq x \leq \pi \), be defined as above. Assume that
\[ |X_k(x) - X_k(x_1)| \leq L \lambda_k |x - x_1| \]
for \( 0 \leq x \leq \pi \). (We have shown in the proof of Lemma 4.3 that \( D = D \), where \( D \) is defined by (3), although the values of the constant \( D \) can be estimated more accurately in several particular cases.) Assume that the series
\[ \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} |E \xi_k \xi_l| \cdot \varphi(\lambda_k + v_0) \varphi(\lambda_l + v_0) = W \]
converges, where the function \( \varphi \) is defined in Lemma 4.2. Then
\[ \sup_{\max(|t-t_1|,|x-x_1|) \leq h} \left( E(z(t, x) - z(t_1, x_1))^2 \right)^{1/2} \leq \frac{\sqrt{2\max(2\lambda_k, L)}}{\varphi(1/h + v_0)} \sqrt{W} \]
for \( t_1 \geq t \geq 0 \) and \( 0 \leq x, x_1 \leq \pi \), where \( C \) is a constant such that \( X_k(x) < C \) and where \( z(t, x) = V(t, x) - \xi(x) \).

**Proof.** It is easy to see that
\[ z(t, x) - z(t_1, x_1) = \sum_{k=1}^{\infty} \xi_k \left( X_k(x) \left( e^{-\lambda_k t} - 1 \right) - X_k(x_1) \left( e^{-\lambda_k t_1} - 1 \right) \right) , \]
\[ E(z(t, x) - z(t_1, x_1))^2 = \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} E \xi_k \xi_l \cdot a_k a_l \leq \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} |E \xi_k \xi_l| \cdot |a_k| \cdot |a_l| , \]
where
\[ a_k = \left( X_k(x) \left( e^{-\lambda_k t} - 1 \right) - X_k(x_1) \left( e^{-\lambda_k t_1} - 1 \right) \right) . \]
Note that
\[ |a_k| \leq |X_k(x) - X_k(x_1)| \cdot \left| e^{-\lambda_k t} - 1 \right| + |X_k(x_1)| \cdot \left| e^{-\lambda_k t} - e^{-\lambda_k t_1} \right| \leq |X_k(x) - X_k(x_1)| + C \left| e^{-\lambda_k t} - e^{-\lambda_k t_1} \right| . \]
Lemma 4.2 implies that
\[ |X_k(x) - X_k(x_1)| \leq \max(2C, L) \cdot \frac{\varphi(\lambda_k + v_0)}{\varphi(|x - x_1|^{-1} + v_0)} . \]
Since the function \( e^{-\lambda t} \) satisfies the assumptions of Lemma 4.2, with \( C = 1 \) and \( B = 1 \),
\[ |a_k| \leq 2 \max(2C, L) \frac{\varphi(\lambda_k + v_0)}{\varphi(1/h + v_0)} , \]
where \( h = \max(|t - t_1|, |x - x_1|) \) and Lemma 4.5 follows from (30). \( \square \)
Proof of Theorem 2.1: The almost sure uniform convergence of the series $S_n(t, x)$ with respect to $0 \leq x \leq \pi$ and $0 < t < \varepsilon$ is proved in Lemma 3.1. It follows from Lemma 4.1 that if condition (10) holds, then

$$V(t, x) \to \xi(x) \quad \text{as} \quad t \to 0$$

in probability and uniformly in the interval $[0, \pi]$. Now we prove that conditions (11) and (12) imply that

$$V(t, x) \to \xi(x) \quad \text{as} \quad t \to 0$$

with probability one and uniformly in the interval $0 \leq x \leq \pi$. Consider the stochastic process $z(t, x) = V(t, x) - \xi(x)$ in the domain $0 \leq t, t_1 \leq \hat{t} \leq \pi$. Lemma 3.6 implies that

$$\sup_{\max|t-t_1, |x-x_1| \leq \hat{h}} \left\| \left( V(t, x) - z(t_1, x_1) \right) \right\|_{L^1} \leq C_{\Delta} \sup_{\max|t-t_1, |x-x_1| \leq \hat{h}} \left( \Delta V_{t, x} \right) \leq R_{\xi} \left( \frac{1}{h} + v_0 \right),$$

where $R = C_{\Delta} \sqrt{W} \sqrt{2 \max(2C_X, L)}$. Thus the assumptions of Corollary 3.1 hold for the process $z(t, x)$, since $\sigma(h) = R_{\xi}(1/h + v_0)$, whence

$$\int_0^{\varepsilon} U(-1) \left( \frac{b + c}{2\sigma(-1)} + 1 \right) \, du \leq \int_0^{\varepsilon} U(-1) \left( \frac{\pi}{2} \left( \varphi(-1) \left( \frac{R}{u} \right) - v_0 \right) + 1 \right) \, du \leq \int_0^{\varepsilon} U(-1) \left( \frac{\pi}{2} \left( \varphi(-1) \left( \frac{R}{u} \right) - v_0 \right) + 1 \right)^2 \, du < \infty.$$

Therefore

$$\mathbb{P} \left\{ \sup_{0 \leq x \leq \pi, 0 \leq t \leq \hat{t}} |z(t, x)| > y \right\} \leq \left( \frac{y}{B(\theta)} \right)^{-1}$$

for a sufficiently small $\theta$, where

$$B(\theta) = C_{\Delta} \left( \mathbb{E}(z(0, 0))^2 \right)^{1/2} + \frac{1}{\theta(1-\theta)} \int_0^{\varepsilon} U(-1) \left( \frac{\pi}{2} \left( \varphi(-1) \left( \frac{R}{u} \right) - v_0 \right) + 1 \right)^2 \, du,$$

$s = 2 \sup_{t \in V_t} \|z(t, x)\|_{L^1}$, and $V_t = \{0 \leq x \leq \pi, 0 \leq t \leq \hat{t} \}$. Since

$$\|z(t, x)\|_{L^1} \leq C_{\Delta} \sqrt{\mathbb{E}(z(t, x))^2},$$

relation (30) implies that

$$\|z(t, x)\|_{L^1} \leq g \frac{1}{\varphi(1/t + v_0)},$$

where

$$g = C_{\Delta} C_X \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \| \mathbb{E} \xi_k \xi_l \| \cdot \varphi(\lambda_k + v_0) \varphi(\lambda_l + v_0)^{1/2}$$

and $\mathbb{E}(z(0, 0))^2 = 0$.

Thus $B(\theta) \to 0$ as $\hat{t} \to 0$, whence

$$\mathbb{P} \left\{ \sup_{0 \leq x \leq \pi, 0 \leq t \leq \hat{t}} |Z(t, x)| > \varepsilon \right\} \longrightarrow 0,$$

that is,

$$\sup_{0 \leq x \leq \pi, 0 \leq t \leq \hat{t}} |Z(t, x)| \longrightarrow 0 \quad \text{as} \quad \hat{t} \to 0.$$
in probability. Since the function \( \sup_{0 \leq x \leq \pi, 0 \leq t \leq \hat{t}} |Z(t,x)| \) decreases with \( \hat{t} \), we have proved that
\[
\sup_{0 \leq x \leq \pi, 0 \leq t \leq \hat{t}} |Z(t,x)| \longrightarrow 0 \quad \text{as} \quad \hat{t} \to 0
\]
with probability one, that is, \( V(t,x) \to \xi(x) \) with probability one and uniformly in \( 0 \leq x \leq \pi \).

\[ \Box \]

Proof of Theorem 2.2. Theorem 2.2 follows from Corollary 5.1 and from the proof of Theorem 2.1 by putting \( \hat{t}_0 = (0,0) \) in Corollary 5.1.

\[ \Box \]

5. CONCLUDING REMARKS

Conditions justifying an application of the Fourier method for parabolic equations with initial conditions that are stochastic processes belonging to the Orlicz spaces of random variables are obtained in the paper. Some bounds for the distribution of the supremum of solutions of such equations are found.
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