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Abstract. We prove a theorem on the continuity with respect to a parameter and an analogue of Fubini's theorem for integrals with respect to a general stochastic measure defined on Borel subsets of \( \mathbb{R} \). These results are applied to study the stochastic heat equation considered in a mild as well as in a weak form.

1. Introduction

Let \( X \) be an arbitrary set, let \( \mathcal{B} \) be the \( \sigma \)-algebra of subsets of \( X \), and let \((\Omega, \mathcal{F}, \mathbb{P})\) be a complete probability space. By \( L_0 = L_0(\Omega, \mathcal{F}, \mathbb{P}) \), we denote the set of all random variables (more precisely, the \( \mathbb{P} \)-equivalent classes of random variables). The convergence in \( L_0 \) means the convergence in probability.

Definition 1.1. Every \( \sigma \)-additive mapping \( \mu : \mathcal{B} \to L_0 \) is called a stochastic measure on the \( \sigma \)-algebra \( \mathcal{B} \).

The measure \( \mu \) is not assumed to be nonnegative or adapted. In what follows the symbol \( \mu \) denotes a stochastic measure on \( \mathcal{B} \).

Below are some examples of stochastic measures.

1. If \( X(x), a \leq x \leq b \), is a continuous square integrable martingale, then

\[
\mu(A) = \int_a^b 1_A(x) \, dX(x)
\]

is a stochastic measure defined on Borel subsets of \([a, b]\).

2. Similarly, the integral with respect to a fractional Brownian motion \( B^H(x) \) with the Hurst index \( H > 1/2 \) defines a stochastic measure (this follows from inequality (1.5) of [1]).

3. Other examples and conditions that increments of a stochastic process with independent increments generate a stochastic measure can be found in Sections 7 and 8 of [2].

An integral of the form \( \int_A h(x) \, d\mu(x) \), \( A \in \mathcal{B} \), is constructed and its properties are studied in [3] for a measurable nonrandom function \( h : X \to \mathbb{R} \). The construction is standard and uses an approximation by simple functions. (A similar construction is presented in Section 7 of [2]; also see [4]). In particular, every measurable bounded function \( h \) is integrable with respect to an arbitrary stochastic measure \( \mu \). An analogue
of the Lebesgue dominated convergence theorem holds for this integral (see Corollary 1.2 in [3] or Proposition 7.1.1 in [2]).

An analogue of Fubini’s theorem is proved in [5], and the continuity with respect to a parameter of an integral is obtained in [6] for stochastic measures \( \mu \) defined on Borel subsets of the space \( X = [a,b] \). In [7] and [8], solutions of some partial differential equations are considered for the case where the randomness comes from an integral with respect to a stochastic measure \( \mu \). In this paper, we generalize some of the results of [5,6] to the case of \( X = \mathbb{R} \) and find a relationship between weak and mild solutions of a stochastic heat equation.

We use the symbol \( C \) throughout this paper to denote a constant that may be different in different equalities. Equalities and inequalities for random variables are understood to hold almost surely (unless we explicitly indicate that a relation is considered for every \( \omega \in \Omega \)). The integrals of random functions with respect to real measures are considered for every \( \omega \in \Omega \); the properties of such integrals can be found in [9].

In Sections 2 and 3 of this paper, we prove some properties of integrals with respect to measures \( \mu \) on the space \( \mathbb{R} \). In Section 4, we consider the stochastic heat equation in the mild form and prove the equivalence of different forms of the integrals with respect to a stochastic measure. In Section 5, we show that a mild solution of the heat equation also is a weak equation.

In what follows we use the following result.

**Lemma 1.1** ([8, Lemma 3.1], [10, Lemma 3.1]). Let \( g_l : X \to \mathbb{R} \), \( l \geq 1 \), be measurable functions such that the infinite sum \( g(x) = \sum_{l=1}^{\infty} |g_l(x)| \) is finite and integrable with respect to \( \mu \). Then
\[
\sum_{l=1}^{\infty} \left( \int_X g_l \, d\mu \right)^2 < \infty
\]
almost surely.

## 2. The continuity on \( \mathbb{R} \) of an integral with respect to a parameter.

### Stochastic convolution

In this section, \( X = \mathbb{R} \), \( B \) is a Borel function, \( T \) is a metric space, and a function \( f(x,t) : \mathbb{R} \times T \to \mathbb{R} \) is integrable in the variable \( x \) with respect to the measure \( \mu \) for every fixed \( t \in T \). Then one can consider the following random function:

\[
\zeta(t) = \int_{\mathbb{R}} f(x,t) \, d\mu(x), \quad t \in T.
\]

**Theorem 2.1.** Let a function \( f(x,\cdot) \) be continuous on \( T \) for every \( x \in \mathbb{R} \). Assume that, for some \( \gamma > 1/2 \),
\[
|f(x_1,t) - f(x_2,t)| \leq C |x_1 - x_2|^\gamma.
\]
We further assume that \(|x|^\rho\) is integrable on \( \mathbb{R} \) with respect to \( d\mu(x) \) for some \( \rho > 1/2 \) and that \( f \) is bounded, that is, \(|f(x,t)| \leq C\). Then the random function \( \zeta(t) \) defined by equality (1) has a version whose trajectories are continuous on \( T \).

**Proof.** We have
\[
\zeta(t) = \sum_{j \in \mathbb{Z}} \int_{(j,j+1]} f(x,t) \, d\mu(x),
\]
where the equality is understood almost surely and for every \( t \in T \). For all \( j \in \mathbb{Z} \) and \( n \geq 0 \), we put

\[
d_{kn}^{(j)} = j + k 2^{-n}, \quad 0 \leq k \leq 2^n, \quad \Delta_{kn}^{(j)} = \left( d_{(k-1)n}^{(j)}, d_{kn}^{(j)} \right), \quad 1 \leq k \leq 2^n.
\]

(4)

\[
f_n^{(j)}(x, t) = \sum_{1 \leq k \leq 2^n} f \left( d_{(k-1)n}^{(j)}, t \right) \mathbf{1}_{\Delta_{kn}^{(j)}}(x), \quad j < x \leq j + 1.
\]

Condition (2) implies, in particular, that \( f(\cdot, t) \) is continuous. Thus \( f_n^{(j)}(x, t) \to f(x, t) \) as \( n \to \infty \) for all \( x \in (j, j + 1) \) and \( t \). The analogue of the Lebesgue theorem (see Corollary 1.2 in [3]) implies that

\[
\int_{(j, j+1]} f_n^{(j)}(x, t) \, d\mu(x) \xrightarrow{p} \int_{(j, j+1]} f(x, t) \, d\mu(x), \quad n \to \infty,
\]

(5)

for all \( t \).

Thus the sum

\[
\sum_{j \in \mathbb{Z}} \left( \int_{(j, j+1]} f_0^{(j)}(x, t) \, d\mu(x) + \sum_{n \geq 1} \left( \int_{(j, j+1]} f_n^{(j)}(x, t) \, d\mu(x) - \int_{(j, j+1]} f_{n-1}^{(j)}(x, t) \, d\mu(x) \right) \right)
\]

(6)

is a version of the random function \( \zeta(t) \). The terms

\[
\int_{(j, j+1]} f_n^{(j)}(x, t) \, d\mu(x) = \sum_{1 \leq k \leq 2^n} f \left( d_{(k-1)n}^{(j)}, t \right) \mu \left( \Delta_{kn}^{(j)} \right)
\]

are continuous functions with respect to \( t \) and for all \( \omega \in \Omega \) (this version of \( \zeta(t) \) is considered below). We show that series (6) converges almost surely and uniformly in \( T \). Using (4), the Cauchy–Schwarz inequality, and bound (2) we obtain

\[
\sum_{n \geq 1} \left| \int_{(j, j+1]} f_n^{(j)}(x, t) \, d\mu(x) - \int_{(j, j+1]} f_{n-1}^{(j)}(x, t) \, d\mu(x) \right|
\]

\[
\leq \sum_{n \geq 1} \sum_{1 \leq k \leq 2^n} 2^{n\beta} \left| f \left( d_{(k-1)n}^{(j)}, t \right) - f \left( d_{(k'-1)(n-1)}^{(j)}, t \right) \right| \mu \left( \Delta_{kn}^{(j)} \right)
\]

\[
\leq \left\{ \sum_{n \geq 1} \sum_{1 \leq k \leq 2^n} 2^{n\beta} \right\} \left\{ \sum_{n \geq 1} \sum_{1 \leq k \leq 2^n} \mu \left( \Delta_{kn}^{(j)} \right) \right\}^{1/2}
\]

\[
\times \left\{ \sum_{n \geq 1} \sum_{1 \leq k \leq 2^n} 2^{n\beta} \mu \left( \Delta_{kn}^{(j)} \right) \right\}^{1/2}
\]

\[
\leq \left\{ \sum_{n \geq 1} 2^{n(1+2\beta-2\gamma)} \right\}^{1/2} \left\{ \sum_{n \geq 1} \sum_{1 \leq k \leq 2^n} 2^{-2n\beta} \mu \left( \Delta_{kn}^{(j)} \right) \right\}^{1/2}
\]

for all \( \beta > 0 \) and \( \omega \in \Omega \). Here \( k' \) is chosen such that \( \Delta_{kn}^{(j)} \subset \Delta_{kn'}^{(j)} \); we fix some \( 0 < \beta < \gamma - 1/2 \).
Then the sum of absolute values of the terms of series (7) does not exceed
\[
\sum_{j \in \mathbb{Z}} \left| f(j, t) \mu ((j, j + 1)) \right| + C \left\{ \sum_{n \geq 1} \sum_{1 \leq k \leq 2^n} 2^{-2n\beta} \left| \mu (\Delta_{kn}^{(j)}) \right|^2 \right\}^{1/2}
\leq C \left( \sum_{j \in \mathbb{Z}} (|j| + 1)^{2\rho} \left( \mu ((j, j + 1)) \right)^2 \right)^{1/2} \left( \sum_{j \in \mathbb{Z}} (|j| + 1)^{-2\rho} \right)^{1/2}
\leq (\sum_{n \geq 1} \sum_{j \in \mathbb{Z}} 2^{-2n\beta} (|j| + 1)^{2\rho} \sum_{1 \leq k \leq 2^n} \left| \mu (\Delta_{kn}^{(j)}) \right|^2)^{1/2} \times (\sum_{j \in \mathbb{Z}} (|j| + 1)^{-2\rho})^{1/2}
\]

For each \( \rho > 1/2 \), we have \( \sum_{j \in \mathbb{Z}} (|j| + 1)^{-2\rho} < +\infty \). The sums with stochastic measures are equal to
\[
\sum_{i=1}^{\infty} \left( \int_X g_i \, d\mu \right)^2,
\]
where \( \{g_i(x), l \geq 1\} = \{(|j| + 1)^{\rho} 1_{|j,j+1|}(x), j \in \mathbb{Z}\} \) for the first term on the right-hand side of (7), while
\[
\{g_i(x), l \geq 1\} = \left\{ 2^{-n\beta} (|j| + 1)^{\rho} 1_{\Delta_{kn}^{(j)}}(x), j \in \mathbb{Z}, n \geq 1, 1 \leq k \leq 2^n \right\}
\]
for the second one.

Since \( |x|^\rho \) is integrable with respect to \( d\mu(x) \), Lemma 1.1 implies convergence (8). The convergence is uniform, since the terms of the latter series do not depend on \( t \). \( \square \)

A straightforward application of Theorem 2.1 allows one to prove the following result on the continuity of a convolution.

**Corollary 2.1.** Let \( h(x) : \mathbb{R} \to \mathbb{R} \) be a bounded function. Assume that, for some \( \gamma > 1/2 \) and all \( x_1 \) and \( x_2 \),
\[
|h(x_1) - h(x_2)| \leq C \left| x_1 - x_2 \right|^\gamma.
\]
We further assume that \( |x|^\rho \) is integrable on \( \mathbb{R} \) with respect to \( d\mu(x) \) for some \( \rho > 1/2 \). Then there exists a version of the random function
\[
\zeta(t) = \int_{\mathbb{R}} h(t - x) \, d\mu(x), \quad t \in \mathbb{R},
\]
whose trajectories are continuous on \( \mathbb{R} \).

Another result deals with the continuity of trajectories of a convolution represented as an integral over a finite interval.

**Theorem 2.2.** Let \( h(x) : [0, T] \to \mathbb{R} \) be a function such that \( h(0) = 0 \). Assume that, for some \( \gamma > 1/2 \) and all \( x_1 \) and \( x_2 \),
\[
|h(x_1) - h(x_2)| \leq C \left| x_1 - x_2 \right|^\gamma.
\]
Then there exists a version of the random function
\[
\zeta(t) = \int_{0}^{t} h(t - x) \, d\mu(x), \quad t \in [0, T],
\]
whose trajectories are continuous on \( [0, T] \).
Proof. We extend the definition of \( h \) for \( x < 0 \) by setting \( h(x) = 0 \) for negative arguments. Then condition (8) holds for all \( x \leq T \) and
\[
\zeta(t) = \int_0^T h(t - x) \, d\mu(x), \quad t \in [0, T].
\]
It remains to apply Theorem 1 in [6] on the continuity of integrals dependent on a parameter (the integrals are considered over a finite interval). Another way to prove the same is to apply Theorem 2.1 for \( \mu \) on \([0, T]\). \(\square\)

Note that the continuity of stochastic convolutions of the form (9) is studied in [11] for integrals with respect to semimartingales. The paper [11] contains a motivation for such a research, references to related results, and an example of a stochastic convolution that has no continuous version.

3. Change of Order of Integration in \( \mathbb{R} \)

Let \((Y, \mathcal{B}_Y)\) be a measurable space, \(m\) be a real finite nonnegative measure on \(\mathcal{B}_Y\), and let \(Z = X \times Y\) and \(\mathcal{B}_Z = \mathcal{B} \otimes \mathcal{B}_Y\). A set \(A \in \mathcal{B}\) is called \(\mu\)-negligible if \(\mu(B) = 0\) almost surely for all \(B \subseteq A\) such that \(B \in \mathcal{B}\).

The following result holds for all stochastic measures \(\mu\) defined on an arbitrary measurable space \((X, \mathcal{B})\).

**Theorem 3.1** (Theorem 1 in [3]). There exists a unique stochastic measure \(\eta\) defined on \(\mathcal{B}_Z\) such that \(\eta(A_1 \times A_2) = \mu(A_1)m(A_2)\) for all \(A_1 \in \mathcal{B}\) and \(A_2 \in \mathcal{B}_Y\).

If \(f : Z \to \mathbb{R}\) is an integrable on \(\mathbb{R}\) function with respect to \(\eta\) for all fixed \(x \in X\) except a \(\mu\)-negligible set, then the function \(f(x, \cdot) : Y \to \mathbb{R}\) is integrable on \(Y\) with respect to \(m\) and the function \(\int_Y f(x, y) \, dm(y)\) is integrable on \(X\) with respect to \(d\mu(x)\).

Moreover,
\[
\int_Z f(x, y) \, d\eta = \int_X d\mu(x) \int_Y f(x, y) \, dm(y).
\]

The stochastic measure \(\eta\) introduced in Theorem 3.1 (and which is the product of \(\mu\) and \(m\)) satisfies the following property.

**Theorem 3.2** (Theorem 2 in [3]). Let \(X = [a, b] \subset \mathbb{R}\) and let \(\mathcal{B}\) be a Borel set. Assume that \(f : Z \to \mathbb{R}\) is a measurable bounded function. Moreover, let, for some \(\gamma > 1/2\) and all \(x_1\) and \(x_2\),
\[
|f(x_1, y) - f(x_2, y)| \leq C|x_1 - x_2|^{\gamma}.
\]

Then
\[
\int_Z f(x, y) \, d\eta = \int_Y dm(y) \int_X f(x, y) \, d\mu(x).
\]

We generalize Theorem 3.2 by proving the following result for the stochastic measure \(\eta\) introduced in Theorem 3.1.

**Theorem 3.3.** Let \(X = \mathbb{R}\) and let \(\mathcal{B}\) be a Borel set. Assume that \(f : Z \to \mathbb{R}\) is a measurable bounded function and that, for some \(\gamma > 1/2\),
\[
|f(x_1, y) - f(x_2, y)| \leq C|x_1 - x_2|^{\gamma}.
\]

We further assume that \(|x|^{\rho}\) is integrable on \(\mathbb{R}\) with respect to \(d\mu(x)\) for some \(\rho > 1/2\).

Then
\[
\int_Z f(x, y) \, d\eta = \int_Y dm(y) \int_{\mathbb{R}} f(x, y) \, d\mu(x).
\]
Proof. Theorem 3.2 implies that
\[
\int_{(j,j+1] \times Y} f(x, y) \, d\eta_j = \int_Y d\mu(y) \int_{(j,j+1]} f(x, y) \, d\mu(x)
\]
for all \( j \in \mathbb{Z} \), where \( \eta_j \) is the product of the measures \( \mu \) and \( m \) on \( (j,j+1] \times Y \). Since the measures \( \eta_j \) and \( \eta \) coincide on measurable multidimensional rectangles, we follow a standard reasoning and prove that the measures \( \eta_j \) and \( \eta \) coincide on the sets \( (j,j+1] \times Y \).

Consider
\[
\zeta(y) = \int_{\mathbb{R}} f(x, y) \, d\mu(x), \quad y \in Y.
\]

Representation (6) holds for an appropriate version of this integral. Now we use the bound (7) for this representation with some random constant \( K(\omega) \) and all \( y \in Y \) and \( \omega \in \Omega \). Thus we obtain
\[
|\zeta(y)| \leq K(\omega) < +\infty.
\]

Summing up equalities (12) over all \( j \in \mathbb{Z} \), applying the dominated convergence theorem for these integrals, and recalling the equality \( \eta_j = \eta \), we prove (11). \( \square \)

4. Stochastic heat equation

Consider the following equation:
\[
\begin{cases}
du(x,t) = a^2 \frac{\partial^2 u(x,t)}{\partial x^2} \, dt + f(x,t,u(x,t)) \, dt + \sigma(x,t) \, d\mu(x), \\
u(x,0) = u_0(x),
\end{cases}
\]
where \( (x,t) \in \mathbb{R} \times [0,T] \), \( a > 0 \) is a constant, and \( \mu \) is a stochastic measure defined on the Borel \( \sigma \)-algebra in \( \mathbb{R} \).

The formal equality (13) is understood in the mild sense (14) or, in the case of \( f = 0 \), in the weak sense (21)–(22) (see below).

Consider equation (13) in the mild sense:
\[
\begin{align*}
u(x,t) &= \int_{\mathbb{R}} p(x-y,t)u_0(y) \, dy + \int_0^t \int_{\mathbb{R}} p(x-y,t-s)f(y,s,u(y,s)) \, dy \\
&\quad + \int_{\mathbb{R}} d\mu(y) \int_0^t p(x-y,t-s)\sigma(y,s) \, ds.
\end{align*}
\]

Here
\[
p(x,t) = \frac{1}{2a\sqrt{\pi t}} e^{-|x|^2/(4a^2 t)}
\]
is the fundamental solution of the heat equation and
\[
u(x,t) = u(x,t,\omega) : \mathbb{R} \times [0,T] \times \Omega \to \mathbb{R}
\]
is an unknown measurable random function (in other words, \( u \) is a mild solution of equation (14)).

The existence and uniqueness of a solution of this equation is proved in [8] under some conditions. It is also proved in [8] that trajectories of a solution satisfy the H"older condition.

In the rest of this paper we use the Besov spaces \( B_{22}^\alpha([c,d]) \). Recall that the norm in these classical spaces is defined for \( 0 < \alpha < 1 \) as follows:
\[
\|g\|_{B_{22}^\alpha([c,d])} = \|g\|_{L_2([c,d])} + \left( \int_0^{d-c} (w_2(g,r))^{2\alpha-2\alpha-1} \, dr \right)^{1/2},
\]
where
\[ w_2(g, r) = \sup_{0 \leq h \leq r} \left( \int_c^{d-h} |g(y + h) - g(y)|^2 \, dy \right)^{1/2}. \]

The following result is needed to prove that the trajectories of the integral with respect to \( \mu \) are bounded.

**Lemma 4.1** ([8 Lemma 3.2]). Let \( Z \) be an arbitrary set and let \( q(y, z) : [j, j + 1] \times Z \to \mathbb{R} \) be a function such that \( q(\cdot, z) \in B_{2\xi}^z([j, j + 1]) \) for some \( 1/2 < \alpha \leq 1 \) and all \( z \in Z \). Then there exists a version \( \zeta(z) \) of the random function
\[ \zeta(z) = \int_{[j, j+1]} q(y, z) \, d\mu(y), \quad z \in Z, \]
such that
\[ |\zeta(z)| \leq |q(j, z)\mu([j, j + 1])| + C \|q(\cdot, z)\|_{B_{2\xi}^z([j, j + 1])} \left\{ \sum_{n \geq 1} 2^{n(1-2\alpha)} \sum_{1 \leq k \leq 2^n} |\mu \left( \Delta^{(j)}_{kn} \right) |^2 \right\}^{1/2} \]
for all \( \omega \in \Omega \) and some constant \( C \) that does not depend on \( z, j, \) and \( \omega \).

In what follows we will assume the following conditions.

**Condition 1.** The function \( \sigma(x, t) : \mathbb{R} \times [0, T] \to \mathbb{R} \) is measurable and bounded.

**Condition 2.** For some \( C > 0 \) and \( \gamma(\sigma) > 1/2 \),
\[ |\sigma(x_1, t) - \sigma(x_2, t)| \leq C |x_1 - x_2|^{\gamma(\sigma)}. \]

When defining a mild solution of equation (13), the third term in (14) can be rewritten in several different ways. We show that, nevertheless, the third term of (14) will have the same value.

**Corollary 4.1.** Let \( |y|^\rho \) be integrable on \( \mathbb{R} \) with respect to \( d\mu(y) \) for some \( \rho > 1/2 \) and let a function \( \sigma \) satisfy Conditions 1 and 2. Then
\[ \int_{\mathbb{R}} d\mu(y) \int_0^t p(x - y, t - s)\sigma(y, s) \, ds = \int_0^t \int_{\mathbb{R}} p(x - y, t - s)\sigma(y, s) \, d\mu(y) \]
\[ = \int_{\mathbb{R} \times [0, t]} p(x - y, t - s)\sigma(y, s) \, d\eta(y, s), \]
where \( \eta \) is the product of measures \( \mu \) and \( ds \) on \( \mathbb{R} \times [0, T] \). (Given \( x \) and \( t \), equality (17) holds almost surely.)

**Proof.** For an arbitrary set \( A \in \mathcal{B}(\mathbb{R} \otimes \mathcal{B}([0, t])) \) and for a sequence of real numbers \( t_n \uparrow t \), \( t_0 = 0, t_n < t \), we derive from Theorem 5.11 that
\[ \int_{\mathbb{R}} d\mu(y) \int_0^t p(x - y, t - s)\sigma(y, s)1_{A(y, s)}1_{(t_{n-1}, t_n)}(s) \, ds \]
\[ = \int_{\mathbb{R} \times [0, t]} p(x - y, t - s)\sigma(y, s)1_{A(y, s)}1_{(t_{n-1}, t_n)}(s) \, d\eta(y, s) \]
(the integrand of the right-hand side of (18) is bounded and therefore is integrable with respect to \( \eta \)). Since \( p > 1/2 \), we get
\[ \sum_{n \geq 1} \left| \int_0^t p(x - y, t - s)\sigma(y, s)1_{A(y, s)}1_{(t_n, t_{n+1})}(s) \, ds \right| \leq C \sum_{n \geq 1} \left( \sqrt{t_{n+1}} - \sqrt{t_n} \right) \leq C. \]
An analogue of the Lebesgue theorem for stochastic measures implies that the series on the left-hand side of (18) converges, whence we deduce that \( p(x - y, t - s)\sigma(y, s) \) is integrable on \( \mathbb{R} \times [0, t] \) with respect to \( \eta \) by an analogue of the Beppo Levy theorem \([3, \text{Theorem 1.10}]\). Now we derive from Theorem 3.1 that the integral with respect to \( \eta \) and the integral in (17) coincide.

Theorem 3.3 implies that
\[
\int_{0}^{t} ds \int_{\mathbb{R}} p(x - y, t - s)\sigma(y, s)1_{(t_{n-1}, t_{n})}(s) d\mu(y)
= \int_{\mathbb{R} \times [0, t]} p(x - y, t - s)\sigma(y, s)1_{(t_{n-1}, t_{n})}(s) d\eta(y, s).
\]

This equality and the integrability of \( p(x - y, t - s)\sigma(y, s) \) on \( \mathbb{R} \times [0, t] \) with respect to \( \eta \) implies that the limit
\[
p-lim_{t_{n} \uparrow t} \int_{0}^{t_{n}} ds \int_{\mathbb{R}} p(x - y, t - s)\sigma(y, s) d\mu(y)
= p-lim_{t_{n} \uparrow t} \int_{0}^{t_{n}} d\sqrt{t - s} \int_{\mathbb{R}} \exp \left\{ -\frac{|x - y|^{2}}{4a^{2}(t - s)} \right\} \sigma(y, s) d\mu(y)
\]
exists in probability.

Now we apply Lemma 4.1 to the function
\[
q(y, s) = \exp \left\{ -\frac{|x - y|^{2}}{4a^{2}(t - s)} \right\} \sigma(y, s).
\]

Our goal is to estimate the norm of the function \( q(\cdot, s) \) in the Besov space. We conclude from equality \( ab - cd = (a - c)b + (b - d)c \) that
\[
|q(y + h, s) - q(y, s)| \leq C \left| \exp \left\{ -\frac{|x - y - h|^{2}}{4a^{2}(t - s)} \right\} - \exp \left\{ -\frac{|x - y|^{2}}{4a^{2}(t - s)} \right\} \right| + \sigma(y + h, s) - \sigma(y, s)\).
\]

An easy transformation of the Euler–Poisson integral gives us
\[
\int_{j}^{j + 1 - h} \left| \exp \left\{ -\frac{|x - y - h|^{2}}{4a^{2}(t - s)} \right\} - \exp \left\{ -\frac{|x - y|^{2}}{4a^{2}(t - s)} \right\} \right|^{2} dy
\leq \int_{\mathbb{R}} \left| \exp \left\{ -\frac{|x - y - h|^{2}}{4a^{2}(t - s)} \right\} - \exp \left\{ -\frac{|x - y|^{2}}{4a^{2}(t - s)} \right\} \right|^{2} dy
= C(t - s)^{1/2} \left( 1 - \exp \left\{ -\frac{h^{2}}{8a^{2}(t - s)} \right\} \right).
\]

Changing the variable \( z = r(t - s)^{-1/2} \) in the integral on the right-hand side of (15) we obtain
\[
C(t - s)^{1/2} \int_{0}^{1} \left( 1 - \exp \left\{ -\frac{r^{2}}{8a^{2}(t - s)} \right\} \right) r^{-2a - 1} dr
= C(t - s)^{1/2 - \alpha} \int_{0}^{(t - s)^{-1/2}} \left( 1 - \exp \left\{ -\frac{z^{2}}{8a^{2}} \right\} \right) z^{-2a - 1} dz.
\]

Taking into account Condition 2 for \( \sigma \) in (20) implies that
\[
\|q(\cdot, s)\|_{B^{2,1}_{2,1}[j, j + 1]} \leq C(t - s)^{1/2 - \alpha}
\]
for an arbitrary $1/2 < \alpha < \gamma(\sigma)$. Lemma 4.1 with this $\alpha$ yields

$$\left| \int_{\mathbb{R}} q(y, s) \, d\mu(y) \right| \leq \sum_{j \in \mathbb{Z}} \left| \int_{(j,j+1]} q(y, s) \, d\mu(y) \right|$$

$$\leq \sum_{j \in \mathbb{Z}} \left| q(j, s) \mu((j, j+1]) \right| + C(t - s)^{1/2 - \alpha} \left\{ \sum_{n \geq 1} \sum_{1 \leq k \leq 2^n} 2^{(1-2\alpha)n} \left| \mu \left( \Delta_{kn} \right) \right|^2 \right\}^{1/2}.$$ 

Repeating again the reasoning concerning the convergence of the sum (7), we prove the bound

$$\left| \int_{\mathbb{R}} q(y, s) \, d\mu(y) \right| \leq K(\omega)(t - s)^{1/2 - \alpha}$$

for some version of the integral, where $K(\omega)$ is an almost surely finite random variable and where $t$, $s$, and $\omega$ are arbitrary. Thus the limit in (19) coincides with the iterated integral on the right-hand side of (17). □

5. A MILD SOLUTION IS A WEAK SOLUTION

We recall some definitions from [7].

Let $D$ denote the set of all infinitely differentiable functions $\varphi: \mathbb{R} \to \mathbb{R}$ with a compact support. The convergence of a sequence of functions in $D$ is defined in the standard way if the supports are uniformly bounded and all derivatives converge uniformly.

A linear continuous mapping $V: D \to L_0$ is called a generalized random function. The family of all generalized random functions is denoted by $D'_r$.

For an arbitrary process $\xi(t)$, we put

$$\frac{d}{dt} \xi(t) = \text{p-lim}_{\Delta t \to 0} \frac{\xi(t + \Delta t) - \xi(t)}{\Delta t}, \quad t > 0,$$

provided the limit exists.

The weak solution of the stochastic heat equation is obtained in [7]. It turns out that the solution can be represented in the following form:

(21) $$\frac{d}{dt} (V_t, \varphi) = a^2 (V_t, \Delta_x \varphi) + \int_{\mathbb{R}} \sigma(x, t) \varphi(x) \, d\mu(x), \quad t > 0,$$

(22) $$\text{p-lim}_{t \to +0} (V_t, \varphi) = \int_{\mathbb{R}} \varphi(x) \, d\nu(x), \quad \varphi \in D,$$

where $(V_t)_{t \geq 0}$ is an unknown process whose values belong to the set $D'_r$ for every $t$ and where $\mu$ and $\nu$ are stochastic measures on Borel subsets of $\mathbb{R}$.

Equation (21) can be treated as a weak form of the first equation of system (13) corresponding to the case of $f = 0$.

The following conditions are assumed in this section.

Condition 3. The function $u_0(y) = u_0(y, \omega): \mathbb{R} \times \Omega \to \mathbb{R}$ is measurable and bounded for every $\omega$.

Condition 4. For some $K(\omega) > 0$ and $\gamma > 1/6$,

$$|u_0(y_1) - u_0(y_2)| \leq K(\omega) |y_1 - y_2|^\gamma.$$
A result of [8] claims that there exists a unique (up to equivalence) solution of equation \((14)\) if Conditions 1–4 hold. Moreover there exists a version of such a solution whose trajectories are continuous with respect to \(x\). In Theorem 5.1 \cite{5} we consider a continuous version of the solution.

**Theorem 5.1.** Let \(u(\cdot,t)\) be a continuous solution of equation \((14)\) with \(f = 0\) and let Conditions 1–4 hold. Assume that \(|y|^\rho\) is integrable with respect to \(d\mu(y)\) on \(\mathbb{R}\) for some \(\rho > 1/2\). Then the process \((V_t)_{t \geq 0}\) defined by

\[
(V_t, \varphi) = \int_{\mathbb{R}} u(x,t)\varphi(x) \, dx, \quad \varphi \in \mathcal{D},
\]

satisfies equation \((21)\) and the following initial condition:

\[
p\lim_{t \to +0} (V_t, \varphi) = \int_{\mathbb{R}} \varphi(x)u_0(x) \, dx, \quad \varphi \in \mathcal{D}.
\]

**Proof.** We check equality \((21)\) for \(\varphi \in \mathcal{D}\); that is, we check that

\[
\frac{d}{dt} \int_{\mathbb{R}} u(x,t)\varphi(x) \, dx = a^2 \int_{\mathbb{R}} u(x,t)\Delta_x \varphi(x) \, dx + \int_{\mathbb{R}} \sigma(x,t)\varphi(x) \, d\mu(x).
\]

Using

\[
\frac{\partial p}{\partial t} - a^2 \Delta_x p = 0, \quad t > 0,
\]

we easily prove that

\[
\int_{\mathbb{R}} p(x-y,t-s)\varphi(x) \, dx = \varphi(y) + a^2 \int_s^t \hspace{-1em} dz \int_{\mathbb{R}} p(x-y,z-s)\Delta_x \varphi(x) \, dx,
\]

where \(\varphi \in \mathcal{D}\), \(t > s, y \in \mathbb{R}\).

Multiply both sides of \((14)\) by \(\varphi \in \mathcal{D}\) and then integrate on \(\mathbb{R}\) with respect to \(dx\). Since \(\varphi\) is finite, \(dx\) generates a finite measure.

According to Theorems 3.2 and 3.3 with \(dm = dx\) one can change the order of integration. (We prove in Appendix A that the function in the stochastic integral satisfies the corresponding Hölder condition, and this allows us to apply Theorems 3.2 and 3.3.) With the help of \((21)\) we obtain

\[
\int_{\mathbb{R}} u(x,t)\varphi(x) \, dx
\]

\[
= \int_{\mathbb{R}} u_0(y) \, dy \int_{\mathbb{R}} p(x-y,t)\varphi(x) \, dx
\]

\[
+ \int_{\mathbb{R}} d\mu(y) \int_0^t \sigma(y,s) \, ds \int_{\mathbb{R}} p(x-y,t-s)\varphi(x) \, dx
\]

\[
= \int_{\mathbb{R}} u_0(y) \, dy \left( \varphi(y) + a^2 \int_0^t \hspace{-1em} dz \int_{\mathbb{R}} p(y-x,z)\Delta_x \varphi(x) \, dx \right)
\]

\[
+ \int_{\mathbb{R}} d\mu(y) \int_0^t \sigma(y,s) \, ds \left( \varphi(y) + a^2 \int_s^t \hspace{-1em} dz \int_{\mathbb{R}} p(y-x,z-s)\Delta_x \varphi(x) \, dx \right).
\]

Then we differentiate with respect to \(t\). The derivative of the stochastic integral exists in view of an analogue of a standard result on the differentiability with respect to a parameter (see Lemma 5 in [7]). After simple algebra we derive \((23)\) from \((24)\).

The first equality in \((25)\) yields the initial condition. The standard properties of \(p(x,t)\) imply that

\[
\int_{\mathbb{R}} p(x-y,t)\varphi(x) \, dx \to \varphi(y), \quad t \to 0+,
\]
and that the absolute values of all these integrals do not exceed \( \max |\varphi| \). Therefore, for all \( \omega \in \Omega \),

\[
\int_{\mathbb{R}} u_0(y) \, dy \int_{\mathbb{R}} p(x-y, t) \varphi(x) \, dx \to \int_{\mathbb{R}} u_0(y) \varphi(y) \, dy, \quad t \to 0^+.
\]

An analogue of the dominated convergence theorem implies that

\[
\int_{\mathbb{R}} d\mu(y) \int_0^1 \sigma(y, s) \, ds \int_{\mathbb{R}} p(x-y, t-s) \varphi(x) \, dx \to 0, \quad t \to 0^+
\]

(the absolute value of the integrand in the integral with respect to \( d\mu \) does not exceed \( t \sup |\sigma| \max |\varphi| \)).

\(\square\)

**Appendix A. Hölder condition**

We complete the proof of Theorem 5.1 by checking that the function

\[
g(x, y) = \varphi(x) \int_0^t p(x-y, t-s) \sigma(y, s) \, ds
\]

satisfies the Hölder condition with respect to the variable \( y \) and uniformly in \( x \). (Since \( \varphi \) is finite, we may assume that \( |x| \leq K \) for some \( K > 0 \).

We use the following elementary bound:

\[
(26) \quad \int_0^t \frac{1}{r} e^{-B/r} \, dr \leq \left| \ln \frac{t}{B} \right| + 1, \quad t, B > 0.
\]

Inequality (26) can be proved by differentiating with respect to \( t \) and then by substituting the value \( B \) for the argument \( t \).

Further, for fixed \( b > a \) and \( K > 0 \),

\[
(27) \quad \left| \frac{\partial p(x, t)}{\partial x} \right| \leq C t^{-1} \exp \left[ -\frac{x^2}{4b^2 t} \right], \quad |x| \leq K
\]

(see, for example, (6.13) [12]).

Using (27) and (20) we have

\[
\int_0^t |p(x-y_1, t-s) - p(x-y_2, t-s)| \, ds
\]

\[
= \int_0^t \left| \int_{y_1}^{y_2} \frac{\partial p(x-y, t-s)}{\partial y} \, dy \right| \, ds
\]

\[
\leq C \int_{y_1}^{y_2} dy \int_0^t \frac{1}{t-s} \exp \left[ -\frac{(x-y)^2}{4b^2(t-s)} \right] \, ds \leq C \int_{y_1}^{y_2} \left( \ln \frac{4b^2 t}{|x-y|^2} + 1 \right) \, dy
\]

\[
\leq C |y_1 - y_2| + C|y_1 - y_2| (1 - \ln |y_1 - y_2|) \leq C |y_1 - y_2|^\beta
\]

for all \( y_1 < y_2 \) and \( 0 < \beta < 1 \).

The representation

\[
g(x, y_1) - g(x, y_2) = \varphi(x) \int_0^t (p(x-y_1, t-s) - p(x-y_2, t-s)) \sigma(y, s) \, ds
\]

\[
+ \varphi(x) \int_0^t p(x-y_2, t-s) (\sigma(y_1, s) - \sigma(y_2, s)) \, ds
\]

and Conditions 1 and 2 imply that

\[
|g(x, y_1) - g(x, y_2)| \leq C |y_1 - y_2|^{\gamma(\sigma)}.
\]
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