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Abstract. We consider absolutely continuous stochastic processes that converge to multifractional Brownian motion in Besov-type spaces. We prove that solutions of stochastic differential equations with these processes converge to the solution of the equation with multifractional Brownian motion.

1. Introduction

Fractional Brownian motion is a popular model of randomness in studies of various phenomena in nature, computer nets, financial markets, etc. Fractional Brownian motion is defined as a Gaussian process $B^H_t$ with zero mean, $E B^H_t = 0$, and covariance function

$$E (B^H_t B^H_s) = \frac{1}{2} \left( t^{2H} + s^{2H} - |t - s|^{2H} \right),$$

where $H \in (0, 1)$ is the so-called Hurst parameter. It is known that if $H \in \left( \frac{1}{2}, 1 \right)$, then fractional Brownian motion possesses the so-called long memory property. Fractional Brownian motion $B^H_t$ is used in such a case to model many processes with long range dependence.

Since increments of fractional Brownian motion are homogeneous, the area of its possible applications is rather restricted. In particular, stochastic processes whose path regularity and “memory depth” evolve in time do not fit the model of fractional Brownian motion. Thus several authors recently provided different generalizations of fractional Brownian motion by assuming that the Hurst parameter $H$ depends on the time $t$ (see [2, 3, 4, 8, 9]).

We consider the problem of approximation of multifractional Brownian motion by absolutely continuous stochastic processes. We construct approximations and prove that they converge to fractional Brownian motion. We also prove the convergence of solutions of the corresponding stochastic differential equations.

The paper is organized as follows. We recall necessary definitions and results in Section 2. We also discuss several generalizations of multifractional Brownian motion. In Section 3 we introduce certain approximations of multifractional Brownian motion by absolutely continuous processes and prove that they converge. In Section 4 we consider stochastic differential equations with multifractional Brownian motion. For such equations, we prove the existence, uniqueness, and integrability of a solution. We also...
construct approximations for the solution based on the approximations considered in Section 3. We also prove the convergence of these approximations.

2. Definitions

Let $W_0^\beta = W_0^\beta[0, T]$, $\beta \in (0, 1)$, be the space of measurable functions $f : [0, T] \to \mathbb{R}$ such that
$$
\|f\|_{0, \beta} := \sup_{t \in [0, T]} \left( |f(t)| + \int_0^t \frac{|f(t) - f(s)|}{(t-s)^{1+\beta}} ds \right) < \infty.
$$

Also let $W_1^\beta = W_1^\beta[0, T]$, $\beta \in (0, 1)$, be the space of measurable functions $f : [0, T] \to \mathbb{R}$ such that
$$
\|f\|_{1, \beta} := \sup_{0 \leq s < t \leq T} \left( \frac{|f(t) - f(s)|}{(t-s)^\beta} + \int_s^t \frac{|f(u) - f(s)|}{(u-s)^{1+\beta}} du \right) < \infty.
$$

We also consider the norm
$$
\|f\|_{0, \beta, \lambda} := \sup_{t \in [0, T]} \left( e^{-\lambda t} \left( \left| f(t) \right| + \int_0^t \frac{|f(t) - f(s)|}{(t-s)^{1+\beta}} ds \right) \right)
$$
in the space $W_0^\beta[0, T]$. Note that this norm is equivalent to $\|\cdot\|_{0, \beta}$.

Let $f \in L^1(a, b)$ and $\alpha > 0$. The left and right sided fractional Riemann–Liouville integrals of order $\alpha$ are defined for a function $f$ almost surely and for almost all $x \in (a, b)$ by the following equalities:

$$
I_{a+}^\alpha f(x) := \frac{1}{\Gamma(\alpha)} \int_a^x (x-y)^{\alpha-1} f(y) dy
$$
and

$$
I_{b-}^\alpha f(x) := \frac{(-1)^{-\alpha}}{\Gamma(\alpha)} \int_x^b (y-x)^{\alpha-1} f(y) dy,
$$
respectively (see Definition 2.1 in [10]), where $(-1)^{-\alpha} = e^{-i\pi \alpha}$ and where

$$
\Gamma(\alpha) = \int_0^\infty r^{\alpha-1} e^{-r} dr
$$
is the Euler Gamma function.

The images of the space $L^p(a, b)$ under the actions of the operators $I_{a+}^\alpha$ and $I_{b-}^\alpha$ are denoted by $I_{a+}^\alpha (L^p)$ and $I_{b-}^\alpha (L^p)$, respectively. If $0 < \alpha < 1$ and if $f \in I_{a+}^\alpha (L^p)$ or if $f \in I_{b-}^\alpha (L^p)$, then the Weil fractional derivatives

$$
D_{a+}^\alpha f(x) = \frac{1}{\Gamma(1 - \alpha)} \left( \frac{f(x)}{(x-a)^\alpha} + \alpha \int_a^x \frac{f(x) - f(y)}{(x-y)^{\alpha+1}} dy \right) 1_{(a,b)}(x)
$$
or, respectively,

$$
D_{b-}^\alpha f(x) = \frac{(-1)^\alpha}{\Gamma(1 - \alpha)} \left( \frac{f(x)}{(b-x)^\alpha} + \alpha \int_x^b \frac{f(x) - f(y)}{(y-x)^{\alpha+1}} dy \right) 1_{(a,b)}(x)
$$
are defined for almost all $x \in (a, b)$.

If the limits $f(a+)$ and $g(b-)$ exist and are finite, then we put

$$
\begin{align*}
f_{a+}(x) &= (f(x) - f(a+)) 1_{(a,b)}(x), \\
g_{b-}(x) &= (g(x) - g(b-)) 1_{(a,b)}(x).
\end{align*}
$$

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space.
Definition 2.1. Let \( H \in (0, 1) \). A centered Gaussian process \( B^H = \{ B^H_t, t \geq 0 \} \) with stationary increments and covariance function

\[
\mathbb{E}(B^H_t B^H_s) = \frac{1}{2} (t^{2H} + s^{2H} - |t - s|^{2H})
\]

is called a fractional Brownian motion with the Hurst parameter \( H \).

Assume that the function \( H: [0, +\infty) \rightarrow (\frac{1}{2}, 1) \) satisfies the Hölder condition with index \( \gamma > \frac{1}{2} \), namely,

\[
|H_{t_1} - H_{t_2}| \leq C_1 |t_1 - t_2|^{\gamma}
\]

for all \( t_1, t_2 \in [0, +\infty) \) and some \( C_1 > 0 \).

There are several generalizations of fractional Brownian motion to the case where the Hurst index \( H \) is varying with time.

Example 1. Multifractional Brownian motion is introduced in [8]. The definition in [8] is based on the Mandelbrot–Van Ness representation for multifractional Brownian motion (see, for example, [6, Chapter 1.3]). According to [8], fractional Brownian motion is defined by

\[
Y_t = B^H_t, \quad t \geq 0,
\]

where \( B^H = \{ B^H_t, t \geq 0 \} \) with \( \mathbb{E}(B^H_t B^H_s) = \frac{1}{2} (t^{2H} + s^{2H} - |t - s|^{2H}) \) and where \( W_s \) is a Wiener process.

Example 2. In the papers [3, 9], the authors define the so-called multifractional Volterra-type Brownian motion based on the representation of the fractional Brownian motion in terms of the Molchan martingale (see, for example, [6, Section 1.8]). The multifractional Volterra-type Brownian motion in the process \( Y_t = B^H_t \), where

\[
B^H_t = \int_0^t K_H(t, s) dW_s, \quad t \geq 0,
\]

\( W_s \) is a Wiener process, and where

\[
K_H(t, s) = C_H s^{1/2 - H} \int_s^t (v - s)^H - v^{H - 1/2} dv,
\]

\[
C_H = \left( \frac{H(2H - 1)}{B(2 - 2H, H - \frac{1}{2})} \right)^{1/2}.
\]

Example 3. Consider another generalization, called the harmonizable multifractional Brownian motion (see, for example, [2, 4]). Let \( W(\cdot) \) be a complex random measure on \( \mathbb{R} \) that

1) for all \( A, B \in \mathcal{B}(\mathbb{R}) \),

\[
\mathbb{E}W(A) \overline{W(B)} = \lambda(A \cap B),
\]

where \( \lambda \) is the Lebesgue measure;

2) for an arbitrary sequence \( \{A_1, A_2, \ldots\} \subset \mathcal{B}(\mathbb{R}) \) such that \( A_i \cap A_j = \emptyset \) for all \( i \neq j \), we have

\[
W\left( \bigcup_{i \geq 1} A_i \right) = \sum_{i \geq 1} W(A_i)
\]

(here \( \{W(A_i), i \geq 1\} \) are centered normal random variables);

3) for all \( A \in \mathcal{B}(\mathbb{R}) \),

\[
W(A) = \overline{W(-A)};
\]
4) for all $\theta \in \mathbb{R}$,
\[
\{ e^{i\theta} W(A), A \in \mathcal{B}(\mathbb{R}) \} \overset{d}{=} \{ W(A), A \in \mathcal{B}(\mathbb{R}) \}.
\]

We define the multifractional Brownian motion in this case by $Y_t = B_t^{H_t}$, where
\[
B_t^{H_t} = \int_{\mathbb{R}} e^{i t x} \frac{1}{|x|^{1/2+H}} W(dx).
\]

In what follows we consider one more generalization of the fractional Brownian motion defined by $Y_t = B_t^{H_t}$, where $\{ B_t^{H_t}, t \in [0, T], H \in (1/2, 1) \}$ is a family of random variables such that

(i) for a fixed $H \in (1/2, 1)$, the process $\{ B_t^{H_t}, t \in [0, T] \}$ is a fractional Brownian motion with the Hurst parameter $H$;

(ii) for all $t \in [0, T]$,
\[
E \left( B_t^{H_1} - B_t^{H_2} \right)^2 \leq C_2(\delta)(H_1 - H_2)^2,
\]
where $H_1, H_2 \in [1/2 + \delta, 1 - \delta]$ for some $\delta \in (0, 1/2)$ and where $C_2(\delta)$ is a constant.

All the above conditions are satisfied, for instance, by every one of the generalizations described in Examples 1–3, since conditions (i) and (ii) hold for representations (2.2)–(2.4) (see [4, 8, 9]).

In what follows we consider one more generalization of the fractional Brownian motion defined by $Y_t = B_t^{H_t}$ with $H_t = \text{const}$ is a fractional Brownian motion and thus
\[
E \left( B_t^{H_t} - B_s^{H_t} \right)^2 = \| t - s \|^{2H_t},
\]
for all $s \in [0, T]$ and $t \in [0, T]$. Now we use inequalities (2.1) and (2.5) and obtain the following bound for the second moment
\[
E \left( Y_t - Y_s \right)^2 \leq 2 \left( E \left( B_t^{H_t} - B_s^{H_t} \right)^2 + E \left( B_s^{H_1} - B_s^{H_2} \right)^2 \right)
\]
\[
\leq 2 \left( \| t - s \|^{2H_t} + C_2^2 C_2 \| t - s \|^{2\gamma} \right).
\]

Note that it is sufficient to show that the process $Y_t$ is continuous on every interval $[a, b] \subset [0, T]$ such that $b - a < 1$. Hence we can assume $|t - s| < 1$ without loss of generality. Then
\[
E \left( Y_t - Y_s \right)^2 \leq 2 \left( 1 + C_2^2 C_2 \right) \| t - s \|^{2H_{\text{min}}},
\]
Since $Y_t$ is a Gaussian process, the latter bound implies that, given an arbitrary $r > 0$, there exists $C > 0$ such that
\[
E \left( |Y_t - Y_s|^r \right) \leq C \| t - s \|^{rH_{\text{min}}}
\]
for all $t, s \in [0, T]$. By the Kolmogorov criterion, this means that the process $Y_t$ is continuous almost surely.
3. An approximation of multifractional Brownian motion

Consider the following approximation:

\[
B_t^{H,\varepsilon} := \frac{1}{\phi_t(\varepsilon)} \int_t^{t+\phi_t(\varepsilon)} B_s^{H,\varepsilon} \, ds = \frac{1}{\phi_t(\varepsilon)} \int_0^{\phi_t(\varepsilon)} B_{u+t}^{H,\varepsilon} \, du
\]

for the fractional Brownian motion, where \( \phi_t(\varepsilon) = \phi(t, \varepsilon) : [0, T] \times \mathbb{R}_+ \to \mathbb{R}_+ \) is a family of measurable functions such that

1) \( f_\varepsilon := \sup_{t \in [0, T]} \phi_t(\varepsilon) \to 0 \) as \( \varepsilon \to 0^+ \);
2) for all \( t, s \in [0, T] \) and for all \( \varepsilon > 0 \),

\[
\left| \frac{\phi_s(\varepsilon) - \phi_t(\varepsilon)}{\phi_s(\varepsilon)} \right| \leq C_3 |t - s|^{H_{\min}}.
\]

Here \( C_3 \) is a constant that does not depend on \( \varepsilon \).

One can take, for example, \( \phi_t(\varepsilon) = \psi_t \cdot \varepsilon \), where \( \psi_t \) is bounded away from zero and satisfies the Hölder condition with index \( H_{\min} \).

**Theorem 3.1.** For an arbitrary \( \beta \in (0, H_{\min}) \),

\[
\|B_t^{H,\varepsilon} - B_t^H\|_{1,\beta} \to 0, \quad \varepsilon \to 0^+.
\]

**Proof.** To make expressions simpler we put \( Y_t = B_t^{H,\varepsilon} \) and \( Y_t^\varepsilon = B_t^{H,\varepsilon} \).

It is easy to see that

\[
\Delta Y_t^\varepsilon := Y_t^\varepsilon - Y_t = \frac{1}{\phi_t(\varepsilon)} \int_0^{\phi_t(\varepsilon)} (Y_{u+t} - Y_t) \, du.
\]

Now we show that

\[
\mathbb{E} \left( (\Delta Y_t^\varepsilon - \Delta Y_s^\varepsilon)^2 \right) \leq |t - s|^{H_{\min}+\beta} g_\varepsilon,
\]

where the function \( g_\varepsilon \) is such that \( g_\varepsilon \to 0 \) as \( \varepsilon \to 0^+ \). Further, we rewrite the difference \( (\Delta Y_t^\varepsilon - \Delta Y_s^\varepsilon) \) in the following form:

\[
\Delta Y_t^\varepsilon - \Delta Y_s^\varepsilon = \left( \frac{1}{\phi_t(\varepsilon)} - \frac{1}{\phi_s(\varepsilon)} \right) \int_0^{\phi_t(\varepsilon)} (Y_{u+t} - Y_t) \, du
\]

\[
+ \frac{1}{\phi_s(\varepsilon)} \int_0^{\phi_t(\varepsilon)} (Y_{u+t} - Y_t) \, du + \frac{1}{\phi_s(\varepsilon)} \int_0^{\phi_s(\varepsilon)} (Y_{u+t} - Y_t - Y_{u+s} + Y_s) \, du.
\]

Then

\[
\mathbb{E} \left( (\Delta Y_t^\varepsilon - \Delta Y_s^\varepsilon)^2 \right) \leq 3 \left( \frac{\phi_s(\varepsilon) - \phi_t(\varepsilon)}{\phi_t(\varepsilon)\phi_s(\varepsilon)} \right)^2 \mathbb{E} \left( \int_0^{\phi_t(\varepsilon)} (Y_{u+t} - Y_t) \, du \right)^2
\]

\[
+ \frac{1}{(\phi_s(\varepsilon))^2} \mathbb{E} \left( \int_0^{\phi_s(\varepsilon)} (Y_{u+t} - Y_t) \, du \right)^2
\]

\[
+ \frac{1}{(\phi_s(\varepsilon))^2} \mathbb{E} \left( \int_0^{\phi_s(\varepsilon)} (Y_{u+t} - Y_t - Y_{u+s} + Y_s) \, du \right)^2
\]

\[
= 3(I_1 + I_2 + I_3).
\]

Consider the term \( I_1 \). By the Cauchy–Bunyakovskii inequality,

\[
I_1 \leq \left( \frac{\phi_s(\varepsilon) - \phi_t(\varepsilon)}{\phi_t(\varepsilon)\phi_s(\varepsilon)} \right)^2 \phi_t(\varepsilon) \int_0^{\phi_t(\varepsilon)} \mathbb{E} \left( Y_{u+t} - Y_t \right)^2 \, du.
\]
Considering relations (2.6) and (3.2) we get
\begin{equation}
(3.4)
I_1 \leq \frac{2C_2^3 |t - s|^{\frac{2H_{\min}}{2}}}{\phi_s(\varepsilon)} \int_0^{\phi_s(\varepsilon)} \left( u^{2H_{u+t}} + C_2^4 C_2 u^{2\gamma} \right) du.
\end{equation}

Since \( \sup_{t \in [0,T]} \phi_t(\varepsilon) \to 0 \), there exists \( \varepsilon_0 > 0 \) such that
\[ \sup_{t \in [0,T]} \phi_t(\varepsilon) \leq 1 \]
for all \( \varepsilon \in (0, \varepsilon_0) \). This allows us to consider only the case of \( \phi_t(\varepsilon) \leq 1 \). Then the integrand in (3.4) is estimated as follows:
\[ u^{2H_{u+t}} + C_2^4 C_2 u^{2\gamma} \leq (1 + C_2^4 C_2) u^{2H_{\min}}. \]

Finally we get
\[ I_1 \leq \frac{2C_2^3 \left(1 + C_2^4 C_2\right)}{2H_{\min} + 1} |t - s|^{\gamma} \left( \phi_t(\varepsilon) \right)^{2H_{\min}} \leq g^{(1)}_\varepsilon |t - s|^{H_{\min} + \beta}, \]
where
\[ g^{(1)}_\varepsilon = \frac{2C_2^3 \left(1 + C_2^4 C_2\right)}{2H_{\min} + 1} f_\varepsilon^{2H_{\min}} \to 0, \quad \varepsilon \to 0+. \]

The term \( I_2 \) is estimated similarly:
\[ I_2 \leq \frac{\phi_t(\varepsilon) - \phi_s(\varepsilon)}{(\phi_s(\varepsilon))^2} \int_0^{\phi_s(\varepsilon)} \mathbb{E} (Y_{u+t} - Y_t)^2 du \]
\[ \leq \frac{2(\phi_t(\varepsilon) - \phi_s(\varepsilon))}{(\phi_s(\varepsilon))^2} \int_0^{\phi_s(\varepsilon)} (u^{2H_{u+t}} + C_2^4 C_2 u^{2\gamma}) du. \]

The expression under the integral sign is estimated by
\[ u^{2H_{u+t}} + C_2^4 C_2 u^{2\gamma} \leq (1 + C_2^4 C_2) u^{2H_{\min}} \leq (1 + C_2^4 C_2) f_\varepsilon^{2H_{\min}}. \]

Taking into account bound (3.2) we prove that
\[ I_2 \leq \frac{2C_2^3 \left(1 + C_2^4 C_2\right)}{2H_{\min} + 1} \left| t - s \right|^{2H_{\min}} f_\varepsilon^{2H_{\min}} \leq g^{(2)}_\varepsilon \left| t - s \right|^{H_{\min} + \beta}, \]
where
\[ g^{(2)}_\varepsilon = \frac{2C_2^3 \left(1 + C_2^4 C_2\right)}{2H_{\min} + 1} f_\varepsilon^{2H_{\min}} \to 0, \quad \varepsilon \to 0+. \]

Now we estimate the term \( I_3 \):
\[ I_3 \leq \frac{1}{\phi_s(\varepsilon)} \int_0^{\phi_s(\varepsilon)} \mathbb{E} (Y_{u+t} - Y_t - Y_{u+s} + Y_s)^2 du \]
by the Cauchy–Bunyakovskyi inequality.

Further we consider two possible cases.

Case 1. \( \phi_s(\varepsilon) \leq |t - s| \). Then
\[ I_3 \leq \frac{2}{\phi_s(\varepsilon)} \int_0^{\phi_s(\varepsilon)} \left( \mathbb{E} (Y_{u+t} - Y_t)^2 + \mathbb{E} (Y_{u+s} - Y_s)^2 \right) du \]
\[ \leq \frac{4}{\phi_s(\varepsilon)} \int_0^{\phi_s(\varepsilon)} \left( u^{2H_{u+t}} + u^{2H_{u+s}} + 2C_2^4 C_2 u^{2\gamma} \right) du \]
\[ \leq 8 \left(1 + C_2^4 C_2\right) \int_0^{\phi_s(\varepsilon)} u^{2H_{\min}} du = 8 \left(1 + C_2^4 C_2\right) \left( \phi_s(\varepsilon) \right)^{2H_{\min}} \]
\[ \leq 8 \left(1 + C_2^4 C_2\right) \frac{2H_{\min} + 1}{1} |t - s|^{H_{\min} + \beta} \left( \phi_s(\varepsilon) \right)^{H_{\min} - \beta} \leq g^{(3)}_\varepsilon \left| t - s \right|^{H_{\min} + \beta}, \]
where
\[ g_\varepsilon^{(3)} = \frac{8(1+C^2_1C_2)}{2H_{\min}+1} f_\varepsilon^{H_{\min}-\beta} \to 0, \quad \varepsilon \to 0+. \]

**Case 2.** \( \phi_s(\varepsilon) > |t-s| \). Then
\[
I_3 \leq \frac{2}{\phi_s(\varepsilon)} \int_0^{\phi_s(\varepsilon)} \left( E(Y_{u+t} - Y_{u+s})^2 + E(Y_t - Y_s)^2 \right) du
\]
\[
\leq \frac{4}{\phi_s(\varepsilon)} \int_0^{\phi_s(\varepsilon)} \left( |t-s|^{2H_{\min}+\beta} + |t-s|^{2H_t} + 2C^2_1C_2 |t-s|^{2\gamma} \right) du.
\]
Using the estimate
\[
|t-s|^{2H_{\min}+\beta} \leq T^{2H_{\min}+\gamma} \left( \frac{t-s}{T} \right)^{2H_{\min}} \leq \max \{ T, 1 \} |t-s|^{2H_{\min}}
\]
and similar bounds for \( |t-s|^{2H_t} \) and \( |t-s|^{2\gamma} \), we get
\[
I_3 \leq 8 \left( 1 + C^2_1C_2 \right) \max \{ T, 1 \} |t-s|^{2H_{\min}} \leq g_\varepsilon^{(4)} |t-s|^{H_{\min}+\beta},
\]
where
\[ g_\varepsilon^{(4)} = 8 \left( 1 + C^2_1C_2 \right) \max \{ T, 1 \} f_\varepsilon^{H_{\min}-\beta} \to 0, \quad \varepsilon \to 0+. \]
Therefore inequality (3.3) holds for
\[ g_\varepsilon = 3 \left( g_\varepsilon^{(1)} + g_\varepsilon^{(2)} + g_\varepsilon^{(3)} + g_\varepsilon^{(4)} \right) \to 0, \quad \varepsilon \to 0+. \]

Since the random variable \( (\Delta Y^\varepsilon_s - \Delta Y^\varepsilon_t) \) has a normal distribution, inequality (3.3) implies that
\[ E(\Delta Y^\varepsilon_s - \Delta Y^\varepsilon_t)^p \leq C_p |t-s|^{(p(H_{\min}+\beta)/2) g_\varepsilon^{p/2}} \]
for all \( p > 0 \).

By Lemma 5.1
\[ |\Delta Y^\varepsilon_s - \Delta Y^\varepsilon_t| \leq C_{\alpha,p} |t-s|^{\alpha p - 1} \xi \]
for all \( p > 0, \alpha > \frac{1}{p} \), and \( s, t \in [0,T] \), where \( C_{\alpha,p} > 0 \) is a nonrandom constant and where
\[ \xi = \int_0^T \int_0^T \frac{|\Delta Y^\varepsilon_x - \Delta Y^\varepsilon_y|^p}{|x-y|^{\alpha p + 1}} dx dy. \]

Fix \( \delta \in (\beta, (H_{\min}+\beta)/2) \) and consider \( p = 4/(H_{\min}+\beta-2\delta) \) and \( \alpha = (H_{\min}+\beta+2\delta)/4 \).

Using estimate (3.3) we obtain
\[ E \xi = \int_0^T \int_0^T E \frac{(|\Delta Y^\varepsilon_x - \Delta Y^\varepsilon_y|^p)}{|x-y|^{\alpha p + 1}} dx dy \leq C_p g_\varepsilon^{p/2} \int_0^T \int_0^T |x-y|^{p(H_{\min}+\beta)/2 - \alpha p - 1} dx dy = C_p T^2 g_\varepsilon^{p/2}. \]
Thus we deduce from (3.6) that
\[ E \sup_{s,t \in [0,T]} \frac{|\Delta Y^\varepsilon_s - \Delta Y^\varepsilon_t|^p}{|t-s|^\delta p} \leq C_{\alpha,p} C_p T^2 g_\varepsilon^{p/2}. \]

The latter bound means that, given an arbitrary \( \kappa \in (0,1) \), there exists a constant \( C_\kappa \) such that the probability of the random event
\[ A_\varepsilon := \{ |\Delta Y^\varepsilon_s - \Delta Y^\varepsilon_t| \leq C_\kappa |t-s|^\delta g_\varepsilon^{1/2} \text{ for all } s, t \in [0,T] \} \]
is not less than \( 1 - \kappa \).
On the random event $A_\varepsilon$, we have
\[
\|Y^\varepsilon - Y\|_{1,\beta} \leq \sup_{0 \leq s \leq t \leq T} \left( C_\kappa |t - s|^{\delta - \beta} g_\varepsilon^{1/2} + \int_s^t C_\kappa |u - s|^{\delta - 1 - \beta} g_\varepsilon^{1/2} du \right) \\
\leq \sup_{0 \leq s \leq t \leq T} \left( C_\kappa g_\varepsilon^{1/2} |t - s|^{\delta - \beta} (1 + (\delta - \beta)^{-1}) \right) \\
\leq C_\kappa g_\varepsilon^{1/2} T^{\delta - \beta} (1 + (\delta - \beta)^{-1}) \to 0, \quad \varepsilon \to 0^+.
\]

Then, for an arbitrary $a > 0$,
\[
\lim_{\varepsilon \to 0^+} \mathbb{P}\left( \|Y^\varepsilon - Y\|_{1,\beta} \geq a \right) \leq \kappa,
\]
since $C_\kappa g_\varepsilon^{1/2} T^{\delta - \beta} (1 + (\delta - \beta)^{-1}) < a$ for all sufficiently small $\varepsilon$. Therefore if $\kappa \to 0^+$, then
\[
\lim_{\varepsilon \to 0^+} \mathbb{P}\left( \|Y^\varepsilon - Y\|_{1,\beta} \geq a \right) = 0,
\]
and this completes the proof. \(\square\)

Note that the case of $H_t = H = \text{const}$ corresponds to the usual fractional Brownian motion.

**Corollary 3.1.** Let $\{B^H_t, t \in [0, T]\}$ be a fractional Brownian motion with the Hurst parameter $H \in (1/2, 1)$ and let the functions $\phi_t(\varepsilon)$ satisfy the following conditions:

1) $\sup_{t \in [0, T]} \phi_t(\varepsilon) \to 0$ as $\varepsilon \to 0^+$;

2) for all $t, s \in [0, T]$ and for all $\varepsilon > 0$,
\[
\left| \frac{\phi_s(\varepsilon) - \phi_t(\varepsilon)}{\phi_s(\varepsilon)} \right| \leq C_3 |t - s|^H,
\]
where $C_3$ is a constant that does not depend on $\varepsilon$.

Then the approximations
\[
B^{H,\varepsilon}_t = \frac{1}{\phi_t(\varepsilon)} \int_t^{t + \phi_t(\varepsilon)} B^H_s ds
\]
converge, namely
\[
\|B^{H,\varepsilon} - B^H\|_{1,\beta} \to 0, \quad \varepsilon \to 0^+,
\]
for all $\beta \in (0, H)$.

4. **Approximation of solutions of stochastic differential equations**

Consider the following stochastic differential equation with multifractional Brownian motion:
\[
(4.1) \quad X_t = X_0 + \int_0^t b(s, X_s) ds + \int_0^t \sigma(s, X_s) dB^H_s, \quad t \in [0, T].
\]

It is natural to construct an approximation for a solution of this equation as a solution of the equation
\[
(4.2) \quad X^\varepsilon_t = X_0 + \int_0^t b(s, X^\varepsilon_s) ds + \int_0^t \sigma(s, X^\varepsilon_s) dB^{H^\varepsilon}_s, \quad t \in [0, T],
\]
where the processes $B^{H^\varepsilon}_s$, $\varepsilon > 0$, are defined by equality (3.1). First we find conditions for the existence and uniqueness of a solution of equation (4.1).
4.1. **Existence, uniqueness, and integrability.** In general, the existence and uniqueness of a solution follow from the results of [7]. Assume that the coefficients \( b(t, x) \) and \( \sigma(t, x) \) satisfy almost surely the following conditions (the constants \( L_N \) and \( M_N \) that will appear below as well as the function \( b_0 \) may depend on \( \omega \)):

I. The function \( \sigma(t, x) \) is differentiable with respect to \( x \); there exist constants

\[
1 - H_{\text{min}} < \kappa \leq 1 \text{ and } \frac{1}{H_{\text{min}}} - 1 < \delta \leq 1,
\]

and, for all \( N > 0 \), there is \( M_N > 0 \) such that

(i) for all \( x \in \mathbb{R} \) and \( t \in [0, T] \),

\[
|\sigma(t, x) - \sigma(t, y)| \leq M_0 |x - y|;
\]

(ii) for all \( |x|, |y| \leq N \) and \( t \in [0, T] \),

\[
\left| \frac{\partial}{\partial x} \sigma(t, x) - \frac{\partial}{\partial x} \sigma(t, y) \right| \leq M_N |x - y|^{\delta};
\]

(iii) for all \( x \in \mathbb{R} \) and \( t, s \in [0, T] \),

\[
|\sigma(t, x) - \sigma(s, x)| + \left| \frac{\partial}{\partial x} \sigma(t, x) - \frac{\partial}{\partial x} \sigma(s, x) \right| \leq M_0 |t - s|^\kappa.
\]

II. There exists \( b_0 \in L^\rho(0, T), \rho \geq 2 \), and for every \( N > 0 \) there exists \( L_N > 0 \) such that

(iv) for all \( |x|, |y| \leq N \) and \( t \in [0, T] \),

\[
|b(t, x) - b(t, y)| \leq L_N |x - y|;
\]

(v) for all \( x \in \mathbb{R} \) and \( t \in [0, T] \),

\[
|b(t, x)| \leq L_0 |x| + b_0(t).
\]

Let

\[
\alpha_0 = \min \left\{ \frac{1}{2}, \kappa, \frac{\delta}{1 + \delta} \right\}.
\]

**Theorem 4.1.** Assume that \( \alpha \in (1 - H_{\text{min}}, \alpha_0) \). Let \( X_0 \) be a random variable and let the coefficients of equation (4.1) satisfy conditions (i)–(v) with \( \rho \geq 1/\alpha \). Then a solution \( \{X_t, t \in [0, T]\} \) of equation (4.1) exists and is unique. Moreover,

\[
X \in L^\rho(\Omega, \mathcal{F}, P, W_0^\alpha[0, T])
\]

and its trajectories belong to the space \( C^{1-\alpha}[0, T] \).

**Proof.** Theorem 4.1 follows from [7, Theorem 5.1] since the trajectories of the process \( B_t^{1/\alpha} \) belong to \( W_1^\beta[0, T] \) (by Theorem 3.1). \( \square \)

**Theorem 4.2.** Assume that \( X_0 \in L^\infty(\Omega, \mathcal{F}, P, \mathbb{R}) \). Let the coefficients of equation (4.1) satisfy conditions (i)–(v) and additionally the following condition:

(vi) there are constants \( \mu \in [0, 1] \) and \( K_0 > 0 \) such that

\[
|\sigma(t, x)| \leq K_0 (1 + |x|^\mu)
\]

for all \( x \in \mathbb{R} \) and \( t \in [0, T] \).

Also let \( \alpha \in (1 - H_{\text{min}}, \min \{\alpha_0, 2 - \mu\} \} \) and \( \rho \geq 1/\alpha \). Assume that the constants \( M_N, L_N, \) and \( K_0 \) as well as the function \( b_0 \) do not depend on \( \omega \). Then the solution \( X \) of equation (4.1) is such that

\[
E \|X\|_{p, \alpha}^p < \infty
\]

for all \( p \geq 1 \).
Proof. Denote $T = \{(s, t) : 0 \leq s < t \leq T\}$. Then, for all pairs $(s, t) \in T$, the random variables
\[ Z(s, t) = (D_{t^{-\alpha}} Y_t^-)(s) \]
are jointly Gaussian. By Lemma 5.3 given below,
\[ \mathbb{E} \sup_{0 \leq s < t \leq T} |Z(s, t)| < +\infty, \]
whence
\[ P \left( \sup_{0 \leq s < t \leq T} Z(s, t) < +\infty \right) = 1. \]
According to [1, Theorem 3.2],
\[ \mathbb{E} \exp \left( \varepsilon \sup_{0 \leq s < t \leq T} |Z(s, t)|^2 \right) < +\infty \]
for sufficiently small $\varepsilon$. This implies that
\[ \mathbb{E} e^{cG^\kappa} < +\infty \]
for arbitrary $C > 0$ and $\kappa < 2$, where
\[ G = \frac{1}{\Gamma(1-\alpha)} \sup_{0 \leq s < t \leq T} |D_{t^{-\alpha}} Y_t^-|(s). \]
Using condition 4.2 and [7] Proposition 5.1, we prove that
\[ \|X\|_{0, \alpha} \leq c_1 e^{c_2 G^\kappa}. \]
Thus
\[ \mathbb{E} \|X\|_{0, \alpha}^p \leq c_1 \mathbb{E} e^{c_2 G^\kappa} < +\infty \]
for all $p \geq 1$ if $\kappa < 2$. \hfill \Box

4.2. Approximations. We turn back to the approximations of a solution of equation (4.1) by solutions of equations (4.2).

Let approximations $B_{s}^{H_{\varepsilon}, \varepsilon}$, $\varepsilon > 0$, be defined by equality (3.1).

Theorem 4.3. Let all the assumptions of Theorem 4.1 hold. Then
\[ \sup_{t \in [0, T]} |X_t - X_{\varepsilon}^t| \overset{p}{\to} 0, \quad \varepsilon \to 0+. \]

Proof. Theorem 4.3 follows from Theorem 5.1 and Theorem 5.1. \hfill \Box

5. Appendices

Lemma 5.1 (The Garsia–Rodemich–Rumsey inequality). Let $p > 0$, $\alpha > \frac{1}{p}$, and let $f \in C([0, T])$. Then there exists a constant $C_{\alpha, p} > 0$ such that
\[ |f(t) - f(s)|^p \leq C_{\alpha, p} |t - s|^\alpha p - 1 \int_0^t \int_0^T |f(x) - f(y)|^p \frac{dx dy}{|x - y|^\alpha p + 1} dx dy \]
for all $s, t \in [0, T]$.

This result follows from Lemma 1.1 of [5].

Lemma 5.2. For every $0 < \varepsilon < H_{\text{min}}$, there exists a random variable $\eta_{\varepsilon} > 0$ such that
\[ \mathbb{E} (|\eta_{\varepsilon}|^q) < +\infty \]
for all $q > 0$ and
\[ \sup_{s, t \in [0, T]} \frac{|Y_s - Y_t|}{|s - t|^{H_{\text{min}} - \varepsilon}} \leq \eta_{\varepsilon}. \]
Proof. Putting $\alpha = H_{\min} - \varepsilon/2$ and $p = 2/\varepsilon$ in the Garsia–Rodemich–Rumsey inequality (5.1) we show that

$$|Y_s - Y_t| \leq C_{H_{\min},\varepsilon} |s - t|^{H_{\min} - \varepsilon} \xi$$

for all $s, t \in [0, T]$, where

$$\xi = \left( \int_0^T \int_0^T \frac{|Y_x - Y_y|^{2/p} \varepsilon/2}{|x - y|^{2H_{\min}/\varepsilon}} \, dx \, dy \right)^{\varepsilon/2}.$$

First we assume that $q > 2/\varepsilon$. Then

$$E(|\xi|^q) \leq \left( \int_0^T \int_0^T \left( E\left( |Y_x - Y_y|^q \right) \right)^{2(q/\varepsilon)} \varepsilon \frac{2^{q/\varepsilon}}{|x - y|^{2H_{\min}/\varepsilon}} \, dx \, dy \right)^{q\varepsilon/2}.$$

Considering bounds (2.6) we obtain that

$$E\left( |Y_x - Y_y|^2 \right) \leq c_r |x - y|^{2H_{\min}},$$

whence

$$E(|Y_x - Y_y|^q) \leq c_{r, q} |x - y|^{qH_{\min}}.$$

Then inequality (5.3) implies that

$$E(|\xi|^q) \leq c_{r, q} T^{q\varepsilon} < +\infty$$

for $q > 2/\varepsilon$. By Lyapunov’s inequality, this means that $E(|\xi|^q) < +\infty$ for all $q > 0$.

Choosing $\eta_\varepsilon = C_{H_{\min},\varepsilon} \xi$ and using (5.2), we prove Lemma 5.2.  \hfill \Box

Lemma 5.3. Let $1 - H_{\min} < \alpha < 1$. Then

$$E \sup_{0 \leq t \leq s \leq T} |D_{t+}^{1-\alpha} Y_{t+}(s)|^p < +\infty,$$

$$E \sup_{0 \leq s \leq t \leq T} |D_{t-}^{1-\alpha} Y_{t-}(s)|^p < +\infty$$

for all $p > 0$.

Proof. The definition of the fractional Weil derivative implies that

$$|D_{t-}^{1-\alpha} Y_{t-}(s)| \leq \frac{1}{\Gamma(\alpha)} \left( \frac{|Y_t - Y_s|}{(t - s)^{1-\alpha}} + (1 - \alpha) \int_s^t \frac{|Y_y - Y_s|}{(y - s)^{2-\alpha}} \, dy \right).$$

According to Lemma 5.2 if $\varepsilon < \alpha - (1 - H_{\min})$, there exists a random variable $\eta_\varepsilon$ whose moments are finite and

$$|D_{t-}^{1-\alpha} Y_{t-}(s)| \leq \frac{\eta_\varepsilon}{\Gamma(\alpha)} \left( (t - s)^{H_{\min} - \varepsilon - 1 + \alpha} + (1 - \alpha) \int_s^t (y - s)^{H_{\min} - \varepsilon - 2 + \alpha} \, dy \right) \leq \eta_\varepsilon \frac{T^{H_{\min} - \varepsilon - 1 + \alpha}}{\Gamma(\alpha)} \left( 1 + \frac{1 - \alpha}{H_{\min} - \varepsilon - 1 + \alpha} \right).$$

Thus (5.5) follows.

Inequality (5.4) is proved similarly.  \hfill \Box

Theorem 5.1. Let all the assumptions of Theorem 4.1 hold. Let stochastic processes $Y_\varepsilon$, $\varepsilon > 0$, approximate the process $Y_t = B_t^{\frac{1}{2}H_1}$ such that

$$\|Y_\varepsilon - Y\|_{1, \beta} \overset{p}{\to} 0, \quad \varepsilon \to 0^+,$$

for some $\beta \in \left( \frac{1}{2}, H_{\min} \right)$.
Let \( X^\varepsilon \) be a solution of the equation
\[
X^\varepsilon_t = X_0 + \int_0^t b(s, X^\varepsilon_s) \, ds + \int_0^t \sigma(s, X^\varepsilon_s) \, dY_s^\varepsilon, \quad t \in [0, T].
\]
Then
\[
\sup_{t \in [0, T]} |X_t - X^\varepsilon_t| \xrightarrow{p} 0, \quad \varepsilon \to 0+.
\]

**Proof.** It is obvious that
\[
K_f := \sup_{r \in [0, T]} \int_0^r \frac{|f_r - f_s|}{(r - s)^\beta} \, ds \leq C \|f\|_{0, 1-\beta}.
\]
The proof of Theorem 5.1 in [7] contains the following bound:
\[
\|X^\varepsilon\|_{0, 1-\beta} \leq 2(1 + |X_0|)e^{\lambda_0(\varepsilon)T},
\]
where
\[
\lambda_0(\varepsilon) \geq \left(2(C_3 + C_1 \Lambda_\varepsilon(Y^\varepsilon))\right)^{1/(1-2\beta)}, \quad \Lambda_\varepsilon(Y^\varepsilon) \leq \|Y^\varepsilon\|_{1, \beta}.
\]
Since
\[
\|Y^\varepsilon - Y\|_{1, \beta} \xrightarrow{p} 0, \quad \varepsilon \to 0+,
\]
the random variables \( \Lambda_\varepsilon(Y^\varepsilon) \) are bounded in probability uniformly with respect to \( \varepsilon \).
Hence \( \|X^\varepsilon\|_{0, 1-\beta} \) as well as \( K_{X^\varepsilon} \) are bounded in probability uniformly with respect to \( \varepsilon \). Similarly, \( X^\varepsilon_t \) is bounded in probability uniformly with respect to \( \varepsilon \) and \( t \). Thus Theorem 5.1 follows from the convergence
\[
P \left( \sup_t |X_t - X^\varepsilon_t| > \delta, \sup_t |X_t| \leq R, \sup_t |X^\varepsilon_t| \leq R \right) \to 0, \quad \varepsilon \to 0+,
\]
for all \( \delta > 0 \) and \( R > 0 \).

The above reasoning allows us to restrict our consideration to the case where \( X_t \) and \( X^\varepsilon_t \) are bounded by some constant \( R > 0 \).

We have
\[
X = X_0 + F(b)(X), \quad X^\varepsilon = X_0 + F(b)(X^\varepsilon) + G(\sigma, Y^\varepsilon)(X^\varepsilon),
\]
where
\[
F(b)(f)(t) := \int_0^t b(s, f(s)) \, ds, \quad G(\sigma, Y^\varepsilon)(f)(t) := \int_0^t \sigma(s, f(s)) \, dg
\]
for \( t \in [0, T] \). Thus
\[
\|X - X^\varepsilon\|_{0, 1-\beta, \lambda} \leq \left\| F(b)(X) - F(b)(X^\varepsilon) \right\|_{0, 1-\beta, \lambda} + \left\| G(\sigma, Y)(X) - G(\sigma, Y^\varepsilon)(X^\varepsilon) \right\|_{0, 1-\beta, \lambda} + \left\| G(\sigma, Y^\varepsilon - Y)(X^\varepsilon) \right\|_{0, 1-\beta, \lambda}.
\]
Applying Propositions 4.2 and 4.4 of [7] we estimate the norm:
\[
\|X - X^\varepsilon\|_{0, 1-\beta, \lambda} \leq C \lambda^{1-2\beta} \left(1 + \|Y\|_{1, \beta}\right) \left(1 + K_X + K_{X^\varepsilon}\right) \|X - X^\varepsilon\|_{0, 1-\beta, \lambda}
\]
\[
+ C \lambda^{1-2\beta} \|Y - Y^\varepsilon\|_{1, \beta} \left(1 + \|X^\varepsilon\|_{0, 1-\beta, \lambda}\right).
\]
If
\[
\Theta(\lambda, \varepsilon) = C \lambda^{1-2\beta} \left\{(1 + \|Y\|_{1, \beta})(1 + K_X + K_{X^\varepsilon}) + \|X^\varepsilon\|_{0, 1-\beta, \lambda}\right\} < \frac{1}{2},
\]
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then
\[ \| X - X^\varepsilon \|_{0,1-\beta,\lambda} \leq \| Y - Y^\varepsilon \|_{1,\beta}. \]

This yields
\[ P \left( \| X - X^\varepsilon \|_{0,1-\beta,\lambda} > c \right) \leq P \left( \| Y - Y^\varepsilon \|_{1,\beta} > c \right) + P \left( \Theta(\lambda, \varepsilon) > \frac{1}{2} \right). \]

Note that \( \sup_{t \in [0,T]} |X_t - X^\varepsilon_t| \leq e^{\lambda T} \| X - X^\varepsilon \|_{0,1-\beta,\lambda} \), whence
\[ P \left( \sup_{t \in [0,T]} |X_t - X^\varepsilon_t| > \delta \right) \leq P \left( \| Y - Y^\varepsilon \|_{1,\beta} > \delta e^{-\lambda T} \right) + P \left( \Theta(\lambda, \varepsilon) > \frac{1}{2} \right) \]
for an arbitrary \( \delta > 0 \).

On the other hand, it is easy to show that \( \Theta(\lambda, \varepsilon) \to 0 \) in probability as \( \lambda \to \infty \) uniformly with respect to \( \varepsilon \).

6. CONCLUDING REMARKS

We considered approximations of multifractional Brownian motion by absolutely continuous processes. We proved a theorem on the existence and uniqueness of a solution for stochastic differential equations with multifractional Brownian motion. We constructed an approximation of solutions of such equations by solutions of ordinary stochastic differential equations.
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