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Abstract. The so-called Markov continuous-time $Q$-processes are considered in the paper as a generalization of $Q$-processes. The asymptotic behavior of transition probabilities is studied for Markov $Q$-processes.

1. Introduction

Let $Z(t)$, $t \geq 0$, represent the number of particles in a population at time $t$. Assume that $Z(t)$ is a homogeneous Markov branching process with the initial state $Z(0) = 1$. Let

$$P_{ij}(t) := \mathbb{P}\{Z(t + \tau) = j \mid Z(\tau) = i\}$$

be the transition probabilities of the Markov branching process $Z$, where $t, \tau \geq 0$ and $i, j \in \mathbb{N}_0 = \{0\} \cup \{1, 2, \ldots\}$. According to the fundamental property of branching processes, the evolution of states of a Markov branching process can be described in terms of the transition probabilities $P_{ij}(t)$. In turn, the latter probability can be expressed in terms of local densities $\{a_j, j \in \mathbb{N}_0\}$ via the following relation:

$$P_{1j}(\Delta) = \delta_{1j} + a_j \Delta + o(\Delta), \quad \Delta \to 0,$$

where $\delta_{1j}$ is the Kronecker symbol. The densities of transition probabilities are such that $a_j \geq 0$ for $j \in \mathbb{N}_0 \setminus \{1\}$ and $0 < a_0 < -a_1$. Moreover, $\sum_{j \in \mathbb{N}_0} a_j = 0$.

The role of such a sequence $\{a_j\}$ is explained by the following probabilistic model. Let the particles be of the same type and let each of them transform with probability $a_k \Delta + o(\Delta)$ into $k \in \mathbb{N}_0 \setminus \{1\}$ particles during the time interval $(t, t+\Delta)$, while the number of particles does not change with probability $a_1 \Delta + o(\Delta)$ during the same interval.

Like other models of branching processes, the main property for Markov branching processes is the law of transformation of particles into offspring governed by a control parameter $a := \sum_{j \in \mathbb{N}_0} ja_j$. If $a = 0$, then a Markov branching process is called critical, while if $a < 0$ or $a > 0$ it is called subcritical or supercritical, respectively.

In what follows we use the moment generating functions

$$\Phi(t; x) := \sum_{j \in \mathbb{N}_0} P_{1j}(t)x^j \quad \text{and} \quad f(x) := \sum_{j \in \mathbb{N}_0} a_j x^j, \quad |x| < 1.$$
The relationships between these moment generating functions can be written in the form of differential equations as follows:

\[ \frac{\partial \Phi(t; x)}{\partial t} = f(\Phi(t; x)) \]

and

\[ \frac{\partial \Phi(t; x)}{\partial t} = f(x) \frac{\partial \Phi(t; x)}{\partial x} \]

with the initial condition \( \Phi(0; x) = x \). Moreover, the moment generating function \( \Phi(t; x) \) satisfies the functional equation

\[ \Phi(t + \tau; x) = \Phi(t; \Phi(\tau; x)) \]

for all \( t, \tau \geq 0 \) and with the same initial condition (see [8]).

It is known that the extinction probability \( q \) of a Markov branching process equals the minimal nonnegative root of the equation \( f(x) = 0 \). Moreover the extinction probability equals 1 if \( a \leq 0 \) and is less than 1 if \( a > 0 \). Further, \( 1 - \Phi(t; x) = O(1/t) \) in the critical case and \( q = \exp\{f'(q)\} \) < 1. In particular, \( P \{ Z(t) > 0 \} = 1 - \Phi(t; 0) \to 0 \) if \( a \leq 0 \). In other words, the distribution of \( Z(t) \) converges to a degenerate distribution at zero if \( a \leq 0 \). This explains why almost all limit properties of Markov branching processes are studied under the condition that \( Z(t) > 0 \). The same concerns the Galton–Watson process with discrete time (see [8]).

On the other hand, the results of the papers [4], [1, pp. 56–60], [5]–[6], and [2] show that if the trajectory of a process does not vanish asymptotically, then other limit theorems, different from the classical ones, may also hold. Note that the Galton–Watson processes whose trajectories do not vanish asymptotically are called \( Q \)-processes in the monograph [1].

In this paper, we consider the processes that are a generalization of \( Q \)-processes to the case of continuous time. By analogy with the case of discrete time, we call them the Markov \( Q \)-processes. A discussion concerning Markov \( Q \)-processes can be found in the author’s paper [3].

2. Definition and Preliminary Remarks

The definition of Markov \( Q \)-processes is similar to that of \( Q \)-processes. Assume that a trajectory of a Markov branching process does not vanish asymptotically. Define the stochastic matrix \( \{Q_{ij}(t), i, j \in N_0\} \) by passing to the limit as follows:

\[ Q_{ij}(t) = \lim_{r \to \infty} P \{ Z(t + \tau) = j \mid Z(\tau) = i, Z(t + \tau + r) > 0 \} \]

for \( t, \tau \geq 0 \). Then

\[ Q_{ij}(t) = \frac{j!q^{j-i}}{i!\beta t} P_{ij}(t). \]

Consider a family of random variables \( \{W(t), t \geq 0\} \) with transition probabilities \( P \{ W(t + \tau) = j \mid W(\tau) = i \} = Q_{ij}(t) \). It is clear that the random variable \( W(t) \) represents the number of particles in the population at a moment \( t \geq 0 \) in the Markov \( Q \)-process with transition probabilities \( Q_{ij}(t) \).

To study the evolution of a Markov \( Q \)-process it is sufficient to know the probabilities \( Q_{1j}(t) \), since the definition involves the transition probabilities \( P_{ij}(t) \) only. According
to (1), the probabilities $Q_{ij}(t)$ admit the following representation:

(6) \[ Q_{11}(\Delta) = 1 + q_1 \Delta + o(\Delta), \]
(7) \[ Q_{ij}(\Delta) = q_j \Delta + o(\Delta), \quad j \neq 1, \]
as $\Delta \to 0$. The densities of the transition probabilities are such that

\[ q_0 = 0, \quad q_1 = a_1 - f'(q) < 0, \quad q_k = kq^{k-1}a_k \geq 0, \quad k \in \mathbb{N} \setminus \{1\}. \]

Consider the moment generating functions

\[ G_i(t; x) := \sum_{j \in \mathbb{N}} Q_{ij}(t)x^j \quad \text{and} \quad g(x) := \sum_{k \in \mathbb{N} \setminus \{1\}} q_k x^k. \]

It is easy to see that $g(x) = x [f'(qx) - f'(q)]$ and that this moment generating function is infinitesimal. Thus Markov $Q$-processes can uniquely be defined in terms of the moment generating function $g(x)$. In what follows we assume that the first moment

\[ b := \sum_{k \in \mathbb{N}} kq_k = g'(1) \]

is finite.

In view of (5), we get

(8) \[ G_i(t; x) = \frac{qx}{i!} \left[ \frac{\partial}{\partial s} \left( \frac{\Phi(t; s)}{q} \right)^i \right]_{s=qx} \]
for all $t > 0$. Equality (8) can be rewritten as follows:

(9) \[ G_i(t; x) = \left[ \frac{\Phi(t; qx)}{q} \right]^{i-1} G(t; x) \]
for all $i \in \mathbb{N}$. The moment generating function here is such that

\[ G(t; x) := G_1(t; x) = \mathbb{E} \left[ x^{W(t)} \mid W(0) = 1 \right]. \]

Since $q - \Phi(t; x) \to 0$ as $t \to \infty$ for all $|x| < 1$, it is sufficient to study the behavior of the moment generating function $G(t; x)$ as $t \to \infty$ (see equality (9)). This means that the distribution approaches $Q_{11}(t)$ as the number of a generation increases.

It is shown in 3 that

(10) \[ \frac{\partial \Phi(t; qx)}{\partial x} = \exp \left\{ \int_0^t f'(\Phi(\tau; qx)) \, d\tau \right\}. \]

Substituting equality (10) in (8), we get

(11) \[ G(t; x) = x \exp \left\{ \int_0^t \left[ f'(\Phi(\tau; qx)) - f'(q) \right] \, d\tau \right\} \]
for $i = 1$.

The moment generating function $F(t; x)$ of a Markov branching process with homogeneous immigration for which the moment generating function of the transformation density is $f(x)$ and the moment generating function of the intensity of immigrating particles is $b(x)$ admits the following representation:

(12) \[ F(t; x) = \exp \left\{ \int_0^t b(\Phi(\tau; qx)) \, d\tau \right\} \]
(see [8]).

Put $b(x) = f'(qx) - f'(q) = \sum_{k \in \mathbb{N}} b_k x^k$. Since $b(x) = g(x)/x$, $b(x)$ is an infinitesimal moment generating function. Now equality (11) can be rewritten as follows:

(13) \[ G(t; x) = x \exp \left\{ \int_0^t \left( \frac{\Phi(\tau; qx)}{q} \right) \, d\tau \right\}. \]
Taking into account representation (12) and equality (13), the Markov $Q$-process can be described as a branching process with continuous time described as follows. At the beginning, there exists a unique particle. The evolution of the process starts due to the flow of immigrating particles governed by the moment generating function $b(x) = f'(qx) - f'(q)$.

The particles arriving with the immigrating flow produce an offspring according to the moment generating function $f(qx)$. The initial particle does not disappear and does not produce an offspring. This particle lives during the infinite evolution of the process.

The above description makes clear that the studies of the asymptotic properties of a Markov $Q$-process reduce to those for a Markov branching process with homogeneous immigration.

The expectation $E W(t)$ and variance $\text{Var} W(t)$ can be evaluated by differentiating equality (13), namely

\begin{align}
E W(t) &= \begin{cases} 
bt + 1, & a = 0, \\
1 + \gamma(1 - \beta^t), & a \neq 0,
\end{cases} \\
\text{Var} W(t) &= \begin{cases} 
bt, & a = 0, \\
\gamma(1 - \beta^t), & a \neq 0,
\end{cases}
\end{align}

where $b = g'(1) = f''(1)$ if $a = 0$ and $\gamma := q f''(q)/|f'(q)|$ if $a \neq 0$. Equalities (14) and (15) imply that the parameter $a = f'(1)$ is the principal characteristic of the evolution of a Markov $Q$-process.

Finally, using the functional equation (4) and the form of the moment generating function given in (9) the main functional equation can be written as follows:

\begin{equation}
G_i(t + \tau; x) = \frac{G(\tau; x)}{G(0; \frac{\Phi(\tau; qx)}{q})} G_i \left( t; \frac{\Phi(\tau; qx)}{q} \right),
\end{equation}

where $G(0; x) = \lim_{t \to 0} G(t; x) = x$.

### 3. The Stationarity of $W(t)$

In this section, we study the limit behavior of the moment generating function $G_i(t; x)$. As noticed above, it is sufficient to consider the moment generating function $G(t; x)$. Putting $R(t; x) := q - \Phi(t; x)$ we derive from equality (8) that

\begin{equation}
G(t; x) = -\frac{x}{\beta^t} \frac{\partial R(t; qx)}{\partial x}.
\end{equation}

#### 3.1. Case of $a \leq 0$. We have $q = 1$ and $R(t; x) \to 0$ as $t \to \infty$. Further, applying the results obtained in the paper [3] for the asymptotic representation of the function $\partial R(t; x)/\partial x$ we prove the following auxiliary result.

**Lemma 1.** The moment generating function $G(t; x)$ admits the following asymptotic representations:

1) if $a < 0$, then

\begin{equation}
G(t; x) = e^{\alpha t} \frac{|a|^x}{f(x)} R(t; x) (1 + o(1)), \quad t \to \infty;
\end{equation}

2) if $a = 0$, then

\begin{equation}
G(t; x) = \frac{bx}{2f(x)} R^2(t; x) (1 + o(1)), \quad t \to \infty.
\end{equation}
The value of the function $G(t; x)/x$ at the point $x = 0$ equals the probability $Q_{11}(t)$ of return to the initial state $\{W(0) = 1\}$ over the time $t$. Rewriting the moment generating function $G(t; x)$ in the form

$$x \sum_{j \in \mathbb{N}} Q_{1j}(t) x^{j-1}$$

and considering (18) and (19) at the point $x = 0$ we obtain the following local limit theorems by using the representation of $R(t; x)$ (see [8]).

**Theorem 1.** Let $a < 0$. Then

$$Q_{11}(t) = \frac{|a| K}{a_0} (1 + o(1)), \quad t \to \infty,$$

where $K$ is the Sevast’yanov constant defined by

$$\ln K = - \int_{0}^{1} au + \frac{f(1-u)}{uf(1-u)} \, du.$$

We use the symbol $K$ for the Sevast’yanov constant throughout the paper.

**Theorem 2.** Let $a = 0$. Then

$$t^2 Q_{11}(t) = \frac{2}{ba_0} (1 + o(1)), \quad t \to \infty.$$

The following two results follow from [3] and Lemma 1.

**Theorem 3.** Let $a < 0$. Then

$$G_i(t; x) = \pi(x) (1 + o(1)), \quad t \to \infty,$$

where

$$\pi(x) = K|a| \frac{x}{f(x)} \exp \left\{ a \int_{0}^{x} \frac{du}{f(u)} \right\}.$$

The moment generating function $\pi(x)$ admits a representation in the form of a power series

$$\pi(x) = \sum_{k \in \mathbb{N}} \pi_k x^k,$$

with the nonnegative coefficients $\{\pi_n, n \in \mathbb{N}\}$ forming the stationary distribution for the Markov $Q$-process. The transition probabilities $\{Q_{ij}(t), n \in \mathbb{N}\}$ admit the following asymptotic representation:

$$Q_{ij}(t) = \pi_j (1 + o(1)), \quad t \to \infty.$$

**Theorem 4.** Let $a = 0$ and let $\{Q_{ij}(t), n \in \mathbb{N}\}$ be the transition probabilities of a Markov $Q$-process. Then

$$t^2 G_i(t; x) = \mu(x) (1 + o(1)), \quad t \to \infty,$$

where the limit moment generating function $\mu(x) = \sum_{j \in \mathbb{N}} \mu_j x^j$ is given by

$$\mu(x) = \frac{2x}{bf(x)}.$$

The nonnegative coefficients $\{\mu_j, j \in \mathbb{N}\}$ are such that

$$\mu_i = \sum_{j \in \mathbb{N}} \mu_j Q_{ji}(t).$$

The transition probabilities of the Markov $Q$-process admit the following asymptotic representation:

$$t^2 Q_{ij}(t) = \mu_j (1 + o(1)), \quad t \to \infty.$$
The following result follows from Theorem 4.

**Theorem 5.** Let \( a = 0 \). Assume that \( \{\mu_j, j \in \mathbb{N}\} \) is the stationary measure of a Markov \( Q \)-process and that the first moment is finite, \( b := g'(1) \). Then

\[
\lim_{n \to \infty} \frac{1}{n^2} [\mu_1 + \mu_2 + \cdots + \mu_n] = \frac{2}{b^2}.
\]

Relation (20) implies that \( \sum_{j \in \mathbb{N}} \mu_j = \infty \). Therefore, there exists a unique stationary measure for a Markov \( Q \)-process if \( a = 0 \).

3.2. **Case of** \( a > 0 \). Now we consider the case of \( a > 0 \), where the extinction probability of a Markov branching process is less than unity, that is, \( q < 1 \). It is shown in [1, p. 115] that

\[
R(t; x) = \beta^{t} A(x)(1 + o(1)), \quad t \to \infty.
\]

The limit function \( A(x) \) is a unique solution of the equation

\[
A(\Phi(t; x)) = \beta^t A(x)
\]

with \( A(q) = 0 \) and \( A'(q) = -1 \). Our aim is to write the function \( A(x) \) explicitly.

We rewrite equation (2) as follows:

\[
R(t; x) = (q - x)\beta^t \exp \left\{ \int_x^{\Phi(t;x)} \left[ \frac{1}{s - q} - \frac{f'(q)}{f(s)} \right] ds \right\}.
\]

Comparing (21) and (22), we conclude that

\[
A(x) = (q - x) \exp \left\{ \int_x^{q} \left[ \frac{1}{s - q} - \frac{f'(q)}{f(s)} \right] ds \right\}.
\]

Putting \( x = 0 \) in (23), we easily obtain that

\[
A := A(0) = q \exp \left\{ \int_{0}^{q} \left[ \frac{1}{s - q} - \frac{f'(q)}{f(s)} \right] ds \right\} < \infty.
\]

Equations (2) and (3) together with Taylor’s formula imply that

\[
\frac{\partial R(t; x)}{\partial x} = \frac{f'(q)}{f(q)} R(t; x)(1 + o(1)), \quad t \to \infty.
\]

Combining (17), (21), and (25), we prove the following result.

**Lemma 2.** If \( a > 0 \), then

\[
G(t; x) = -x \frac{f'(q)}{f(qx)} A(qx)(1 + o(1)), \quad t \to \infty,
\]

where the function \( A(x) \) is defined by (23).

Using Lemma 2 and equality (23), the limit value \( U(x) = \lim_{n \to \infty} G_i(t; x) \) is represented as follows:

\[
U(x) = \frac{|qf'(q)|}{f(qx)} x(1 - x) \exp \left\{ \int_{qx}^{q} \left[ \frac{1}{s - q} - \frac{f'(q)}{f(s)} \right] ds \right\}.
\]

Considering \( x = 0 \) we immediately derive the following local limit theorem from Lemma 2 and equality (26).

**Theorem 6.** Let \( a > 0 \). Then

\[
Q_{11}(t) = \frac{|f'(q)|A}{a_0} (1 + o(1)), \quad t \to \infty,
\]

where the positive constant \( A \) is defined by equality (24).
As noticed above, the limit properties of a Markov \( Q \)-process can be studied via the corresponding Markov branching process with homogeneous immigration. Using this approach and a known result in the theory of Markov branching processes with homogeneous immigration one can obtain another (equivalent) representation for the limit moment generating function \( U(x) \). The following result is proved in [7, Theorem 5].

**Theorem A** ([7]). Assume that \( a > 0 \). Let a Markov branching process with homogeneous immigration be defined via the moment generating function (12). Then

\[
F(t; x) = e^{b(q)t}C(x) (1 + o(1)), \quad t \to \infty,
\]

for \( |x| \leq q \), where

\[
C(x) = \exp \left\{ \int_{x}^{q} \frac{b(s) - b(q)}{f(s)} \, ds \right\}.
\]

Following the lines of the proof of Theorem A and taking into account relations (9) and (13) we get the following result.

**Theorem 7.** Let \( a > 0 \). Then

\[
G_i(t; x) = U(x) (1 + o(1)), \quad t \to \infty,
\]

where

\[
U(x) = x \exp \left\{ \int_{qx}^{q} \frac{f'(s) - f'(q)}{f(s)} \, ds \right\}.
\]

The limit moment generating function \( U(x) \) admits the expansion

\[
U(x) = \sum_{k \in \mathbb{N}} u_k x^k.
\]

Furthermore, the transition probabilities \( \{Q_{ij}(t), n \in \mathbb{N}\} \) admit the asymptotic representation

\[
Q_{ij}(t) = u_j (1 + o(1)), \quad t \to \infty.
\]

A further reasoning leads to the conclusion that the limit moment generating function \( U(x) \) given by (26) and the one obtained in Theorem 7 are the same.

**Remark 1.** The limit moment generating function \( U(x) \) generates the stationary distribution for the Markov \( Q \)-process.

Indeed, the nonnegative coefficients \( \{u_n, n \in \mathbb{N}\} \) satisfy the equation

\[
u_i = \sum_{j \in \mathbb{N}} u_j Q_{ji}(t)
\]

by the main functional equation (16). Moreover, \( U(1) = \sum_{k \in \mathbb{N}} u_k = 1 \), since the limit

\[
\lim_{s \to q} \frac{f'(s) - f'(q)}{f(s)} = -\frac{\gamma}{q}
\]

is finite.

**Remark 2.** Equalities (14) and (15) allow one to conclude that \( W(t) \) converges as \( t \to \infty \) in the mean square sense and with probability one to a random variable \( W \) such that

\[
\text{E} W = 1 + \gamma \quad \text{and} \quad \text{Var} W = \gamma.
\]
4. LIMIT THEOREM FOR THE CASE OF $a = 0$

We prove an analogue of a known Yaglom theorem on the limit law for the random variable $W(t)/E[W(t)]$ in the case of $a = 0$. The proof is similar to the discrete case (see [11 p. 59]). The result below is Theorem 7 of [3] stated accordingly to the case considered in this paper.

**Theorem 8.** Let $a = 0$. Then
\[
P \left\{ \frac{W(t)}{E[W(t)]} \leq x \right\} \to 1 - e^{-2x} - 2xe^{-2x}, \quad t \to \infty,
\]
for all $x > 0$.
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