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Abstract. We generalize some well-known results on the asymptotic stability of the maximum of independent random variables in $\mathbb{R}^1$ to the case of $q$-concave Banach ideal spaces. A theorem on the relative asymptotic stability of the maximum of independent random elements in function Banach lattices is proved.

1. Introduction: Main results

Let $\xi$ be a random variable that assumes values in $\mathbb{R}^1$ and that has the distribution function $F(x)$. Let $\xi_i$ be independent copies of $\xi$. Set

$$z_n = \max_{1 \leq i \leq n} \xi_i.$$

We say that a sequence $(z_n)$ is relatively stable almost surely if there is a numerical sequence $(a_n)$ such that

$$\frac{z_n}{a_n} \to 1 \quad \text{almost surely}$$

as $n \to \infty$. We also say that $(z_n)$ is stable almost surely if there is a numerical sequence $(a_n)$ such that

$$z_n - a_n \to 0 \quad \text{almost surely}$$

as $n \to \infty$.

Starting with the seminal Gnedenko paper [4], the (weak) convergence has been studied in the case of degenerate limit laws. The criteria for the asymptotic relations (1) and (2) are also well known for $\mathbb{R}^1$ (see [1, 3]). A survey concerning the convergence of $(z_n)$ in distribution to degenerate laws can be found in [3].

The aim of the current paper is to obtain relations (1) and (2) for the case of infinite dimensional spaces.

The notion of the maximum of two or more random elements can be introduced in the so-called Banach lattices [5]. An important example of Banach lattices is presented by Banach ideal spaces [5].

Let $(T, \Lambda, \mu)$ be a measure space where $\mu$ is a $\sigma$-finite, $\sigma$-additive, and nonnegative measure. By definition, a Banach ideal space $B$ of measurable functions defined in $(T, \Lambda, \mu)$ is a collection of functions such that if $y \in B$ and if $|x(t)| \leq |y(t)|$ almost surely, then $x \in B$ and $\|x\| \leq \|y\|$. Throughout this paper we consider only the case of separable Banach ideal spaces.
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Let $B$ be a Banach ideal space equipped with a norm $\| \cdot \|$ and module $| \cdot |$. Assume that $X$ is a random element that is defined on a probability space $(\Omega, A, \mathbb{P})$ and that assumes values in the space $B$. Furthermore, let $X_i$ be independent copies of $X$ and $Z_n = \max_{1 \leq i \leq n} X_i$.

Finally, let

$$X = \{X(t), t \in T\}, \quad \mathfrak{S}X = \{\sigma(t), t \in T\},$$

and

$$P(\tilde{X}(t) < x) = P(\xi < x) = F(x)$$

for all $t \in T$. The latter two assumptions mean, in particular, that both elements $X(t)$ and $\tilde{X}(t)$ are random variables for all $t \in T$.

Then the generalizations of relations (1) and (2) for Banach ideal space are given by

$$\lim_{n \to \infty} \left\| \frac{Z_n}{a_n} - \mathfrak{S}X \right\| = 0 \text{ almost surely},$$

$$\lim_{n \to \infty} \left\| Z_n - a_n \mathfrak{S}X \right\| = 0 \text{ almost surely}. \tag{4}$$

Relations (4) and (5) can also be considered with respect to the so-called order convergence.

Recall that a sequence of elements $(x_n)$ of a Banach lattice $B$ is said to $o$-converge to an element $x$ (we write in this case $x = o\lim_{n \to \infty} x_n$; see [5, 6]) if there is a numerical sequence $(v_n)$ such that $v_n \downarrow 0$ and $|x - x_n| < v_n$. The notation $v_n \downarrow 0$ means that $v_1 \geq v_2 \geq \ldots$ and $\inf_{n \geq 1} v_n = 0$.

A Banach lattice $B$ is called $q$-concave, $1 \leq q < \infty$, if

$$\left( \sum_{i=1}^{n} \|x_i\|^q \right)^{1/q} \leq D_{(q)} \left( \sum_{i=1}^{n} |x_i|^q \right)^{1/q}$$

for some constant $D_{(q)} = D_{(q)}(B)$.

Put $\tau(F) = \sup(x : F(x) < 1)$,

$$\varphi(y) = \inf \left( x \geq 1 : \frac{1}{1 - F(x)} \geq y \right),$$

$$a_n = \varphi(n) = \inf \left( x \geq 1 : F(x) \geq 1 - \frac{1}{n} \right). \tag{6}$$

In what follows we assume that $F(x)$ is a continuous increasing function and that $\tau(F) = \infty$.

**Theorem 1.1.** Let $X$ be a random element assuming values in a $q$-concave Banach ideal space $B$, $1 \leq q < \infty$, for which representation (3) holds. Assume that the function $\varphi(y)$ slowly varies at infinity and that $a_n$ is defined by equality (6).

We further assume that there exists a number $t_0$ such that

$$\int_{1}^{\infty} \frac{1 - F(x)}{x [1 - F(x/t_0)]} \, dx < \infty \tag{7}$$

and that

$$\int_{1}^{\infty} \frac{dF(x)}{1 - F(x/t)} < \infty \tag{8}$$
for all \( t > 1 \). Then

\[
\lim_{n \to \infty} \frac{Z_n}{a_n} = \mathbb{S}X \quad \text{almost surely}
\]

and

\[
E \left\| \sup_{n \geq 1} \frac{(Z_n)_+}{a_n} \right\|^q < \infty,
\]

where \( x_+ = \max(x, 0) \) and \( x_- = \max(-x, 0) \).

**Corollary 1.1.** Relation (4) holds if all assumptions of Theorem 1.1 are satisfied.

**Remark 1.1.** Relation (4) is proved in [8] under the assumption that

\[
\int_{-\infty}^{+\infty} |x|^q dF(x) \frac{1}{1 - F(x/t)} < \infty
\]

for all \( t > 1 \). Corollary 1.1 improves this result to some extent. A simple example where condition (6) does not hold but both conditions (7) and (8) hold is provided at the end of this paper.

Note also that condition (7) is necessary for (10) in the space \( l_q \).

**Theorem 1.2.** Let \( X \) be a random element assuming values in a \( q \)-concave Banach ideal space, \( 1 \leq q < \infty \). Assume that representation (3) holds for \( X \) and that the sequence \( a_n \) is defined by equality (6). We further assume that there exists \( x_0 \) such that

\[
\int_{x_0}^{+\infty} \frac{x^q dF(x)}{1 - F((x^q - x_0^q)^{1/q})} < \infty
\]

and that

\[
\int_{1}^{+\infty} \frac{dF(x)}{1 - F(x - \varepsilon)} < \infty
\]

for all \( \varepsilon > 0 \). Then

\[
\lim_{n \to \infty} (Z_n - a_n \mathbb{S}X) = 0 \quad \text{almost surely.}
\]

**Corollary 1.2.** Asymptotic relation (5) holds under the assumptions of Theorem 1.2.

**Corollary 1.3.** If assumption (12) in Theorem 1.2 is changed for the assumption that

\[
\lim_{x \to \infty} \frac{1 - F(x + \varepsilon)}{1 - F(x)} = 0
\]

for all \( \varepsilon > 0 \) and if

\[
\int_{-\infty}^{+\infty} x^q dF(x) < \infty,
\]

then the sequence \( Z_n \) is stable in probability, that is,

\[
\|Z_n - a_n \mathbb{S}X\| \to 0.
\]
2. Proof of Theorem 1.1

First we prove some auxiliary results for $R^1$.

Lemma 2.1. Let $\psi(s)$ be a nondecreasing Karamata slowly varying at infinity function. Put $a_n = \psi(n)$ and assume that $a_1 > 0$. Then

$$\sum_{n=1}^{m} \frac{1}{a_n} \sim \frac{m}{a_m}$$

as $m \to \infty$.

Lemma 2.1 follows directly from Karamata’s theorem (see, for example, [2, Chapter VIII, §9, Theorem 1(b)]). According to Karamata’s theorem,

$$\int_{1}^{y} \frac{dx}{\psi(x)} \sim \frac{y}{\psi(y)}$$

as $y \to \infty$. Since

$$\frac{1}{\psi(n+1)} \leq \int_{n}^{n+1} \frac{dx}{\psi(x)} \leq \frac{1}{\psi(n)},$$

the above relation implies (18).

Lemma 2.2. Let $\xi$ be a nonnegative random variable with the distribution function $F(x)$ and let $(\xi_i)$ be independent copies of $\xi$. Assume that $(\alpha_n)$ is a nondecreasing numerical sequence such that $\alpha_n \uparrow \infty$ and $\alpha_n > 0$. Put

$$\lambda(t) = \sum_{\alpha_n < t} \frac{1}{\alpha_n}.$$  

Then, for all $0 < t_0 < \infty$,

$$E \sup_{n \geq 1} \frac{\xi_n}{\alpha_n} \leq t_0 + \int_{\alpha_1 t_0}^{\infty} \lambda \left( \frac{t}{t_0} \right) (1 - F(t)) \, dt$$

and

$$E \sup_{n \geq 1} \frac{\xi_n}{\alpha_n} \leq \frac{m}{2} + \frac{1}{2} \int_{\alpha_1 m}^{\infty} \lambda \left( \frac{t}{m} \right) (1 - F(t)) \, dt,$$

where $m = \text{med}(\sup_{n \geq 1} \frac{\xi_n}{\alpha_n})$.

Lemma 2.2 is proved in [7].

Lemma 2.3. Let $\xi$ be a nonnegative random variable with the distribution function $F(x)$ and let $(\xi_i)$ be independent copies of $\xi$. Then condition (7) is equivalent to the condition that, for all $1 \leq q < \infty$,

$$E \sup_{n \geq 1} \left| \frac{\xi_n}{a_n} \right|^q < \infty,$$

where $a_n$ is defined by equality (6).

Proof of Lemma 2.3. First we show that (7) $\Rightarrow$ (21). Put

$$\lambda_q(t) = \sum_{a_n < t} \frac{1}{a_n^q}, \quad M_q = E \sup_{n \geq 1} \left| \frac{\xi_n}{a_n} \right|^q.$$  

We apply estimate (19) of Lemma 2.2 with $a_1 = 1$ and $1 < t_0 < \infty$. Then

$$M_q \leq t_0 + \int_{t_0}^{\infty} \lambda \left( \frac{t}{t_0} \right) (1 - F(t^{1/q})) \, dt.$$
It is clear that
\[ a_n^q \leq t \Leftrightarrow F(a_n) \leq F(t^{1/q}) \Leftrightarrow n \leq \frac{1}{1 - F(t^{1/q})}. \]

Since \( a_n^q \) is slowly varying at infinity, Lemma 2.1 with
\[ m = \left\lfloor \frac{1}{1 - F(t^{1/q})} \right\rfloor \]
implies that
\[ (23) \quad \lambda_q(t) \sim \frac{m}{a_n^q} \sim \frac{1}{t(1 - F(t^{1/q}))} \]
as \( t \to \infty \).

Relations (22) and (23) imply that \( M_q \) is finite if the integral
\[ (24) \quad \int_{t_0}^\infty \frac{1 - F(t^{1/q})}{t (1 - F((t/t_0)^{1/q}))} dt = \left[ \frac{t^{1/q} = x}{t_0^{1/q} = x_0} \right] = q \int_{x_0}^\infty \frac{1 - F(x)}{x (1 - F(x/x_0))} dx \]
converges for some \( 1 < t_0 < \infty \). Clearly, this is equivalent to (7).

Now we prove the converse implication (21) \( \Rightarrow \) (7). Choose
\[ t_0 = m = \text{med} \left( \sup_{n \geq 1} \frac{\xi_n}{a_n} \right) \]
and use estimate (20) of Lemma 2.2
\[ \infty > M_q \geq t_0 + \frac{1}{2} \int_{t_0}^\infty \lambda_q \left( \frac{t}{t_0} \right) \left( 1 - F(t^{1/q}) \right) dt. \]

Asymptotic relation (23) implies that the convergence of the latter integral is equivalent to the convergence of the integral on the right-hand side of equality (21). This completes the proof of (7).

\[ \Box \]

Proof of Theorem 1.1. Recall that \((\xi_i)\) are independent copies of the random variable \(\xi\), \(z_n = \max_{1 \leq i \leq n} \xi_i\), and that the sequence \((a_n)\) is defined by equality (6). It is clear that relation (11) follows from (8) (see [3, proof of Theorem 4.4.4]); in fact, (11) and (8) are equivalent, see [3].

This implies that, for all \(t \in T\),
\[ \frac{\bar{Z}_n(t)}{a_n} \to 1 \quad \text{almost surely,} \]
where \(\bar{Z}_n(t) = \max_{1 \leq i \leq n} \bar{X}_n(t)\), whence, for all \(t \in T\),
\[ (25) \quad \frac{Z_n(t)}{a_n} \to \sigma(t) \quad \text{almost surely.} \]

Thus,
\[ (26) \quad P \left( \frac{Z_n(t)}{a_n} \to \sigma(t) \text{ almost everywhere in } T \right) = 1 \]
by Fubini’s theorem.

Next we prove that there exists a random element \(Z \in B\) such that
\[ (27) \quad P \left( \left| \frac{Z_n(t)}{a_n} \right| \leq Z(t) \text{ almost everywhere in } T \right) = 1 \]
for all \(n \geq 1\).
It is obvious that
\[
\frac{(Z_n)_+}{a_n} \leq \sup_{n \geq 1} \frac{(X_n)_+}{a_n}, \quad \frac{(Z_n)_-}{a_n} \leq |X_1|
\]
for \( n \geq 1 \) and hence
\[
\sup_{n \geq 1} \left| \frac{Z_n}{a_n} \right| \leq V + |X_1|,
\]
where
\[
V := \sup_{n \geq 1} \frac{(X_n)_+}{a_n}.
\]
The latter inequality proves estimate (27) with \( Z = V + |X_1| \) provided
\[
E \left\| \sup_{n \geq 1} \frac{(X_n)_+}{a_n} \right\|^q < \infty.
\]
Then (28) and (29) imply inequality (10) of Theorem 1.1.

To derive estimate (29), we apply the following inequality obtained in the paper [8]:
for an arbitrary random element \( Y \) assuming values in a \( q \)-concave Banach ideal space \( B \),
\[
1 \leq q \leq \infty,
\]
\[
(E \| Y \|^q)^{1/q} \leq D_q \left\| (E |Y(\cdot)|^q)^{1/q} \right\|,
\]
where \( D_q = D_q(B) \) is the constant involved in the definition of the \( q \)-concave space \( B \).

We have
\[
(E \| V \|^q)^{1/q} \leq D_q \left\| (E |V(\cdot)|^q)^{1/q} \right\| \leq D_q \| \mathcal{G} X \| \left( E \sup_{n \geq 1} \left| \frac{(\tilde{X}_n(t)_+)}{a_n} \right|^q \right)^{1/q} < \infty.
\]

The expectation
\[
E \sup_{n \geq 1} \left( \frac{(\tilde{X}_n(t)_+)}{a_n} \right)^q
\]
is finite by condition \( \mathcal{7} \) and Lemma 2.3. Equalities (26) and (27) imply the order convergence of the sequence \( (Z_n/a_n) \) in Banach ideal spaces (see [5]), that is, equality (29) of Theorem 1.1 is proved.

Remark 2.1. A \( q \)-concave, \( q < \infty \), Banach lattice is \( \sigma \)-complete and \( \sigma \)-order continuous (see [6, p. 83]). Moreover, such a lattice does not contain subspaces isomorphic to \( l_\infty \). Thus, any \( q \)-concave Banach ideal space has an order continuous norm ([5]). For such a space,
\[
o-\lim_{n \to \infty} x_n = x \quad \Rightarrow \quad \lim_{n \to \infty} \| x_n - x \| = 0.
\]
Therefore, Corollaries 1.1 and 1.2 follow from Theorems 1.1 and 1.2, respectively.

3. PROOF OF THEOREM 1.2

In what follows we need the following elementary result.

Lemma 3.1. Let \( x > 0 \) and \( y > 0 \). If \( q \geq 1 \), then
\[
|x - y|^q \leq |x^q - y^q|.
\]

Proof of Lemma 3.1. It is sufficient to consider the case of \( q > 1 \) only. For definiteness, let \( 0 < x \leq y \) and put
\[
0 < z = \frac{x}{y} \leq 1.
\]
Inequality (31) is equivalent to
\[
|1 - z|^q \leq 1 - z^q.
\]
Let
\[ f(z) = 1 - z^q - (1 - z)^q, \quad 0 \leq z \leq 1. \]

Then
\[ f'(z) = -qz^{q-1} + q(1 - z)^{q-1} = \begin{cases} 0, & z = \frac{1}{2}, \\ > 0, & 0 \leq z < \frac{1}{2}, \\ < 0, & \frac{1}{2} < z \leq 1. \end{cases} \]

Thus the function \( f(z) \) increases in the interval \( (0, \frac{1}{2}) \) and decreases in the interval \( (\frac{1}{2}, 1) \). Moreover, \( f(0) = f(1) = 0 \). This implies that \( f(z) \geq 0 \) for \( z \in (0, 1) \), whence inequality (32) follows. \( \square \)

The proof of Theorem 1.2 is based on the following result.

**Lemma 3.2.** Let \( \xi \) be a random variable with the distribution function \( F(x) \) and let \( (\xi_i) \) be independent copies of \( \xi \). Further, let the sequence \( a_n \) be defined by equality (6) and \( z_n = \max_{1 \leq i \leq n} \xi_i \). Assume that conditions (12) and (13) hold. Then
\[ (33) \quad \mathbb{E} \sup_{n \geq 1} |z_n - a_n|^q < \infty. \]

**Proof of Lemma 3.2 (case of \( q = 1 \)).** Since
\[ \sup_{n \geq 1} |z_n - a_n| \leq \max \left( \sup_{n \geq 1} (z_n - a_n)^+ , \sup_{n \geq 1} (a_n - z_n)^+ \right) \]
almost surely, it remains to prove that
\[ (34) \quad \mathbb{E} \sup_{n \geq 1} (z_n - a_n)^+ < \infty, \]
\[ (35) \quad \mathbb{E} \sup_{n \geq 1} (a_n - z_n)^+ < \infty. \]

First we establish estimate (34). By definition, \( a_n \) is a nondecreasing sequence. Thus,
\[ \sup_{n \geq 1} (z_n - a_n)^+ \leq \sup_{n \geq 1} (\xi_n - a_n)^+ \]
almost surely and (34) follows from
\[ \mathbb{E} \sup_{n \geq 1} (\xi_n - a_n)^+ < \infty. \]

Therefore, it is sufficient to show that the integral
\[ (36) \quad \int_1^\infty \mathbb{P} \left( \sup_{n \geq 1} (\xi_n - a_n) > x \right) \, dx \]
converges (see [2]).

The expression under the sign of the integral in (36) is estimated by
\[ \mathbb{P} \left( \sup_{n \geq 1} (\xi_n - a_n) > x \right) \leq \sum_{n \geq 1} \mathbb{P}(\xi_n > x + a_n) = \sum_{n \geq 1} (1 - F(x + a_n)). \]

Recall that \( a_n = \varphi(n) \), \( n \geq 1 \), where \( \varphi(y) \) is defined in (6), and that
\[ 1 - F(x + a_n) \leq \int_{n-1}^n (1 - F(x + \varphi(y))) \, dy. \]
Hence
\[ \sum_{n \geq 1} (1 - F(x + a_n)) \leq \int_0^\infty (1 - F(x + \varphi(y))) \, dy = \int_0^\infty \left( \int_{x + \varphi(y)}^\infty dF(z) \right) \, dy \]
\[ = \int_x^{x+1} \left( \int_0^1 \frac{1}{1 - y - z} \, dy \right) dF(z) \leq \int_x^{x+1} \frac{dF(z)}{1 - F(z - x)}. \]

The latter estimate and condition (12) allow us to estimate the integral in (36) as follows:
\[ \int_x^{x+1} \left( \int_0^1 \frac{dF(z)}{1 - F(z - x)} \right) \, dx = \int_x^{x+1} dF(z) \int_0^{z-1} \frac{1}{1 - F(z - x)} \, dx \]
\[ \leq C \int_x^{x+1} \frac{z \, dF(z)}{1 - F(z - 1)} < \infty. \]

This completes the proof of inequality (34).

Now we show that inequality (35) holds, too. It is known that
\[ \lim_{n \to \infty} (z_n - a_n) = 0 \quad \text{almost surely} \]
provided that condition (13) holds (see [1]).

Therefore,
\[ \left\{ \sup_{n \geq 1} (a_n - z_n) > x \right\} \subset \bigcup_{n \geq 1} \{a_n - z_n > x, a_{n+1} - z_{n+1} < x\} \]
for all \( x > 0 \). Since \( a_n \) is an increasing sequence, we get
\[ P \left( \sup_{n \geq 1} (a_n - z_n) > x \right) \leq \sum_{n \geq 1} P(z_n < a_n - x, \xi_{n+1} > a_{n+1} - x) \]
\[ \leq \sum_{n \geq 1} F^n(a_n - x)(1 - F(a_n - x)). \]  

Similarly to the proof of inequality (34), we check the convergence of the integral
\[ I(x_0) = \int_{x_0}^\infty P \left( \sup_{n \geq 1} (a_n - z_n) > x \right) \, dx \]
for some \( 1 < x_0 < \infty \):
\[ I(x_0) \leq \int_{x_0}^\infty \left[ \sum_{n \geq 1} F^n(a_n - x)(1 - F(a_n - x)) \right] \, dx \]
\[ = \sum_{n \geq 1} \int_{x_0}^\infty F^n(a_n - x)(1 - F(a_n - x)) \, dx \]
\[ = \sum_{n \geq 1} \int_{a_n - x_0}^{-\infty} F^n(y)(1 - F(y)) \, dy = \int_{-\infty}^\infty \left[ \sum_{n \geq m} F^n(y)(1 - F(y)) \right] \, dy, \]
where
\[ m = \left[ \frac{1}{1 - F(x_0 + y)} \right]. \]

Since \( 1 - \frac{1}{n} = F(a_n) \), the inequality \( a_n - x_0 \geq y \) is equivalent to
\[ n \geq \frac{1}{1 - F(x_0 + y)}. \]
Now we choose $\gamma_0$ such that $0 < F(\gamma_0) < 1$. Then
\begin{equation}
\int_{-\infty}^{\gamma_0} \sum_{n \geq m} F^n(y)(1 - F(y)) \, dy \leq \int_{-\infty}^{\gamma_0} \frac{1 - F(y)}{1 - F(\gamma_0)} \, dy \leq \frac{1}{1 - F(\gamma_0)} \int_{-\infty}^{\infty} |y| \, dF(y) < \infty.
\end{equation}

Furthermore,
\begin{equation}
\int_{\gamma_0}^{\infty} \sum_{n \geq m} F^n(y)(1 - F(y)) \, dy = \int_{\gamma_0}^{\infty} (F(y))^{m+1} \, dy \leq \int_{\gamma_0}^{\infty} (F(y))^{\frac{1}{1 - F(x_0 + y)}} \, dy.
\end{equation}

Put $F(y) = 1 - F(y)$. Using the inequalities
\begin{equation}
(1 - x)^{\frac{1}{x}} \leq \exp(-1) \quad \text{and} \quad \exp(-x) < \frac{1}{x}, \quad x > 0,
\end{equation}
we estimate the last integral in (40) as
\begin{equation}
\int_{\gamma_0}^{\infty} \left( (1 - F(y))^{\frac{1}{1 - F(\gamma_0)}} \right) \, dy \leq \int_{\gamma_0}^{\infty} \frac{1 - F(x_0 + y)}{1 - F(y)} \, dy \leq C \int_{t_0}^{\infty} \frac{1 - F(t)}{1 - F(t - x_0)} \, dt,
\end{equation}
where $t_0 = x_0 + y_0$.

It remains to observe that the integral in condition (12) with $q = 1$ can be rewritten as:
\begin{equation}
\int_{\gamma_0}^{\infty} \frac{y \, dF(y)}{1 - F(y - y_0)} = - \frac{y(1 - F(y))}{1 - F(y - y_0)} \bigg|_{\gamma_0}^{\infty} + \int_{\gamma_0}^{\infty} \frac{(1 - F(y))}{1 - F(y - y_0)} \, dy + \int_{\gamma_0}^{\infty} \frac{y(1 - F(y))}{(1 - F(y - y_0))^2} \, dF(y - y_0).
\end{equation}

The first integral on the right-hand side of (42) is bounded, while the second one coincides with the integral in (41).

The proof that the convergence of the integral in (12) yields that estimate (35) is complete in the case of $q = 1$.

\begin{proof}[Proof of Lemma 3.2 (case of $q > 1$)]
First we assume that $\xi_k \geq 0$ almost surely for all $k \geq 1$. By Lemma 3.1,
\begin{equation}
\sup_{n \geq 1} |z_n - a_n|^q \leq \sup_{n \geq 1} |z_n^q - a_n^q|.
\end{equation}

Set
\begin{align*}
\xi_k^* &= \xi_k^q, \\
\alpha_n^* &= \alpha_n^q, \\
\beta_n^* &= \max_{1 \leq k \leq n} \xi_k^*, \\
F^*(x) &= P(\xi_k^* < x) = F(x^{1/q}).
\end{align*}

The reasoning in the proof of the case of $q = 1$ implies that
\begin{equation}
E \sup_{n \geq 1} |z_n^* - a_n^*| = E \sup_{n \geq 1} |z_n^q - a_n^q| < \infty
\end{equation}
if, for some $\gamma_0 > 0$,
\begin{equation}
\int_{\gamma_0}^{\infty} \frac{y \, dF^*(y)}{1 - F^*(y - y_0)} = \int_{\gamma_0}^{\infty} \frac{y \, dF(y^{1/q})}{1 - F(y^{1/q})} = \int_{t_0}^{\infty} \frac{t^{\frac{q}{1-q}} \, dF(t)}{1 - F((t^{1-q})^{1/q})} < \infty,
\end{equation}
where $t_0 = y_0^{1/q}$. This together with bounds (12) and (43) proves (35).
\end{proof}
Now let $\xi_k$ be arbitrary random variables. Then
\[
\sup_{n \geq 1} |z_n - a_n|^q = \sup_{n \geq 1} |(z_n)_+ - (z_n)_- - a_n|^q \\
\leq 2^{q-1} \left( \sup_{n \geq 1} |(z_n)_+ - a_n|^q + \sup_{n \geq 1} |(z_n)_-|^q \right).
\]
(45)

It is clear that
\[
(z_n)_+ = \max_{1 \leq k \leq n} (\xi_k)_+
\]
and
\[
(z_n)_- \leq |\xi_1|.
\]
(46)

It is seen from the definition of $a_n$ that the sequence $(a_n)$ is the same for both sequences of random variables $(\xi_n)$ and $(\xi_n)_+$. Therefore the results obtained above and relations (46) and (47) imply
\[
E \sup_{n \geq 1} |z_n - a_n|^q < \infty,
\]
(48)

and
\[
E \sup_{n \geq 1} |(z_n)_+ - a_n|^q < \infty.
\]
(49)

These bounds together with inequality (45) complete the proof of the case $q > 1$. Lemma 3.2 is proved. □

Proof of Theorem 1.2. Now the proof of Theorem 1.2 is easy. The proof follows the lines of that of Theorem 1.1. Note, however, that we will obtain
\[
P(\bar{Z}_n(t) - a_n \sigma(t) \rightarrow 0 \text{ almost everywhere in } T) = 1
\]
and
\[
P(|Z_n(t) - a_n \sigma(t)| \leq Z(t) \text{ almost everywhere in } T) = 1
\]
instead of relations (26) and (27), where $Z(t) = \sigma(t) \sup_{n \geq 1} |\bar{Z}_n(t) - a_n|$.

Equality (48) follows from some of results in [1] and Fubini’s theorem.

The finiteness of $E \|Z_n\|^q$ is derived from bound (33) of Lemma 2.3 since the Banach ideal space is $q$-concave. □

Corollary 1.3 is, in fact, proved in the course of the proof of Theorem 1.1. Indeed, condition (15) implies
\[
z_n - a_n \rightarrow 0
\]
as $n \rightarrow \infty$ (see [1] or [3]). The latter relation together with inequality (16) implies the convergence of moments, as well,
\[
E |z_n - a_n|^q \rightarrow 0, \quad n \rightarrow \infty,
\]
(see [9]). Similarly to the proof of Theorem 1.1 we obtain
\[
E \|Z_n - a_n \mathcal{X}\|^q \rightarrow 0.
\]

Examples. 1. The distribution function
\[
F_1(x) = \begin{cases} 
1 - \exp(-\ln^\alpha x), & \text{for } x > 1, \\
0, & \text{for } x \leq 1,
\end{cases}
\]
satisfies conditions (7) and (8) if $\alpha > 1$. However, these conditions do not hold if $\alpha = 1$. Note also that condition (11) does not hold for $F_1(x)$ if $\alpha = 2$ and $q = 1$.

2. The distribution function
\[
F_2(x) = \begin{cases} 
1 - \exp(-x^\alpha), & \text{for } x > 0, \\
0, & \text{for } x \leq 0,
\end{cases}
\]
satisfies conditions (12) and (13) if \( \alpha > q \). Condition (12) does not hold for this distribution function if \( \alpha = q \).
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