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Abstract. We propose a new method of stochastic control for stochastic processes with Lévy noise based on time-change transformations. Applying this method, we prove that the integral minorization condition holds for Markov processes defined by stochastic equations with Lévy noise and obtain the explicit estimates for the rate of convergence in the ergodic theorem.

1. Introduction

The stochastic differential equation

\[ X(x,t) = x + \int_0^t a(X(x,s)) \, ds + Z(t), \quad x \in \mathbb{R}^m, \ t \in \mathbb{R}^+, \]

is studied in the current paper where \( Z \) is a Lévy process assuming values in \( \mathbb{R}^m \). A set of sufficient conditions for the exponential ergodicity of the solution of this equation is given in the paper [1] (exponential ergodicity means the exponential rate of convergence in variation of one dimensional distributions of a solution to its unique invariant distribution, see Theorem 4.1 below). A solution of equation (1) is viewed in [1] as a Markov process with the phase space \( \mathbb{R}^m \).

An important question related to some applied problems of statistics, modeling, etc., concerns the exact values of the constants \( C_1 \) and \( C_2 \) in the exponential estimate of the rate of convergence to the invariant distribution (see (34)). An approach developed in [1] allows one to obtain qualitative existence theorems for the corresponding estimate but quantitative results are not available in the framework of this approach. Another approach is proposed in the current paper that provides some quantitative results. Moreover, we believe that this approach may lead to generalizations of results on the exponential ergodicity for processes with infinite dimensional phase space, in particular for solutions of stochastic partial differential equations with Lévy noise.

Our approach is based on a new type of stochastic control for processes with Lévy noise, namely the control by means of time-change transformations. Theorem 2.1, the main result of the paper, contains a lower bound for the common part of distributions of two solutions of equation (1) corresponding to two different initial values. The statement of this result is given in Section 2 while Section 3 is devoted to its proof. Also, Section 3 contains a description of the construction of the stochastic control based on time-change transformations that is a key tool for the proof of Theorem 2.1. An application of the
main result for obtaining the upper bounds of the exponential ergodicity is described in Section 4; a particular case of such an application is considered in Section 5.

2. Notation and statement of the main result

In what follows $Z(t)$, $t \in \mathbb{R}^+$, denotes a Lévy process assuming values in $\mathbb{R}^m$; it is assumed that $Z$ has no diffusion component, that is,

$$Z(t) = Z(0) + bt + \int_0^t \int_{|u| > 1} u \nu(ds, du) + \int_0^t \int_{|u| \leq 1} u \tilde{\nu}(ds, du),$$

where $b \in \mathbb{R}^m$, $\nu$ is a random Poisson point measure in $\mathbb{R}^+ \times \mathbb{R}^m$ with intensity measure $dt \times \Pi(du)$ (here $\Pi$ is the Lévy measure for $\nu$), and $\tilde{\nu}(ds, du) = \nu(ds, du) - ds \Pi(du)$ is the corresponding compensated measure.

Throughout the paper we use the following notation: $|\cdot|$ is either the absolute value of a number or the Euclidean norm of a vector; $B_r(x) = \{ y : |y - x| \leq r \}$ is the closed ball of radius $r$ centered at $x$; $\| \cdot \|$ is the matrix norm, that is, $\|C\| = \sup_{x \in \mathbb{R}^m} |C|$; $(\cdot, \cdot)$ is the scalar product; $\mathbb{S}^m = \{ l \in \mathbb{R}^m : |l| = 1 \}$ is the unit sphere in $\mathbb{R}^m$;

$$V_\sigma(l) = \{ v \in \mathbb{R}^m : \|v, l\| \geq \sigma \|v\| \}, \quad l \in \mathbb{S}^m, \sigma \in (0, 1),$$

is a bilateral cone in $\mathbb{R}^m$ with an axis $l$ and gradient slope $\sigma$.

Consider the stochastic differential equation (1) and assume that $a(\cdot)$ is in $C^2$ and that the first and second derivatives of $a$ are bounded. Put

$$A_1 = \sup_x \|\nabla a(x)\|,$$

$$\nabla^2 a(x) \otimes h = \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} (\nabla a(x + \varepsilon h) - \nabla a(x)), \quad A_2 = \sup_{x \in \mathbb{R}^m, l \in \mathbb{S}^m} \|\nabla^2 a(x) \otimes l\|.$$

The distribution of the random variable $X(x, t)$ is denoted by $\mu_{x,t}$. If $\mu$ and $\kappa$ are two measures in $\mathbb{R}^m$, then $\mu \wedge \kappa$ denotes their common part:

$$\mu \wedge \kappa = \int_{\mathbb{R}^m} \min \left( \frac{d\mu}{d\lambda}, \frac{d\kappa}{d\lambda} \right) d\lambda,$$

where $\lambda$ is an arbitrary measure such that both $\mu$ and $\kappa$ are absolutely continuous with respect to $\lambda$ (for example, $\lambda = \mu + \kappa$).

For an arbitrary fixed set $\Gamma$ with $\Pi(\Gamma) < \infty$, we split the space $\mathbb{R}^m$ into two parts, namely

$$\mathbb{R}^m = \Gamma \cup \Gamma^c.$$

For all $t, \varepsilon, \theta, \rho, \varrho, R_0, R > 0$, $\gamma, \delta$, and $\sigma \in (0, 1)$ put

$$C = (\varepsilon \varrho A_1 + 2\varepsilon R + 4\theta) A_1 e^{\lambda A_1} + m \varepsilon A_1 e^{\lambda A_1} \left( \varrho(\varrho + \varrho) + \frac{t A_2 \varrho^2}{2} \right),$$

$$\Pi_1 = \inf_{x \in \mathbb{R}^m} \Pi \left( u \in \Gamma : |a(x + u) - a(x)| > \rho, |u| \leq \varrho \right),$$

$$\Pi_2 = \inf_{x \in \mathbb{R}^m, l \in \mathbb{S}^m} \Pi \left( u \in \Gamma : |a(x + u) - a(x)| > \rho, |u| \leq \varrho, a(x + u) - a(x) \in V_\sigma(l) \right),$$

$$P_1 = \left( 1 - \exp \left( -\varepsilon \left[ \frac{t}{m \varepsilon} \right] \Pi_1 e^{-\varrho \Pi(\Gamma)} \left( 1 - \frac{5\varepsilon}{2 \theta^2} \int_{\Gamma^c} \|u\|^2 \Pi(du) \right) \right) \right) \times \left( 1 - \exp \left( -\varepsilon \left[ \frac{t}{m \varepsilon} \right] \Pi_2 e^{-\varrho \Pi(\Gamma)} \left( 1 - \frac{5\varepsilon}{2 \theta^2} \int_{\Gamma^c} \|u\|^2 \Pi(du) \right) \right) \right)^{m-1},$$
where \( \lfloor z \rfloor = \max\{n \in \mathbb{Z} : n \leq z\} \) is the integer part of the number \( z \),

\[
P_2 = \sup_{|x| \leq R_0} \mathbb{P} \left( \sup_{r \leq t} |X(x, r)| > R - \frac{m \varepsilon}{2} A_1 \right). \]

**Theorem 2.1.** Let \( t, \varepsilon, \kappa, \theta, \rho, \varrho, R > 0, \gamma, \delta, \) and \( \sigma \in (0, 1) \) be such that

\[
\sqrt{m} C \leq \gamma \rho \sigma^{m-1} e^{-2(m+1)tA_1} \left( e^{4tA_1} - \sigma^2 \right)^{1/2},
\]

\[
\kappa e^{tA_1} \leq \frac{1}{2} \epsilon (1 - \delta)(1 - \gamma) \rho \sigma^{m-1} e^{-2(m+1)tA_1} \left( e^{4tA_1} - \sigma^2 \right)^{1/2}.
\]

Then

\[
\mu_{x,t} \wedge \mu_{y,t} \geq \delta^m \left( \frac{1 - \gamma}{1 + \gamma} \right) \left( P_1 - P_2 \right)
\]

for all \( x \) with \( |x| \leq R_0 \) and all \( y \in B_{\kappa}(x) \).

**Remark 2.1.** The function \( a \) satisfies the linear growth condition; that is,

\[
|a(x)| \leq A_0 + A_1 |x|, \quad A_0 = |a(0)|.
\]

Thus one can estimate \( P_2 \) from above by using the Gronwall lemma. However we do not do that in order to keep the main result feasible. An example of an explicit bound for \( P_2 \) is given in Section 5.

**Remark 2.2.** The meaning of conditions (5) and (6) is explained in Section 3.1 by the method used to obtain the main bound (18) which in turn implies (7). Note also that conditions (5) and (6) imply, in fact, assumptions (15) and (16) stated below.

**Remark 2.3.** It is clear that Theorem 2.1 is meaningful only if conditions (5) and (6) hold and

\[
P_1 > P_2.
\]

If

\[
\Pi_1 > 0, \quad \Pi_2 > 0,
\]

for some \( \Gamma, \rho, \varrho \), and \( \sigma \), then one can choose other parameters such that conditions (5), (6), and (8) hold. Indeed, one may assume without loss of generality that the set \( \Gamma^c \) is bounded, whence we conclude that

\[
\int_{\Gamma^c} |u|^2 \Pi(du) < \infty.
\]

Let, for example, \( \theta = \varepsilon^{1/3} \). Then

\[
P_1 \to P_{1,0} = \prod_{k=1}^{m} \left( 1 - \exp \left( - \frac{t}{m} \Pi_k \right) \right) > 0, \quad \varepsilon \to 0.
\]

On the other hand, \( P_2 \to 0 \) as \( R \to \infty \). Choosing \( R \) sufficiently large we obtain \( P_{1,0} > P_2 \). This means that inequalities (5) and (8) hold for sufficiently small \( \varepsilon \). Now choosing \( \kappa \) and \( \delta \) appropriately we prove inequality (6).
3. Proof of Theorem 2.1

3.1. The construction of the stochastic control and main estimate. Let $t > 0$ be fixed and let $I_1, \ldots, I_m \subset (0, t)$ be some disjoint intervals. Denote by $\tau_j$ the moment when the first jump occurs in the interval $I_j$ whose length $p_j$ belongs to the set $\Gamma$. If $\nu(I_j \times \Gamma) = 0$, then the variables $\tau_j$ and $p_j$ are not defined.

Put $I = \prod_{j=1}^m I_j$ and

$$\Omega_I = \bigcap_{j=1}^m \{ \nu(I_j \times \Gamma) = 1 \}, \quad P_I = P(\cdot | \Omega_I).$$

In the set $\Omega_I$, the solution $X(x, t)$ of equation (2) is a measurable function of the variables

$$x, \quad \tau = \{ \tau_j \}_{j=1}^m, \quad p = \{ p_j \}_{j=1}^m, \quad \nu_I = \nu |_{[0, t] \times \mathbb{R}^m \setminus (\bigcup_{j=1}^m I_j) \times \Gamma}.$$

Note that $\nu_I$ assumes its values in the space of configurations $\mathcal{C}$ in $\mathbb{R}^+ \times (\mathbb{R}^m \setminus \{0\})$ that can be viewed as a complete separable metric space; see [2]. Recall that a configuration is a locally bounded set, by definition. The elements $\tau$, $p$, and $\nu_I$ are jointly independent with respect to $P_I$. Moreover, $\tau$ is uniformly distributed in $I$ and components of the vector $p$ are independent identically distributed random variables with the distribution $\Pi_{\Gamma} = \Pi(\cdot \cap \Gamma)/\Pi(\Gamma)$.

In what follows let

$$X(x, t) = F(x, t, \tau, p, \nu_I),$$

where $F$ is a measurable function assuming values in $\mathbb{R}^m$. Let $\tilde{I} = \prod_{j=1}^m \tilde{I}_j$, where $\tilde{I}_j$ is the interval whose center coincides with that of $I_j$ and whose length is $\delta |I_j|$. Given some $\delta \in (0, 1)$ and some set $\Upsilon_I \subset (\mathbb{R}^m)^m \times \mathcal{C}$, our aim is to construct a function

$$K: B_{\mathcal{C}}(x) \times \tilde{I} \times \Upsilon_I \to I$$

such that

$$F(y, t, K(y, \tau, p, \nu_I), p, \nu_I) = F(x, t, \tau, p, \nu_I),$$

$$y \in B_{\mathcal{C}}(x), \quad \tau \in \tilde{I}, \quad (p, \nu_I) \in \Upsilon_I.$$

Roughly speaking, the mapping $K$ defines a transformation of the set of jump moments $\tau = \{ \tau_j \}_{j=1}^m$ that transforms the value at time $t$ of the solution of equation (11) with the initial values $y$ in the value at time $t$ of the solution with the initial value $x$. Note that the time variable $\tau$ changes under this transformation, while $p$ and $\nu_I$ play the role of parameters. The function $K$ defines the time-change transformation for the stochastic control discussed in Section 1. Such a control is defined in the subset

$$\{ \tau \in \tilde{I} \} \cap \Xi_I$$

of the probability space $\Omega$. Here

$$\Xi_I = \Omega_I \cap \{(p, \nu_I) \in \Upsilon_I \}.$$

If $\omega \in \Omega$ is identified with a configuration of a Poisson random measure $\nu$, then the points of $\{ \tau \in \tilde{I} \} \cap \Xi_I$ are naturally considered as admissible configurations for a stochastic control based on the time-change transformation.
The construction of the control $K$ is based on the differential properties of the solution $X(x, t)$ of equation (1). Propositions 4.1 and 4.2 of the paper [2] imply that this solution as a function of the variable $\tau \in I$ has the Sobolev derivative

$$
\nabla_{\tau} X(x, t) = \left( \frac{\partial}{\partial \tau_1} X(x, t), \ldots, \frac{\partial}{\partial \tau_m} X(x, t) \right)
$$

for all $x$ and $p$ and for almost all realizations of the random point measure $\nu_I$.

Moreover

$$
\frac{\partial}{\partial \tau_j} X(x, t) = \mathcal{E}^t_{\tau_j} \Delta(x, \tau_j -), \quad j = 1, \ldots, m,
$$

where

$$
\Delta(x, p) = a(x + p) - a(x)
$$

and where the stochastic exponent $\{\mathcal{E}^s_v, 0 \leq s \leq r\}$ is a matrix-valued process defined by the family of equations

$$
\mathcal{E}^s = I_{\mathbb{R}^m} + \int_s^r \nabla a(X(x, v))\mathcal{E}^v dv, \quad r \in [s, \infty).
$$

Note that $\nabla x X(x, t) = \mathcal{E}^t_0$, whence the bound

$$
\|\nabla x X(x, t)\| \leq e^{tA_1}
$$

follows. Let $\varepsilon = \min_j |I_j|$. Similarly to (10), we put

$$
\nabla_{\tau} X(x, t) = G(x, t, \tau, p, \nu_I).
$$

Given $x$, $t$, and some $\gamma \in (0, 1)$, assume that one can find a set $\Upsilon_I$ and a measurable function $H$ of the variables $p$ and $\nu_I$ that assumes values in $\mathbb{R}^{m \times m}$ and such that

$$
\sup_{\tau \in I} \|G(x, t, \tau, p, \nu_I) - H(p, \nu_I)\| \leq \gamma \|[H(p, \nu_I)]^{-1}\|^{-1}.
$$

By the implicit function theorem (see Theorem B.1 below), if $\varepsilon$ and $\delta$ are arbitrary numbers such that

$$
\varepsilon e^{tA_1} \|[H(p, \nu_I)]^{-1}\| \leq \frac{1}{2} \varepsilon (1 - \delta)(1 - \gamma),
$$

then a function $K$ exists such that relation (11) holds. Moreover, the function $K$ is uniquely defined by relation (11).

Further reasoning is based on the change of variables formula for Lipschitz mappings (see [3] Chapter 3) and on the following properties of implicit functions that, given fixed $y$, $p$, and $\nu_I$, $K_{y, p, \nu_I} = K(y, p, \nu_I)$ is a Lipschitz injective mapping (see Appendix B). Then the image of the restriction of the Lebesgue measure on $I$ has density under this transformation, and the density is given by

$$
\left[\det \nabla K_{y, p, \nu_I} \left( K_{y, p, \nu_I}^{-1}(z) \right) \right]^{-1} 1_{z \in K_{y, p, \nu_I}(I)}
$$

in view of the change of variables formula. Thus the common part of the conditional distribution of

$$
F(y, t, \tau, p, \nu_I)
$$

and the conditional distribution of $F(x, t, \tau, p, \nu_I)$ is not less than

$$
\left( \prod_{j=1}^m |I_j| \right)^{-1} \int_{K_{y, p, \nu_I}(I)} \left( |\det \nabla K_{y, p, \nu_I} \left( K_{y, p, \nu_I}^{-1}(z) \right) |^{-1} \land 1 \right) dz
$$

$$
\geq \left( \prod_{j=1}^m |I_j| \right)^{-1} \left( \inf_{z \in I} |\det \nabla K_{y, p, \nu_I}(z) |^{-1} \land 1 \right) \lambda^m(K_{y, p, \nu_I}(I))
$$
if condition \((p, \nu_1)\) holds (see statement 1 of Lemma \(A.2\) below). On the other hand,

\[
\int_{K_{y,p,v_1}(I)} \left| \det \nabla K_{y,p,v_1}(K_{y,p,v_1}^{-1}(z)) \right|^{-1} dz = \prod_{j=1}^{m} |\tilde{I}_j| = \delta^m \prod_{j=1}^{m} |I_j|
\]

and hence the common part of the conditional distribution of \(F(y,t,\tau,p,\nu_1)\) and the conditional distribution of

\[
F(x,t,\tau,p,\nu_1)
\]

is not less than

\[
\delta^m \inf_{z \in I} \left| \det \nabla K_{y,p,v_1}(z) \right| / \left( 1 + \sup_{z \in I} \left| \det \nabla K_{y,p,v_1}(z) \right| \right).
\]

Taking into account bound \((15)\), we derive from this that this common part is not less than \(\delta^m((1 - \gamma)/(1 + \gamma))^{2m}\).

Let \(\Xi \subset \Xi_1\) be a random event of the form

\[
(17) \quad \Xi = \Omega_1 \cap \{(p, \nu_1) \in \Upsilon\},
\]

where \(\Upsilon \subset \Upsilon_1\) is a measurable set.

Let \(\mu_{x,t,\Xi}\) be the distribution of the restriction of \(X(x,t)\) to the set \(\Xi\). Then the above estimates and statement 3 of Lemma \(A.2\) imply the main estimate

\[
(18) \quad \mu_{x,t,\Xi} \land \mu_{y,t,\Xi} \geq \delta^m \left( \frac{1 - \gamma}{1 + \gamma} \right)^{2m} P(\Xi).
\]

### 3.2. The set \(\Upsilon_1\) and estimates for the gradient.

The reasoning in the preceding section is essentially based on the assumption \((15)\). In this section, we construct a set \(\Upsilon_1\) in such a way that assumption \((15)\) holds.

First we introduce an auxiliary notation. Let \(\hat{\tau}_j\) be the center of the interval \(I_j\), \(j = 1, \ldots, m\), and let \(\hat{\tau} = \{\hat{\tau}_j\}_{j=1}^{m}\). In the set \(\Omega_1\), put

\[
\hat{X}(x,r) = F(x,r,\hat{\tau},p,\nu_1), \quad H(p,\nu_1) = G(x,t,\hat{\tau},p,\nu_1);
\]

see \((10)\) and \((14)\). In other words, \(\hat{X}\) is a solution of equation \((1)\) obtained from the process \(Z\) by using the jump moments \(\hat{\tau}_1, \ldots, \hat{\tau}_m\) instead of \(\tau_1, \ldots, \tau_m\) (the lengths of the jumps remain the same). We also denote by \(\hat{\mathcal{E}}\) the solution of equation \((13)\) where \(\hat{X}\) is used instead of \(X\). Then the rows of the matrix \(H(p,\nu_1)\) are determined by the right-hand side of \((12)\) where \(\tau_j, X,\) and \(E\) are substituted for \(\hat{\tau}_j, \hat{X},\) and \(\hat{E}\), respectively.

To satisfy condition \((15)\), we introduce two sets of restrictions. The first of them allows one to control the norm of the inverse matrix to \(H(p,\nu_1)\). First, we choose measurable functions

\[
\ell_j : (\mathbb{R}^m)^j \to \mathbb{S}^m, \quad j = 1, \ldots, m - 1,
\]

such that

\[
\ell_j (x_1, \ldots, x_j) \perp \text{span}(x_1, \ldots, x_j)
\]

for all \(j \leq m - 1\) and \(x_1, \ldots, x_j \in \mathbb{R}^m\). Then we put

\[
(19) \quad l_j = l_j(p,\nu_1) = c_j \left( [\hat{\mathcal{E}}^\tau_0]^{-1} \right)^* \ell_j - 1 \left( [\hat{\mathcal{E}}^\tau_0]^{-1} \Delta(\hat{X}(x,\hat{\tau}_1-)), \ldots, [\hat{\mathcal{E}}^\tau_0]^{-1} \Delta(\hat{X}(x,\hat{\tau}_{j-1}-)) \right),
\]
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Lemma 3.1. Let condition (20) hold. Then

$$\| [H(p, \nu_1)]^{-1} \| \leq \frac{e^{2(m+1)tA_1}}{\rho \sigma^m} \left( \frac{e^{4tA_1}}{\sigma^2} - 1 \right)^{-1/2}.$$  

Proof. The matrix $H(p, \nu_1)$ admits the representation

$$H(p, \nu_1) = \hat{\mathcal{E}}_0^i Q(p, \nu_1),$$

where the rows of the matrix $Q(p, \nu_1)$ are such that $Q_j = \left[ \hat{\mathcal{E}}_0^{\tau_j} \right]^{-1} \Delta(\hat{X}(x, \hat{\tau}_j))$, $j = 1, \ldots, m$.

It is known that $\| [\hat{\mathcal{E}}_0^{\tau_j}]^{-1} \| \leq e^{tA_1}$, whence we conclude that the result desired follows from the bound

$$\| [Q(p, \nu_1)]^{-1} \| \leq \frac{e^{2(m+1)tA_1}}{\rho \sigma^m} \left( \frac{e^{4tA_1}}{\sigma^2} - 1 \right)^{-1/2}.$$  

To prove the latter bound we choose an appropriate orthonormal basis $\{e_j\}$ in $\mathbb{R}^m$. Namely, let $e_1$ be a vector collinear to $[\hat{\mathcal{E}}_0^{\tau_j}]^{-1} \Delta(\hat{X}(x, \hat{\tau}_j))$, while the other vectors $e_j$, $j \geq 2$, are such that

$$\ell_{j-1} \left( [\hat{\mathcal{E}}_0^{\tau_j}]^{-1} \Delta(\hat{X}(x, \hat{\tau}_j)), \ldots, [\hat{\mathcal{E}}_0^{\tau_j}]^{-1} \Delta(\hat{X}(x, \hat{\tau}_j - 1)) \right).$$

Then $Q(p, \nu_1)$ is a lower-triangle matrix in this basis which helps to construct an iterative procedure to estimate the norm of its inverse matrix. First, we rewrite the matrix $Q(p, \nu_1)$ in block form as

$$Q(p, \nu_1) = C_m = \begin{pmatrix} C_{m-1} & 0 \\ v_m & b_m \end{pmatrix},$$

where $C_{m-1}$ is the restriction of $C_m$ to the subspace generated by $e_1, \ldots, e_{m-1}$ and where $v_m$ is the projection of $Q_m$ (the $m$-th row of the matrix $C_m$) to this subspace, $b_m = (Q_m, e_m)$. Then

$$C_m^{-1} = \begin{pmatrix} C_{m-1}^{-1} \\ -b_m^{-1} C_{m-1}^{-1} v_m & b_m^{-1} \end{pmatrix},$$

$$\| C_m^{-1} \|^2 \leq \| C_{m-1}^{-1} \|^2 + \| C_{m-1}^{-1} \|^2 (|v_m|/b_m)^2 + (1/b_m^2).$$

The estimates for the restrictions $C_j$ of the matrix $C_m$ to the subspaces generated by $e_1, \ldots, e_j$ are given similarly:

$$\| C_j^{-1} \|^2 \leq \| C_{j-1}^{-1} \|^2 + \| C_{j-1}^{-1} \|^2 (|v_j|/b_j)^2 + (1/b_j^2), \quad j \geq 2.$$ 

Finally, we have for $j = 1$ that

$$\| C_1^{-1} \|^2 = (1/b_1^2).$$

By construction,

$$|b_1| = \left| [\hat{\mathcal{E}}_0^{\tau_1}]^{-1} \Delta_1 \right| \geq e^{-tA_1} |\Delta_1| \geq e^{-tA_1} \rho,$$
where $\Delta_j = \Delta(\tilde{X}(x, \hat{\tau}_j), p_j)$ and where we applied the first assumption in (20). Similarly, we obtain

$$\left| [\tilde{\mathbf{E}}_0^j]^{-1} \Delta_j \right| \geq e^{-tA_1} \rho$$

for $j = 2, \ldots, m$. Moreover, the second assumption in (20) yields

$$|b_j| = \left| \left( [\tilde{\mathbf{E}}_0^j]^{-1} \Delta_j, e_j \right) \right| = c_j^{-1} |(\Delta_j, l_j)| \geq \frac{\sigma}{c_j} |\Delta_j| \geq \sigma e^{-tA_1} |\Delta_j|,$$

where we used the inequality $c_j \leq e^{tA_1}$. This implies that

$$|b_j| \geq \sigma e^{-tA_1} \rho, \quad |v_j|^2 = \left| \left( [\tilde{\mathbf{E}}_0^j]^{-1} \Delta_j \right) - |b_j|^2 \leq e^{2tA_1} |\Delta_j|^2 - \sigma^2 e^{-2tA_1} |\Delta_j|^2,$$

whence

$$\left\| C_j^{-1} \left\| \leq e^{4tA_1} \sigma^{-2} \left\| C_j^{-1} \right\|^2 + e^{2tA_1} \sigma^{-2} \rho^{-2}. \right.$$  

Using the induction we prove the estimate

$$\left\| C_j^{-1} \right\|^2 \leq e^{2tA_1} \rho^2 \sigma^2 \left[ 1 + \cdots + \frac{e^{4tA_1} (j-1)}{\sigma^2 (j-1)} \right] \leq \frac{e^{(4j+2) tA_1}}{\rho^2 \sigma^2 j} \left( \frac{e^{4tA_1}}{\sigma^2} - 1 \right)^{-1}, \quad j = 1, \ldots, m,$$

which implies (21) if $j = m$. \hfill \Box

The second set of restrictions mentioned above allows us to control the deviation

$$\left\| G(x, t, \tau, p, \nu_1) - H(p, \nu_1) \right\|.$$

The partition (1) generates a representation of the Lévy process (1) in the form of two independent components, $Z = Z_1 + Z_2$, where

$$Z_2(t) = \int_0^t \int_{\Gamma_c} u \tilde{v}(ds, du).$$

We require that

$$\sup_{s \in I_j} |Z_2(s) - Z_2(\hat{\tau}_j)| \leq \theta, \quad j = 1, \ldots, m,$$

for a given $\theta > 0$. Moreover, we require that

$$|p_j| \leq \theta, \quad j = 1, \ldots, m,$$

$$\sup_{r \leq t} |\tilde{X}(x, r)| \leq R$$

for given $\theta > 0$ and $R > 1$. Recall that $\varepsilon = \min_j |I_j|$.  

**Lemma 3.2.** Let conditions (22), (23), and (24) hold. Then

$$\sup_{\tau \in 1} \left\| G(x, t, \tau, p, \nu_1) - H(p, \nu_1) \right\| \leq \sqrt{m} C.$$

The constant $C$ is defined in Section 2.  

**Proof.** The rows of the matrix $G(x, t, \tau, p, \nu_1)$ are such that

$$\mathbf{E}_{\tau_j} \Delta(\tilde{X}(x, \tau_j), p_j), \quad j = 1, \ldots, m.$$

The rows of the matrix $H(p, \nu_1)$ are written similarly if one substitutes $\hat{\tau}$, $\tilde{X}$, and $\hat{\mathbf{E}}$ for $\tau$, $X$, and $\mathbf{E}$, respectively. This means that one only needs to prove that the inequalities

$$\left| \mathbf{E}_{\tau_j} \Delta(\tilde{X}(x, \tau_j), p_j) - \hat{\mathbf{E}}_{\tau_j} \Delta\left(\tilde{X}(x, \hat{\tau}_j), p_j\right) \right| \leq C, \quad j = 1, \ldots, m,$$

hold for arbitrary $(\tau_1, \ldots, \tau_m) \in I$.  
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It is clear that:

1) $||E_s^t|| \leq e^{tA_1}$, $s \leq t$.
2) $|\Delta(x, p)| = |a(x + p) - a(x)| \leq A_1 \varepsilon$; we used (23) here.
3) $|E_s^t - E_{s'}^t| \leq |s - s'| A_1 e^{tA_1}$, $s, s' \leq t$.
4) If additionally

$$\sup_{r \leq t} |X(x, r)| \leq R',$$

then

$$|X(x, s) - X(x, s')| = \left| \int_{s \wedge s'} a(X(x, r)) \, dr + Z(s) - Z(s') \right| \leq R' \varepsilon + 2\theta, \quad s, s' \in I_j;$$

we used bounds (22) here.

5) $|\Delta(x, p) - \Delta(x', p)| \leq |a(x + p) - a(x' + p)| - |a(x) - a(x')| \leq 2A_1 |x - x'|$.

It follows from 1)–5) that

$$|E_{\tau_j}^t \Delta(X(x, \tau_j -), p_j) - E_{\hat{\tau}_j}^t \Delta(X(x, \hat{\tau}_j -), p_j)| \leq A_1 e^{tA_1} (2A_1 \varepsilon + 2R' \varepsilon + 4\theta)$$

under additional assumption (26).

Similarly to (12), we obtain

$$\frac{\partial}{\partial \tau_j} X(x, r) = E_{\tau_j}^t \Delta(X(x, \tau_j -), p_j) \mathbb{1}_{r \geq \tau_j}, \quad j = 1, \ldots, m,$$

for all $r$ which together with bounds 1) and 2) implies that

$$\left| \frac{\partial}{\partial \tau_j} X(x, r) \right| \leq A_1 \varepsilon e^{tA_1}, \quad j = 1, \ldots, m.$$

Hence

$$|X(x, r) - \hat{X}(x, r)| \leq \frac{1}{2} A_1 \varepsilon e^{tA_1} \sum_{j=1}^m |I_j|,$$

where we used the inequality $|\tau_j - \hat{\tau}_j| \leq |I_j|/2$.

Note that assumption (26) holds with

$$R' = R + \frac{m \varepsilon}{2} A_1 \varepsilon e^{tA_1}$$

in view of (28) and (24), whence

$$\left| E_{\tau_j}^t \Delta(X(x, \tau_j -), p_j) - E_{\hat{\tau}_j}^t \Delta(X(x, \hat{\tau}_j -), p_j) \right| \leq A_1 e^{tA_1} (2A_1 \varepsilon + 2R' \varepsilon + m \varepsilon^2 A_1 \varepsilon e^{tA_1} + 4\theta).$$

Following the lines of the proof of Propositions 4.1 and 4.2 of [2], one can show that the stochastic exponent $E_s^t$, as a function of variables $\tau_j$, $j = 1, \ldots, m$, possesses the Sobolev derivatives in $I$. Moreover, the derivative $G_{s,j}^r = (\partial/\partial \tau_j) E_s^r$ is a solution of the equation

$$G_{s,j}^r = \int_s^r \left( \nabla^2 a(X(x, v)) \otimes [E_s^v \Delta(X(x, \tau_j -), p_j)] \right) E_s^{v \mathbb{1}_{v \geq \tau_j}} \, dv + \int_s^r \nabla a(X(x, v)) G_{s,j}^v \, dv,$$
$r \in [s, \infty)$. Therefore

$$\frac{\partial}{\partial \tau_j} \mathcal{E}^r_s = \int_s^r \mathcal{E}^r_v \left( \nabla^2 a(X(x,v)) \otimes [\mathcal{E}^r_{\tau_j} \Delta(X(x,\tau_j-),p_j)] \right) \mathcal{E}^r_v 1_{v \geq \tau_j} dv,$$

and thus

$$|\mathcal{E}^r_{\tau_j} - \mathcal{E}_{\tau_j}^r| \leq \frac{1}{2} tA_1 A_2 g e^{2tA_1}, \quad j = 1, \ldots, m,$$

(30)

Applying (28) and (31) with $r = \hat{\tau}_j$ together with bounds 1), 2), and 5) we obtain

$$\left| \mathcal{E}^r_{\hat{\tau}_j} \Delta(X(x,\hat{\tau}_j-),p_j) - \mathcal{E}_{\hat{\tau}_j}^r \Delta(\hat{X}(x,\hat{\tau}_j-),p_j) \right| \leq m \varepsilon A_1^2 e^{2tA_1} \left( \theta^2 + \frac{tA_2 g^2}{2} \right).$$

The latter inequality and (29) imply (25).

3.3. Completion of the proof of Theorem 2.1

Put $n = [t/(m \varepsilon)]$ and

$$I^{(k)} = ((k-1) \varepsilon, k \varepsilon), \quad k = 1, \ldots, mn.$$

Similarly to Section 3.1 let $\tau^{(k)}$ be the moment that the first jump occurred in the interval $I^{(k)}$ such that the length of the jump $p^{(k)}$ belongs to the set $\Gamma$. Also let $\hat{\tau}^{(k)}$ be the middle point of the interval $I^{(k)}$.

Now we define the stopping times $\nu_j$, $j = 1, \ldots, m$. Let $v_1$ be the minimal $k \leq mn$ such that

$$\left\{ \nu \left( I^{(k)} \times \Gamma \right) = 1 \right\}, \quad \left| \Delta \left( X(x,\hat{\tau}^{(k)}-),p^{(k)} \right) \right| \geq \rho,$$

$$\sup_{s \in I^{(k)}} \left| Z_2(s) - Z_2(\hat{\tau}^{(k)}) \right| \leq \theta, \quad |p^{(k)}| \leq \theta.$$

(32)

We put $v_1 = +\infty$ if such a value $k$ does not exist.

For $j = 2, \ldots, m$, denote by $\hat{X}$ the solution of equation (11), where the jump moments $\tau^{(v_1)}, \ldots, \tau^{(v_{j-1})}$ related to the process $Z$ are replaced with $\hat{\tau}^{(v_1)}, \ldots, \hat{\tau}^{(v_{j-1})}$. Let $I^{(x)}_j$ be defined by equality (19), where $\hat{\tau}_1, \ldots, \hat{\tau}_{j-1}$ are replaced with $\hat{\tau}^{(v_1)}, \ldots, \hat{\tau}^{(v_{j-1})}$ and the $\hat{\tau}_j$ are replaced with $\hat{\tau}^{(k)}$. Now let $v_j$ be the minimal number $k$ such that $k \leq mn$, $k > v_{j-1}$, conditions (32) hold, and

$$\left| \Delta \left( \hat{X}(x,\hat{\tau}^{(k)}-),p^{(k)} \right) \right| \in V_d (I^{(k)}_j),$$

Again, we set $v_1 = +\infty$ if such a value $k$ does not exist.

Next we split the set

$$\left\{ v_m < +\infty \right\}$$

into disjoint parts

$$\left\{ v_1 = k_1, \ldots, v_m = k_m \right\} =: \Omega_{k_1,\ldots,k_m}, \quad 1 \leq k_1 < \cdots < k_m \leq mn.$$ 

Given $1 \leq k_1 < \cdots < k_m \leq mn$, put

$$I_1 = I^{(k_1)}, \quad \ldots, \quad I_m = I^{(k_m)}$$

and

$$\Xi_{k_1,\ldots,k_m} = \Omega_{k_1,\ldots,k_m} \cap \left\{ \sup_{r \leq t} |\hat{X}(x,r)| \leq R \right\}.$$ 

Here $\hat{X}$ denotes the solution of equation (11) for which the jump moments $\tau^{(v_1)}, \ldots, \tau^{(v_m)}$ of the process $Z$ are replaced with $\hat{\tau}^{(v_1)}, \ldots, \hat{\tau}^{(v_m)}$. 
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It is clear from the construction that
\[ \Xi_{k_1, \ldots, k_m} \subset \Xi_{1}, \quad I = \prod_{j=1}^{m} I_j, \]
and that the set \( \Xi_{k_1, \ldots, k_m} \) is of the form (17). For an arbitrary \( y \in B_x(x) \), estimate (18) implies that
\[ \mu_{x, t, \Xi_{k_1, \ldots, k_m}} \wedge \mu_{y, t, \Xi_{k_1, \ldots, k_m}} \geq \delta^m \left( \frac{1 - \gamma}{1 + \gamma} \right)^{2m} P(\Xi_{k_1, \ldots, k_m}). \]
Note that the \( \Xi_{k_1, \ldots, k_m} \) are disjoint: hence
\[ \mu_{x, t} \geq \sum_{1 \leq k_1 < \cdots < k_j \leq mn} \mu_{x, t, \Xi_{k_1, \ldots, k_m}}, \quad \mu_{y, t} \geq \sum_{1 \leq k_1 < \cdots < k_j \leq mn} \mu_{y, t, \Xi_{k_1, \ldots, k_m}}. \]
Moreover
\[ \mu_{x, t, \Xi_{k_1, \ldots, k_m}}(\mathbb{R}^m) = \mu_{y, t, \Xi_{k_1, \ldots, k_m}}(\mathbb{R}^m) = P(\Xi_{k_1, \ldots, k_m}). \]
This allows us to apply statement 2 of Lemma A.2 and to conclude that
\[ \mu_{x, t} \wedge \mu_{y, t} \geq \delta^m \left( \frac{1 - \gamma}{1 + \gamma} \right)^{2m} P \left( \bigcup_{1 \leq k_1 < \cdots < k_j \leq mn} \Xi_{k_1, \ldots, k_m} \right). \]
Estimate (28) implies that
\[ \Omega_{k_1, \ldots, k_m} \cap \left\{ \sup_{r \leq t} |X(x, r)| \leq R - \frac{m\epsilon}{2} A_1 e^{t A_1} \right\} \subset \Xi_{k_1, \ldots, k_m}. \]
Thus
\[
P \left( \bigcup_{1 \leq k_1 < \cdots < k_j \leq n} \Xi_{k_1, \ldots, k_m} \right) \
\geq P \left( \{ v_m < +\infty \} \cap \left\{ \sup_{r \leq t} |X(x, r)| \leq R - \frac{m\epsilon}{2} A_1 e^{t A_1} \right\} \right) \
\geq P(v_m < +\infty) - P \left( \sup_{r \leq t} |X(x, r)| > R - \frac{m\epsilon}{2} A_1 e^{t A_1} \right). \]
Now Theorem 2.1 follows from the following auxiliary result.

**Lemma 3.3.**
\[ P(v_m < +\infty) \geq P_1. \]

**Proof.** It is clear that
\[ P(v_m < +\infty) \geq P(v_1 \leq n, \ldots, (m - 1)n < v_m \leq mn). \]
The probability \( P(v_1 > n) \) is easy to estimate. Indeed, the random event \( v_1 > n \) is the intersection of \( n \) events, where the event of index \( k \) is defined as a collection of those elementary events where at least one of the conditions in (32) does not hold. Put \( F_k = \sigma(\mathcal{Z}_s, s < k\epsilon) \). Given the \( \sigma \)-algebra \( F_{k-1} \), the conditional probability that all conditions in (32) hold is not less than
\[
\left( \epsilon \Pi(\Gamma) e^{-\epsilon \Pi(\Gamma)} \right) P \left( \sup_{s \in I(k)} \left| Z_2(s) - Z_2(\hat{s}(k)) \right| \leq \theta \right) \times \left( \frac{\inf_{x} \Pi(u \in \Gamma; |a(x + u) - a(x)| > \rho, |u| \leq \rho)}{\Pi(\Gamma)} \right),
\]
since the process $Z_2^{(k)} := \{ Z_2(s) - Z_2((k - 1)\varepsilon), s \geq (k - 1)\varepsilon \}$ is independent of $\mathcal{F}_{k-1}^{\varepsilon}$, the random variable $\nu^{(k)} = \nu(I^{(k)} \times \Gamma)$ is independent of $\mathcal{F}_{k-1}^{\varepsilon} \vee \sigma(Z_2^{(k)})$, and $p^{(k)}$ is independent of $\mathcal{F}_{k-1}^{\varepsilon} \vee \sigma(Z_2^{(k)})$. Moreover, $\nu^{(k)}$ is a Poisson random variable with parameter $\varepsilon \Pi(\Gamma)$, the variable $X(x, \tau^{(k)})$ is measurable with respect to $\mathcal{F}_{k-1}^{\varepsilon} \vee \sigma(Z_2^{(k)})$, and the distribution of $p^{(k)}$ is $\Pi(\cdot \cap \Gamma)/(\Pi(\Gamma))$.

It is clear that
\[
P \left( \sup_{s \in I^{(k)}} \left| Z_2(s) - Z_2(\hat{\tau}^{(k)}) \right| \leq \theta \right) \\
\geq 1 - P \left( \sup_{s \in ((k-1)\varepsilon, \tau^{(k)})} \left| Z_2(s) - Z_2(\hat{\tau}^{(k)}) \right| > \theta \right) \\
- P \left( \sup_{s \in (\tau^{(k)}, k\varepsilon)} \left| Z_2(s) - Z_2(\hat{\tau}^{(k)}) \right| > \theta \right).
\]

Then we apply the Doob maximal inequality for the submartingale
\[
(\tau^{(k)}, k\varepsilon) \ni s \mapsto \left| Z_2(s) - Z_2(\hat{\tau}^{(k)}) \right|^2
\]
and obtain
\[
P \left( \sup_{s \in (\tau^{(k)}, k\varepsilon)} \left| Z_2(s) - Z_2(\hat{\tau}^{(k)}) \right| > \theta \right) \leq \frac{1}{\theta^2} E \left| Z_2(k\varepsilon) - Z_2(\hat{\tau}^{(k)}) \right|^2 = \frac{\varepsilon}{2\theta^2} \int_{\Gamma^c} |u|^2 \Pi(du).
\]

On the other hand, the inequality
\[
\sup_{s \in ((k-1)\varepsilon, \tau^{(k)})} \left| Z_2(s) - Z_2(\hat{\tau}^{(k)}) \right| > \theta
\]
implies that
\[
\sup_{s \in ((k-1)\varepsilon, \tau^{(k)})} \left| Z_2(s) - Z_2((k-1)\varepsilon) \right| > \frac{\theta}{2}.
\]

Applying Doob's inequality again we prove that
\[
P \left( \sup_{s \in ((k-1)\varepsilon, \tau^{(k)})} \left| Z_2(s) - Z_2(\hat{\tau}^{(k)}) \right| > \theta \right) \leq \frac{2\varepsilon}{\theta^2} \int_{\Gamma^c} |u|^2 \Pi(du).
\]

The latter bounds and the inequality $1 - z \leq e^{-z}, z \geq 0$, imply that
\[
P(v_1 > n) \leq \left[ 1 - \varepsilon \Pi_1 e^{-\varepsilon \Pi(\Gamma)} \left( 1 - \frac{5\varepsilon}{2\theta^2} \int_{\Gamma^c} |u|^2 \Pi(du) \right) \right]^n
\]
\[
\leq \exp \left( -\varepsilon n \Pi_1 e^{-\varepsilon \Pi(\Gamma)} \left( 1 - \frac{5\varepsilon}{2\theta^2} \int_{\Gamma^c} |u|^2 \Pi(du) \right) \right).
\]

Similarly we show that
\[
P \left( v_j > jn, v_{j-1} \leq (j-1)n \mid \mathcal{F}_{(j-1)n}^\varepsilon \right) \leq \exp \left( -\varepsilon n \Pi_j e^{-\varepsilon \Pi(\Gamma)} \left( 1 - \frac{5\varepsilon}{2\theta^2} \int_{\Gamma^c} |u|^2 \Pi(du) \right) \right) \mathbb{1}_{v_{j-1} \leq (j-1)n}
\]
for an arbitrary $j = 2, \ldots, m$. Multiplying the latter inequalities and recalling that $n = \lfloor t/(m\varepsilon) \rfloor$ we complete the proof. \qed
4. The exponential ergodicity for processes with Lévy noise

Let the symbol $\mathcal{Q}$ stand for the set of $f \in C^2(\mathbb{R}^m)$ for which the function

$$x \mapsto \int_{|u|>1} f(x + u) \Pi(du)$$

is locally bounded. For $f \in \mathcal{Q}$, put

$$A f(x) = (\nabla f(x), a(x) + b) + \int_{\mathbb{R}^m} \left[ f(x + u) - f(x) - (\nabla f(x), u)_{|u|\leq 1} \right] \Pi(du), \quad x \in \mathbb{R}^m.$$

The following result is proved in [1] (see Theorem 1.1 therein). For a given probability measure $\mu$ in $\mathbb{R}^m$, put

$$\mu_s(dy) = \int_{\mathbb{R}^m} P_s(x,dy) \mu(dx), \quad s > 0.$$

**Theorem 4.1.** Assume that the following two conditions hold.

1. For an arbitrary $R > 0$, there exists $T = T(R)$ such that

$$\delta(T, R) := \inf_{|x|, |y| \leq R} (\mu_{x,T} \wedge \mu_{y,T}) > 0.$$

2. There exist a function $\varphi \in \mathcal{Q}$ and constants $\alpha > 0$ and $\beta > 0$ such that

$$A \varphi \leq -\alpha \varphi + \beta$$

and $\varphi(x) \to +\infty$ as $|x| \to \infty$.

Then the process $X$ has a unique invariant distribution $\pi$. Moreover, there exist positive constants $C_1$ and $C_2$ such that

$$\|\mu_s - \pi\|_{\text{var}} \leq \left( 1 + \int_{\mathbb{R}^m} \varphi d\mu \right) e^{C_1 - C_2 s}, \quad s \in \mathbb{R}^+,$$

for an arbitrary probability measure $\mu$.

Explicit expressions for the constants $C_1$ and $C_2$ are given in the proof of Theorem 1.1 of the paper [1]. These constants are expressed in terms of the function $\varphi$ and variable $\delta(T, R)$. Our aim is to provide similar expressions in terms of the Lévy measure $\Pi$ of the process $Z$ in equation (1) and the coefficient $a$ of this equation.

Lyapunov’s condition (33) is easy to check in this case; see Section 4.1 in [1] and the references therein.

Theorem 2.1, the Markov property of the process $X$, and Dobrushin’s lemma (see Appendix A) imply the following bound for $\delta(T, R)$ with some $T$ and $R$.

**Lemma 4.1.** Assume that all the assumptions of Theorem 2.1 hold. If for given $t_1 > 0$ and $R_1 > 0$

$$\chi := \inf_{|x| \leq R_1, \xi \sim X(x, t_1)} \sup_{|y| \leq R_1, \eta \sim X(y, t_1)} P(|\xi - \eta| < \kappa, |\xi| \leq R_0) > 0,$$

then

$$\delta(t + t_1, R_1) \geq \chi \delta^m \left( \frac{1 - \gamma}{1 + \gamma} \right)^{2m} (P_1 - P_2).$$

The proof of Lemma 4.1 is similar to that of Lemma 3.2 in [1]; thus we omit it here.
Remark 4.1. Inequality (35) follows, for example, from condition \( S \) of the paper [1]; condition \( S \) can effectively be checked in terms of the process \( Z \) and coefficient \( a \) of equation (1) (see Section 4.3 in [1]). Other possibilities to check inequality (35) are available if one imposes some additional assumptions concerning the equation (see Section 5, where (35) follows from the dissipativity condition (38)).

Substituting the bound from the preceding Lemma 4.1 in the explicit expressions for the constants \( C_1 \) and \( C_2 \) given in the proof of Theorem 1.1 of the paper [1], we obtain the following result.

**Theorem 4.2.** Assume that all assumptions of Theorem 2.1 and assumption 2 of Theorem 4.1 hold. Assume further that relation (35) is satisfied for given \( c \in (0, 1) \), \( t_1 > 0 \), and \( R_1 > 0 \). Finally we assume that

\[
\varphi(x) + \varphi(y) \geq \max \left( \frac{2\beta}{c\alpha}, 1 \right), \quad \max(|x|, |y|) \geq R_1.
\]

Put
\[
T = t + t_1, \quad \varsigma = \chi \delta m \left( \frac{1 - \gamma}{1 + \gamma} \right)^{2m} (P_1 - P_2),
\]
\[
Q = \frac{1}{\ln(1/\varsigma)} \left( \frac{(1 - c)\alpha}{2} T + \ln \left( 1 + \frac{4\beta}{\alpha} + 4 \sup_{|x| \leq R_1} \varphi(x) \right) \right).
\]

Then inequality (34) holds with
\[
C_1 = \frac{(1 - c)\alpha T}{2} + \max \left( \ln \left( \frac{\beta}{\alpha} \right), 0 \right) + \ln \left( \frac{4}{1 - (1 - \varsigma)^{1/2}} \right),
\]
\[
C_2 = \frac{(1 - c)\alpha}{4 \max(Q, 1)}.
\]

5. Example

Let the process \( Z(t) \) in equation (1) be of the form
\[
Z(t) = \int_0^t \int_{\mathbb{R}^2} u \tilde{\nu}(ds, du),
\]
where the Lévy measure \( \Pi \) is such that
\[
\int_{\mathbb{R}^2} |u|^2 \Pi(du) < +\infty.
\]

Let the function \( a \) satisfy the following dissipativity condition: \( a(0) = 0 \) and there exists a constant \( A_3 > 0 \) such that
\[
(x - y, a(x) - a(y)) \leq -A_3 |x - y|^2
\]
for all \( x, y \in \mathbb{R}^2 \).

We prove, under conditions (37) and (38), that the solution of equation (1) satisfies all the assumptions of Theorem 4.2, find explicit values of the constants \( \alpha \) and \( \beta \), and derive a lower bound for \( \varsigma \).

We have for the function \( f(x) = |x|^2, x \in \mathbb{R}^2 \), that
\[
Af(x) = 2(x, a(x)) + \int_{\mathbb{R}^2} |u|^2 \Pi(du).
\]
Hence inequality implies Condition (38) implies

\[ \mathcal{A} f(x) \leq -2A_3|x|^2 + \int_{\mathbb{R}^2} |u|^2 \Pi(du), \]

that is, (39) holds with \( \alpha = 2A_3 \) and \( \beta = \int_{\mathbb{R}^2} |u|^2 \Pi(du). \)

Next we find the estimates for \( P_2 \) and \( \chi. \) Put \( q_1 = R - \frac{1}{2} m \varepsilon A_1 q e^{tA_1}. \) Then

\[
P_2 = \sup_{|x| \leq R_0} \mathbb{P} \left( \sup_{r \leq t} |X(x, r)| > q_1 \right)
\leq \sup_{|x| \leq R_0} \left[ \mathbb{P} \left( \sup_{r \leq t} |Z(t)| > \frac{q_1}{2} \right) + \mathbb{P} \left( \sup_{r \leq t} \left| x + \int_0^r a(X(x, s)) ds \right| > \frac{q_1}{2} \right) \right].
\]

By assumption, \( Z \) is a martingale, that is, \( |Z| \) is a submartingale. Thus Doob’s maximal inequality implies

\[
\mathbb{P} \left( \sup_{r \leq t} |Z(t)| > \frac{q_1}{2} \right) \leq \frac{4q_1^2}{q_1^2} \mathbb{E} |Z(t)|^2 = \frac{4t}{q_1^2} \int_{\mathbb{R}^2} |u|^2 \Pi(du) = \frac{4\beta t}{q_1^2}.
\]

Consider the function

\[
g(r) = \int_0^r |a(X(x, s))| ds, \quad r \leq t.
\]

The function \( a \) satisfies the linear growth condition:

\[ |a(x)| \leq A_1|x|. \]

Hence

\[
g(r) \leq A_1 \int_0^r |X(x, s)| ds = A_1 \int_0^r \left| x + \int_0^s a(X(x, u)) du + Z(s) \right| ds
\leq A_1 \int_0^r (|x| + g(s)) ds + A_1 \int_0^t |Z(s)| ds.
\]

The Gronwall lemma implies that

\[
g(r) \leq \left[ A_1 |x| r + A_1 \int_0^t |Z(s)| ds \right] e^{rA_1}.
\]

Then

\[
\sup_{r \leq t} g(r) \leq \left[ |x| t + \int_0^t |Z(s)| ds \right] A_1 e^{tA_1}.
\]

We consider the case of \( |x| \leq R_0. \) Then

\[
P \left( \sup_{r \leq t} \left| x + \int_0^r a(X(x, s)) ds \right| > \frac{q_1}{2} \right) \leq P \left( \sup_{r \leq t} g(r) > \frac{q_1}{2} - |x| \right)
\leq P \left( \int_0^t |Z(s)| ds > \frac{1}{A_1} \left( \frac{q_1}{2} - R_0 \right) e^{-tA_1} - R_0 t \right)
\leq \frac{1}{q_2^2} \mathbb{E} \left( \int_0^t |Z(s)| ds \right)^2
\leq \frac{t}{q_2^2} \int_0^t \mathbb{E} |Z(s)|^2 ds = \frac{\beta t^2}{2q_2^2},
\]

where

\[ q_2 = \frac{1}{A_1} \left( \frac{q_1}{2} - R_0 \right) e^{-tA_1} - R_0 t.
\]

Thus

\[
P_2 \leq \beta t \left( \frac{4}{q_1^2} + \frac{t^2}{2q_2^2} \right).
\]
\[
\chi = \inf_{|x| \leq R_1} \sup_{\eta \sim X(x,t_1)} \sup_{|y| \leq R_1} \mathbb{P}(|\xi - \eta| < \rho, |\xi| \leq R_0)
\]
\[
\geq \inf_{|x| \leq R_1} \sup_{\eta \sim X(x,t_1)} \sup_{|y| \leq R_1} [1 - \mathbb{P}(|\xi - \eta| \geq \rho) - \mathbb{P}(|\xi| > R_0)]
\]
\[
\geq \inf_{|x| \leq R_1} [1 - \mathbb{P}(|X(x,t_1) - X(y,t_1)| \geq \rho) - \mathbb{P}(|X(x,t_1)| > R_0)]
\]
\[
\geq 1 - \sup_{|x| \leq R_1} \mathbb{P}(|X(x,t_1) - X(y,t_1)| \geq \rho) - \sup_{|x| \leq R_1} \mathbb{P}(|X(x,t_1)| > R_0).
\]

Condition (38) implies that the random variable \(\psi_{x,y}(t_1) = |X(x,t_1) - X(y,t_1)|^2\) admits the bound
\[
\psi_{x,y}(t_1) \leq \psi_{x,y}(0)e^{-2t_1A_3} = |x - y|^2e^{-2t_1A_3}.
\]

Hence
\[
\mathbb{P}(|X(x,t_1) - X(y,t_1)| \geq \rho) \leq \mathbb{P}(|x - y|e^{-A_3t_1} \geq \rho) = 1_{|x-y|e^{-t_1A_3} \geq \rho}.
\]

The Chebyshev inequality and Lemma 3.3 of the paper [1] imply that
\[
\sup_{|x| \leq R_1} \mathbb{P}(|X(x,t_1)| > R_0) \leq \frac{1}{R_0^2} \left(\frac{\beta}{\alpha} + R_1^2e^{-t_1\alpha}\right).
\]

This gives a lower bound for \(\chi\):
\[
\chi \geq 1_{2R_1e^{-t_1A_3} \leq \rho} - \frac{1}{R_0^2} \left(\frac{\beta}{\alpha} + R_1^2e^{-t_1\alpha}\right)
\]
and, as a result, a bound for \(\varsigma\):
\[
\varsigma \geq \left(1_{2R_1e^{-t_1A_3} \leq \rho} - \frac{1}{R_0^2} \left(\frac{\beta}{\alpha} + R_1^2e^{-t_1\alpha}\right)\right) \sigma^m \left(1 - \frac{\gamma}{1 + \gamma}\right)^{2m} \left(1 - \frac{\beta}{\alpha} - t_1\frac{4}{\gamma_1} - \frac{t_2^2}{2\gamma_2}\right).
\]

Below we exhibit the above general results and find explicitly the constants \(C_1\) and \(C_2\) for a particular function \(a\), Lévy measure \(\Pi\), and for some constants involved in conditions (5) and (6) of Theorem 2.1 and in condition (33) of Theorem 4.1. and in condition (46) of Theorem 4.2.

Let \(a(x) = -x, x \in \mathbb{R}^2\). Then \(A_0 = A_2 = 0\) and \(A_1 = A_3 = 1\). Let the Lévy measure \(\Pi\) be concentrated in the ring \(\Gamma = \{u \in \mathbb{R}^2|1 < |u| \leq 2\}\) and let \(\Pi(\Gamma) = \Pi_1 = 5\). One can put \(\rho = 1\) and \(\theta = 2\). We also assume that \(\int_{\mathbb{R}^2} |u|^2 \Pi(du) = 10\) and that \(\Pi_2 = 1\) for \(\sigma = \frac{1}{\sqrt{2}}\).

The above results yield \(\alpha = 2\) and \(\beta = 10\) in the case under consideration. Since \(\Pi(\Gamma_c) = 0\), we get \(\theta = 0\). Now we choose \(R_1\) and \(c\) such that condition (36) holds, namely \(R_1 = 5\) and \(c = 1/2\). Put \(t = 1\) and \(R_0 = 4\). In order that the right-hand side of inequality (46) be positive for large \(t_1\), it is necessary that \(R_0^2 > \beta/\alpha = 5\). Let \(R\) be such that \(P_{t_1} > P_2\), namely \(R = 60\). Put \(\delta = \gamma = 1/2\). Then we choose \(\varepsilon\) satisfying condition (5), namely \(\varepsilon = 10^{-5}\). After this we choose \(\kappa\) satisfying condition (6), namely \(\kappa = 5 \cdot 10^{-9}\). Finally, we choose \(t_1\) such that the right-hand side of inequality (46) is positive, namely \(t_1 = 22\). Then the constants \(C_1\) and \(C_2\) are such that
\[
C_1 = 22.97918651, \quad C_2 = 0.11936229.
\]
Appendix A. The common part of measures

The basic property of the common part of measures (3) is described in the following result widely known as Dobrushin’s lemma; see [4].

**Lemma A.1.** Let $\mu$ and $\kappa$ be probability measures in a complete separable metric space $X$. Then

$$\mu \wedge \kappa = \max_{\xi \sim \mu, \eta \sim \kappa} P(\xi = \eta).$$

In other words, if two arbitrary random elements $\xi$ and $\eta$ assume values in $X$ and have distributions $\mu$ and $\kappa$, respectively, then

$$P(\xi = \eta) \leq \mu \wedge \kappa,$$

and there are some probability space and random elements $\xi$ and $\eta$ defined in this probability space for which inequality (41) becomes an equality.

The following results are consequences of Lemma A.1.

**Lemma A.2.**

1. Let $\mu$ and $\kappa$ be finite measures in a complete separable metric space $X$ such that $\mu(X) = \kappa(X)$. Let $F : X \rightarrow Y$ be a measurable mapping. Then

$$\left(\mu \circ F^{-1}\right) \wedge \left(\kappa \circ F^{-1}\right) \geq \mu \wedge \kappa.$$

2. Let $\mu_k$, $\kappa_k$, $k = 1, \ldots, n$, be finite measures concentrated in $X_k$, $k = 1, \ldots, n$, respectively. Assume that $\mu_k(X) = \kappa_k(X)$. Then

$$\left(\sum_k \mu_k\right) \wedge \left(\sum_k \kappa_k\right) \geq \sum_k \mu_k \wedge \kappa_k.$$

3. Let

$$\mu = \int_{\Theta} \mu_{\theta}(\cdot) \pi(d\theta), \quad \kappa = \int_{\Theta} \kappa_{\theta}(\cdot) \pi(d\theta),$$

where $\pi$ is a finite measure in a measure space $\Theta$ and where $\mu_{\theta}(A)$ and $\kappa_{\theta}(A)$ are measurable functions with respect to the variable $\theta$ and are probability measures with respect to the variable $A$.

Then

$$\mu \wedge \kappa \geq \int_{\Theta} (\mu_{\theta} \wedge \kappa_{\theta}) \pi(d\theta).$$

Statements 1 and 2 follow directly from Dobrushin’s lemma. The proof of statement 3 also relies on Dobrushin’s lemma but uses additional technical reasoning. In the proof of statement 3, one needs to find a family of pairs $(\xi_{\theta}, \kappa_{\theta})$ for given families of measures $\{\mu_{\theta}\}$ and $\{\kappa_{\theta}\}$ such that the inequality for $\mu_{\theta} \wedge \kappa_{\theta}$ (similar to (41)) becomes an equality. Moreover, the family of pairs $(\xi_{\theta}, \kappa_{\theta})$ should necessarily be measurable with respect to $\theta$. The existence of such a family follows from the “three random variables lemma”; see [5].

Appendix B. Implicit function theorem

Let $U$ be an open domain in $\mathbb{R}^m \times \mathbb{R}^m$. Put $U_x = \{z|(x, z) \in U\}$ and let $\nabla_k$ be the derivative with respect to the $k$-th variable.

**Theorem B.1.** Let a continuous function $F : U \rightarrow \mathbb{R}^m$ satisfy the following conditions.

1) The Sobolev derivative

$$\nabla_z F(x, z) = \left(\frac{\partial}{\partial z_1} F(x, z), \ldots, \frac{\partial}{\partial z_m} F(x, z)\right)$$

exists in the domain $U$. 


There are a constant $\gamma \in (0, 1)$ and a nonsingular matrix $H$ such that the inequality
\begin{equation}
\| \nabla_z F(x, z) - H \| \leq \gamma \| H^{-1} \|^{-1}
\end{equation}
holds for all $x$ and almost everywhere with respect to $z$ such that $(x, z) \in U$.

The derivative $\nabla_x F(x, z)$ exists in the usual sense and moreover
\begin{equation}
\| \nabla_x F(x, z) \| \leq D
\end{equation}
for all $(x, z) \in U$.

Further let constants $\kappa > 0$ and $r > 0$ be such that
\begin{equation}
D \| H^{-1} \| \kappa \leq (1 - \gamma) r.
\end{equation}

Finally let $V_r = \{ z \mid \overline{B}_r(z) \subset U_x \}$. Then there exists a unique function $K : B_\kappa(x) \times V_r \to \mathbb{R}^m$ such that
\begin{equation}
F(y, K(y, z)) = F(x, z)
\end{equation}
for all $y \in B_\kappa(x)$ and $z \in V_r$.

Below we list some of the properties of the function $K$:

1. The Sobolev derivative $\nabla_z K(y, z)$ exists for all $y \in B_\kappa(x)$ and $z \in V_r$; moreover
\begin{equation}
\nabla_z K(y, z) = [\nabla_2 F(y, K(y, z))]^{-1} \nabla_z F(x, z).
\end{equation}

2. The function $K(y, z)$ satisfies the Lipshitz condition with respect to the variable $z$ for an arbitrary $y \in B_\kappa(x)$.

3. The following two-sided bound holds for all $y \in B_\kappa(x)$ and $z \in V_r$:
\begin{equation}
\left( \frac{1 - \gamma}{1 + \gamma} \right)^m \leq | \det \nabla_z K(y, z) | \leq \left( \frac{1 + \gamma}{1 - \gamma} \right)^m.
\end{equation}

The proof of Theorem B.1 is similar to that of Theorem 2.2.7 in [6]. Property (1) follows from the proof of Theorem B.1 while property (2) is derived from the boundedness of the derivative \eqref{eq:derivative-bound}. Bound \eqref{eq:spectral-radius-bound} is a corollary of \eqref{eq:gradient-bound}, \eqref{eq:derivative-bound}, and the inequality
\begin{equation}
| \det A | \leq \| A \|^m,
\end{equation}
where $A$ is an $m \times m$ matrix. The latter inequality is proved by reducing the matrix $A$ to the normal Jordan norm and by using the property of the spectral radius of a matrix (see, for example, Theorem 6.1.3 in [7]).
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