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Abstract. Two discrete Markov chains whose one-step transition probabilities are close to each other in the uniform total variation norm or in the $V$-norm are considered. The problem of stability of the transition probabilities for an arbitrary number of steps is investigated. The main assumption is either the uniform mixing or $V$-mixing condition. In particular, we prove that the uniform distance between the distributions of the chains after an arbitrary number of steps does not exceed $\varepsilon/(1 - \rho)$, where $\varepsilon$ is the uniform distance between the transition matrices and where $\rho$ is the uniform mixing coefficient. A number of general examples are considered. The proofs are based on the maximal coupling procedure that maximizes the one-step coupling probabilities.

1. Introduction


The main results of the theory of stability of stochastic models are given in the monograph by Zolotarev [28]. Some important achievements in the theory of stability are described in the book by Meyn and Tweedie [18].

The so-called coupling method was developed by several authors to study the asymptotic behavior of Markov processes. Based on the classical method of a common probability space, the coupling method proved its usefulness for many practical problems.

At present, the coupling method is a widely used tool for proving various limit theorems, for Markov processes for example. The idea of the coupling method was proposed by Doeblin [1] in the first half of the twentieth century.

The idea was essentially developed starting in the 1970s in papers by Nummelin [20, 21], Nummelin and Tuominen [22], Nummelin and Tweedie [23], Lindvall [16], Kovalenko and Kuznetsov [15] for essentially multidimensional queueing systems, and Ney [19] for renewal processes.

The main definitions and results of the coupling method are presented in the book by Lindvall [17] which became a classic textbook in this topic. The notion of an abstract coupling is introduced in [17], and different constructions are described. We mention a few such constructions: weak coupling, maximal coupling, Ornstein coupling, Mineka...
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coupling, etc. Another well-known book devoted to the coupling method was written by Thorisson [25].

The coupling method is used in the papers by Tuominen and Tweedie and Corcoran [26] and Tweedie [27].

A splitting technique is used by Meyn and Tweedie [18] along with the coupling method. The main idea of the splitting technique is close to that of the coupling method and is developed by Nummelin [20].

Many recent papers devoted to the stability and ergodicity of Markov chains use the coupling method as the main tool (see [10] and [2–6]). The so-called C-coupling can be described as follows. Choose a certain set \( C \), and assume that the chains develop independently outside \( C \). When entering \( C \), the chains are merged with probability \( \alpha \) and, with probability \( 1 - \alpha \), they are separated according to a certain distribution. This variant of the coupling method is studied by Thorisson [25].

We briefly describe the main results obtained in the papers [10] and [2–6]. Jarner and Roberts [10] extend the results of the fundamental paper by Tuominen and Tweedie [26] devoted to subgeometric ergodicity. The results of the paper [10] allow one to study subgeometric ergodicity (more precisely, polynomial ergodicity as in the paper [10]) by solving certain equations with the help of test functions.

The latter results by Jarner and Roberts [10] are generalized by Douc, Moulines, and Soulier [6]. The paper [6] is devoted to studies of the stability of homogeneous Markov chains in the uniform norm and in the \( f \)-norm. Under stability, we understand here the property that the transition probabilities over \( n \) steps are closed for Markov chains with the same transition probabilities but with different initial distributions. The main tool in [6] is the C-coupling method described above.


It is worth mentioning that all the papers mentioned above use the coupling method for merging two copies of a certain chain with different initial distributions. A modification of the C-coupling method is used in [8] for the first time to analyze the stability of different Markov chains. Under stability, we understand the distance between the transition probabilities over \( n \) steps for two different Markov chains if their transition probabilities are close to each other in a certain sense. The results of the paper [8] are generalized in [9] for the case of nonuniform ergodic Markov chains.

Some results concerning the coupling times for renewal processes used in the theorems on stability are presented in [14].

In the current paper, the coupling method is used to study the stability of distributions of discrete Markov chains under small perturbations of the one-step transition probabilities. We prove the stability for transition probabilities for an arbitrary number of steps.

The defining property of the maximal coupling is that, at each one-step transition time, the chains evolve pasted together with a maximal probability \( \alpha \) being equal to the weight of the maximal common component of the corresponding distribution of transitions and the distribution of the joint evolution. The distribution of the joint evolution is determined by the common component mentioned above; the chains evolve independently of each other with probability \( 1 - \alpha \).

The first part of the paper contains the statements of the results and some general examples of applications.
Corollary 1. If all the assumptions of Theorem (5) uniformly mixing condition (1) probability space, respectively, and let \( X = (X_n, n \geq 0) \) be a Markov chain defined in this space. Denote by \( P \) the one-step transition probabilities and by \( X_0 = i \) the initial condition. The similar notation \( P'_i \) and \( E'_i \) is used for the Markov chain \( X' = (X'_n, n \geq 0) \) with the matrix of one-step transition probabilities \( P' \).

In what follows, the sum without an index of summation or without upper bound for the summation is understood as the summation over all elements of the space \( E \). If \( Q = (Q_{ij}) \) is a matrix, then \( Q^{(n)} \) stands for its \( n \)-th power, while \( Q_1. = (Q_{ij}, j \in E) \) denotes the \( i \)-th row of the matrix \( Q \). The symbol \( x^\pm \) stands for the positive and negative parts of a number \( x \), and let \( \delta_{ij} = 1_{i=j} \) be the Kronecker symbol.

2.1. Uniform stability. Denote by \( \|\mu\| = \sum_j |\mu_j| \) the full variation norm in the space of summable sequences
\[
l_1(E) = \{\mu = (\mu_j, j \in E) : \|\mu\| < \infty\}
\]
and let \( \mu Q_j = \sum_i \mu_i Q_{ij} \) be the product of the measure \( \mu \) and matrix \( Q \).

The property of uniform stability over one step is that the transition matrices \( P \) and \( P' \) become closer in the uniform metrics, namely
\[
\exists \varepsilon \in (0, 1): \quad r(P, P') \equiv \frac{1}{2} \sup_i \|P_i - P'_i\| \leq \varepsilon.
\]
Note that the latter condition is equivalent to the inequality \( \|\mu P - \mu P'\| \leq 2\varepsilon \|\mu\| \) for all measures \( \mu \).

In what follows, we assume, for a scheme of series, that \( P' \to P \) as \( \varepsilon \to 0 \). Note nevertheless that the results below are stated in the form of certain inequalities and thus can be used in the cases where \( \varepsilon > 0 \) is fixed.

The condition of uniform mixing means that the cross-mixing coefficient is separated from the unity, namely
\[
\exists \rho \in (0, 1): \quad \rho(P, P') \equiv \frac{1}{2} \sup_{i \neq k} \|P_i - P'_k\| \leq \rho.
\]

Remark 1. Condition (2) holds for sufficiently small \( \varepsilon \) if and only if \( P \) satisfies the usual uniform mixing condition \( \rho(P, P) \leq \rho_0 < 1 \), since \( |\rho(P', P) - \rho(P, P)| \leq r(P, P') \) and \( \rho(P, P') \leq \rho_0 + \varepsilon < 1 \) for sufficiently small \( \varepsilon > 0 \). In turn, the latter condition is equivalent to the operator contraction inequality
\[
\|\mu P\| \leq \rho_0 \|\mu\|, \quad \forall \mu \in l_1^0(E) \equiv l_1(E) \cap \{\mu : \mu(E) = 0\}.
\]

Theorem 1. Let condition (1) of one-step stability hold. If condition (2) of uniform mixing is satisfied and \( \varepsilon < 1 - \rho \), then
\[
\sup_{B \subseteq E} |P_i(X_n \in B) - P'_i(X'_n \in B)| \leq \varepsilon \frac{1 - \rho^n}{1 - \rho} < \frac{\varepsilon}{1 - \rho}
\]
for all \( n \geq 1 \) and uniformly with respect to \( i \in E \).

Corollary 1. If all the assumptions of Theorem (1) hold, then
\[
\sup_{i, k} \sup_{B \subseteq E} |P_i(X_n \in B) - P'_k(X'_n \in B)| \leq \rho^n + \varepsilon \frac{1 - \rho^n}{1 - \rho}
\]
for all \( n \geq 1 \).
Corollary 2. If all the assumptions of Theorem 1 hold, then the Markov chains \( X \) and \( X' \) are ergodic with invariant and limit measures \( \pi \) and \( \pi' \), respectively. Moreover
\[
\sup_{B \in \mathcal{E}} \left| \pi(B) - \pi'(B) \right| \leq \frac{\varepsilon}{1 - \rho}.
\]

The following result provides an estimate for the stability in terms of a somewhat sharper index.

Theorem 2. Let the matrices \( h \) and \( T \) be given below by equalities (30) and (35), respectively, in the definition of a coupling chain. Assume that the chain \( X \) has an invariant measure \( \pi \). If the condition of minimal mixing
\[
\forall i, k \in E: \lim_{n \to \infty} T^{(n)}1_{ik} = 0
\]
holds, then
\[
\sup_{B \in \mathcal{E}} \left| P'_\pi(X_n' \in B) - \pi(B) \right| \leq \sup_{B \in \mathcal{E}} \sum_i \pi_i \left| P_i(X_n \in B) - P'_i(X_n' \in B) \right| \leq \varepsilon T
\]
for all \( n \geq 1 \), where
\[
\varepsilon T \equiv \pi h(I - T)^{-1} 1.
\]
If all assumptions of Theorem 1 hold, then relation (7) is satisfied. Moreover condition (8) implies that
\[
\sup_{B \in \mathcal{E}} \left| \pi(B) - \pi'(B) \right| \leq \varepsilon T \leq \frac{\varepsilon}{1 - \rho}.
\]

Remark 2. Condition (2) means that the coupling occurs almost surely irrespective of the initial state. The number \( \varepsilon T \) defined by relation (9) is equal to the average time until the coupling occurs provided that the one-step decoupling occurs. According to property (1), one can expect that \( \varepsilon T \) is small. If \( \varepsilon T \) is finite, then inequality (8) holds. On the other hand, (8) implies that \( \varepsilon T \) is finite.

Example 1. Let \( E = \{1, 2\} \), \( P_{12} = \alpha_1 \), \( P_{21} = \alpha_2 \), \( \alpha_i \in (0, 1) \), and \( P'_{12} = \alpha_1 - \varepsilon d_1 \), \( P'_{21} = \alpha_2 - \varepsilon d_2 \). Condition (1) is equivalent to \( |d_i| \leq 1 \). With accuracy \( O(\varepsilon^2) \), inequality (6) can be rewritten as
\[
\varepsilon(d_2\alpha_1 - d_1\alpha_2) \leq \frac{\varepsilon}{(\alpha_1 + \alpha_2)^2} \leq \frac{\varepsilon}{1 - |1 - \alpha_1 - \alpha_2|}.
\]

Estimate (6) is precise for this example if considered with respect to the order of magnitude of \( \varepsilon \) (the first order of magnitude for the case under consideration). Moreover, if \( \alpha_1 + \alpha_2 \leq 1 \), then the constant on the right hand side of the latter inequality is equal to \( 1/(\alpha_1 + \alpha_2) \). This is the value of the left hand side if \( d_1 = -1 \) and \( d_2 = 1 \). Thus the constant on the right hand side of (6) is precise for this particular example.

On the other hand, if \( \alpha_1 + \alpha_2 > 1 \), then the relative error in the constant can be arbitrarily large as \( \alpha_1 + \alpha_2 \uparrow 2 \). This reflects the fact that inequality (6) for limit probabilities is a corollary of the stability of prelimit probabilities (1). The latter property (1) fails for the transition matrix \( P_{ij} = 1 - \delta_{ij} \) if \( \alpha_1 + \alpha_2 = 2 \) in view of the periodicity. Indeed, consider the perturbation \( P'_{12} = 1 - \varepsilon < 1 \). Then
\[
\sup_{n > 0} \left( P_{11}^{(2n)} - P'_{11}^{(2n)} \right) = \sup_{n > 0} \left( 1 - \frac{1 + (1 - \varepsilon)^{2n+1}}{2 - \varepsilon} \right) = \frac{1 - \varepsilon}{2 - \varepsilon}
\]
and the right hand side does not approach zero as \( \varepsilon \to 0 \) in contrast to the one step transition probabilities.

Therefore the errors in the constant are explained by the method of the proof where the mixing coefficient has been used in a nonoptimal way to estimate the stability of the
2.2. \( V \) for all \( i \) is small (see [11, p. 1]).

**Remark.** Limit probabilities. More accurate analytic methods to estimate the stability for this case are discussed in [11].

**Example 2.** Let the chains \( X \) and \( X' \) satisfy the Kolmogorov condition: there exist \( o \in E, m \geq 1, \) and \( d > 0 \) such that \( P^{(m)}_{io} \geq d \) and \( P'^{(m)}_{io} \geq d \) for all \( i \in E \). Then

\[
\sup_{n \geq 1} \sup_{i, B \subseteq E} \sup_{B' \subseteq E} |P_i(X_n \in B) - P'_i(X'_n \in B)| \leq \frac{\varepsilon m}{d} + \varepsilon(m - 1).
\]

Let the chains \( X \) and \( X' \) satisfy the Kolmogorov condition: there exist \( o \in E, m \geq 1, \) and \( d > 0 \) such that \( P^{(m)}_{io} \geq d \) and \( P'^{(m)}_{io} \geq d \) for all \( i \in E \). Then

\[
\sup_{n \geq 1} \sup_{i, B \subseteq E} \sup_{B' \subseteq E} |P_i(X_n \in B) - P'_i(X'_n \in B)| \leq \frac{\varepsilon m}{d} + \varepsilon(m - 1).
\]

**2.2. V-stability.** Let \( V = (V_j, j \in E) \) be a positive test function (we do not assume that \( V \) is bounded). In what follows, we assume that

\[
V_i \geq 1, \quad \sum_j P_{ij} V_j < \infty, \quad \sum_j P'_{ij} V_j < \infty, \quad i \in E.
\]

The one-step \( V \)-stability condition means that the operator norm

\[
\varepsilon_V > 0: \|P - P'\|_V \equiv \sup_i V_i^{-1} \sum_j |P_{ij} - P'_{ij}| V_j \leq \varepsilon_V
\]

is small (see [11, p. 1]). Instead of the uniform mixing condition, we use the strong mixing condition expressed in terms of the function \( V \) as

\[
\varepsilon_V > 0: \|P - P'\|_V \equiv \sup_i V_i^{-1} \sum_j |P_{ij} - P'_{ij}| V_j \leq \rho_V(V_i + V_k), \quad \forall i \neq k \in E.
\]

**Remark 4.** In general, condition (12) does not follow from (11), and (13) does not follow from (2). Nevertheless, these two sets of conditions are equivalent if \( V \equiv 1 \). Moreover, Remark 1 also holds in the case under consideration; namely if \( \varepsilon_V > 0 \) is small, then one can impose condition (13) on the matrix \( P \) only.

**Theorem 3.** Let condition (12) of the one-step \( V \)-stability and strong mixing condition (13) hold. Then

\[
\sup_{|f| \leq V} \left| E_i f(X_n) - E'_i f(X'_n) \right| \leq \varepsilon_V K^{(n)}_i \frac{1 - \rho_V}{1 - \rho_V}
\]

for all \( i \in E \) and \( n \geq 1 \), where

\[
K^{(n)}_i = \sup_{i \leq n} E_i V(X_i).
\]

**Remark 5.** Assumption (11) implies that the left hand side of (14) does not exceed a half of the left (right, as well) hand side of (13).

**Example 3.** There exist finite Markov chains for which the uniform mixing condition (11) fails but the strong mixing condition (13) holds if a test function \( V \) is chosen appropriately. Let, for example, a chain have the phase space \( E = \{0, 1, 2\} \) and transition matrix

\[
P = \begin{pmatrix}
0 & 1 & 0 \\
\alpha & \beta & \gamma \\
1 & 0 & 0
\end{pmatrix}.
\]

Then \( r(P, P) = 1 \). On the other hand, if \( V = (1, 1, v) \), where a constant \( v \) belongs to the interval \((1, 1 + 2\beta/\gamma)\), then condition (13) holds with \( P' = P \).
Corollary 3. Assume that a chain $X$ with a transition matrix $P$ is such that there exist a set of states $O \subset E$ and constant $\rho_O < 1$ for which

$$
\sum_{j \in O} P_{ij} V_j + \sum_{j \notin O} P_{ij} V_j \leq \rho_O V_i, \quad \forall i \notin O, \ V_i \geq 1, \ i \in E, \tag{16}
$$

$$
\sum_j |P_{ij} - P_{kj}| V_j \leq \rho_O (V_i + V_k), \quad \forall i \in E, \ k \in O, \ i \neq k, \tag{17}
$$

for some test function $V = (V_j, j \in O \cup \overline{O})$.

If condition $[12]$ of the one-step $V$-stability holds and if $\varepsilon_V < 1 - \rho_O$, then, for all $i \in E$ and $n \geq 1$,

$$
\sup_{|f| \leq V} \left| E_i f(X_n) - E'_i f(X'_n) \right| \leq \frac{\varepsilon_V K^{(n)}_i}{1 - \rho_O - \varepsilon_V}, \tag{18}
$$

where

$$
K^{(n)}_i = \sup_{t < n} E_i V(X_t) \leq \max \left( V_i, \sup_{i \in O} \sum_j P_{ij} \frac{V_j}{1 - \rho_O} \right). \tag{19}
$$

Remark 6. Inequalities $(16)$ become equalities if $E = \mathbb{Z}_+$ and if

$$
V_i = \begin{cases} 
E_i v^{\theta_0}, & i \notin O, \\
1, & i \in O,
\end{cases}
$$

for some $v > 1$, where $\theta_0$ is the first passage time, $\theta_0 = \inf(n \geq 1: X_n \in O)$ (we assume that $V_i$ is finite).

Put $\rho_O = v^{-1}$. In general, conditions $(16)$ and $(17)$ are written in a form that is convenient for checking them by applying the following two-step procedure. First, we fix the values $(V_i, i \in O)$ on the left hand side of $(16)$ and solve this system of inequalities with respect to $(V_i, i \notin O)$. This can be done, for example, by using the first passage times for the set $O$. Second, we check inequalities $(17)$ as explained in the following example.

Example 4. We find some sufficient conditions for the assumptions of Corollary 3 in the case where $E = \mathbb{Z}_+$ and $O = \{0\}$.

Let $X$ be a random walk with majorized jumps,

$$
\exists \beta > 1 : \sup_{i \neq 0} \sum_j P_{ij} (\beta^{j-1} + (i - j)^+) < \infty. \tag{20}
$$

We do not assume at the moment that $X$ is spatially homogeneous. One can expect that the first passage time

$$
\theta_0 = \inf(n \geq 1: X_n = 0)
$$

possesses the geometrical moment, that is, $V_i(u) = E_i u^{\theta_0} < \infty$ for some $u > 1$. The function $V_i(u)$ is such that $V_i(u) u^{-1} = P_{i0} + \sum_{j \neq 0} P_{ij} V_j(u)$, $i \neq 0$. If we further assume that the chain is spatially homogeneous and continuous from below, then $V_i(u) = v^i$, $i \neq 0$, where $v = E_i u^{\tau_{i0}}$ and where the first times $\tau_{i,i-1}$ when the chain reaches the states $i - 1$ from the state $i$ are independent and identically distributed. Note that

$$
\theta_0 = \sum_{i=1}^{X_0} \tau_{i,i-1}.
$$
Thus the function \( V = (V_i = v^i, i \neq 0) \) is such that condition (16) of Corollary 3 holds with the constant \( \rho_O = u^{-1} < 1 \). Then we derive from (16) that \( \sum_j P_{ij} V_j \leq \rho_O V_i \) for all \( i \neq 0 \) if \( V_0 = 1 \).

All the above assumptions are covered by the following one:

(21) \[ \exists \beta_0 > 1: \sup_{i \neq 0} \beta_0^{-1} \sum_j P_{ij} \beta_0^j < 1. \]

Condition (21) follows from (20) if

(22) \[ \sup_{i \neq 0} \Delta_i < 0, \text{ where } \Delta_i \equiv \sum_j (j - i) P_{ij} \]

(see [11][12]).

Since the expression in (21) is convex with respect to \( \beta_0 \), inequalities (21) hold for the function \( V = (v^i, i \geq 0) \) for all \( v \in (1, \beta_0] \).

Finally, we assume that at the moment when the chain \( X \) leaves the state \( i \neq 0 \), it has a positive drift to 0 with a positive speed or that the distribution of the exit from the state couples with the distribution of the exit time from 0, namely

(23) \[ \sup_{i \neq 0} \min \left( \Delta_i + \Delta_0, \sum_j |P_{ij} - P_{0j}| - 2 \right) < 0. \]

Conditions (20), (21), (22), and (23) imply that all the assumptions of Corollary 3 hold and that

(24) \[ \rho_i(v) \equiv (1 + v^i)^{-1} \sum_j |P_{ij} - P_{0j}| v^j \leq \rho_v, \quad i \neq 0, \]

for all sufficiently small \( v - 1 > 0 \) and some \( \rho_v < 1 \).

This proves the stability (13).

In particular, the conditions mentioned above hold for a spatially homogeneous birth and death chain with a “soft” reflection, where \( P_{00} = q \) and \( P_{01} = p = 1 - q \) for \( q > 2/3 \). This observation follows by \( \Delta_i + \Delta_0 = 2p - q < 0, i > 2 \).

Otherwise, in the case of a “strong” reflection, where \( P_{00} = 0, P_{01} = 1, q \in (0,1), \) condition (23) fails, since \( \Delta_i + \Delta_0 = p - q + 1 > 0 \). Obvious reasoning shows that condition (23) is equivalent to condition (13) of Theorem 3 for each of the cases discussed above.

2.3. The stability of finite-dimensional distributions. The inequalities given above are related to the stability of one-dimensional marginal distributions \( P_t(X_n \in B) \). It is not possible to extend this class essentially and to preserve the stability in the general case. Indeed, let \( P \) and \( P' \) be different transition matrices of irreducible chains with the uniform mixing. Consider the random events

\[
A_{ij} = \left\{ \lim_{n \to \infty} n^{-1} \sum_{t<n} 1_{\{X_t = j\}} = P_{ij} \right\}.
\]

The events \( A'_{ij} \) are defined similarly to \( A_{ij} \) but with \( X'_t \) in place of \( X_t \). Then \( P_t(A_{ij}) = 1 \) and \( P'_t(A'_{ij}) = 0 \) if \( P_{ij} \neq P'_{ij} \).

This shows that one cannot obtain the stability of probabilities for all events \( A \in \sigma[X_t, t \geq 1] \) under small perturbations (1) without imposing additional restrictions.

Introduce the \( \sigma \)-algebras \( \mathcal{F}_n = \sigma[X_t, t \leq n] \) and \( \mathcal{G}_n = \sigma[X'_t, t \leq n] \) in the spaces where the chains \( X \) and \( X' \) live.
Let an \((\mathcal{F}_t)\)-stopping time \(\theta\) and \(\mathcal{F}_\theta\)-measurable random variable \(\varphi\) be defined by nonrandom sets \(B_n \subset E^n\) and functions \(\varphi_n : E^n \to \mathbb{R}\) such that
\[
\{\theta = n\} = \{(X_1, \ldots, X_n) \in B_n\}, \quad \varphi 1_{\{\theta = n\}} = \varphi_n(X_1, \ldots, X_n).
\]

**Definition.** We say that a pair \((\theta', \varphi')\), where \(\theta'\) is an \((\mathcal{F}_t')\)-stopping time and \(\varphi'\) is an \(\mathcal{F}_\theta'\)-measurable random variable, is related to a pair \((\theta, \varphi)\) if the random events \(\{\theta' = n\}\) and random variables \(\varphi' 1_{\{\theta' = n\}}\) are defined by the same sets \(B_n\) and functions \(\varphi_n\) as those involved in (25). Respectively, we say that a pair \((\theta', A')\), where \(\theta'\) is an \((\mathcal{F}_t')\)-stopping time and \(A'\) is a random event such that \(A' \in \mathcal{F}_\theta'\), is related to a pair \((\theta, A)\) if the pair \((\theta', 1_{A'})\) is related to the pair \((\theta, 1_A)\).

**Theorem 4.** Assume that condition (11) of the one-step stability holds. We further assume that \(\theta \geq 1\) is an integrable \((\mathcal{F}_t)\)-stopping time, the constants \(\alpha, \beta \geq 1\) are such that \(1/\alpha + 1/\beta = 1\), and that \(\varphi\) is a nonnegative \(\mathcal{F}_\theta\)-measurable random variable such that \(\varphi \in L_\alpha(P_i)\). If a pair \((\theta', \varphi')\), where \(\theta'\) is an \((\mathcal{F}_t')\)-stopping time and \(\varphi'\) is an \(\mathcal{F}_\theta'\)-measurable random variable, is related to a pair \((\theta, \varphi)\), then
\[
|E_i \varphi - E_i' \varphi'| \leq (\varepsilon E_i \theta)^{1/\beta} K_i^{(\alpha)}(\varphi),
\]
where
\[
K_i^{(\alpha)}(\varphi) = \left(\max(E_i \varphi, E_i' \varphi')\right)^{1/\alpha}.
\]

**Corollary 4.** Assume that condition (11) of the one-step stability holds. We further assume that \(\theta \geq 1\) is an integrable \((\mathcal{F}_t)\)-stopping time and \(A\) is a random event such that \(A \in \mathcal{F}_\theta\). If a pair \((\theta', A')\), where \(\theta'\) is an \((\mathcal{F}_t')\)-stopping time and \(A'\) is a random event such that \(A' \in \mathcal{F}_\theta'\), is related to a pair \((\theta, A)\), then
\[
|P_i(A) - P_i'(A')| \leq \varepsilon E_i \theta.
\]

**Example 5.** Assume that the stability condition (11) holds, \(o \in E\) is an absorbing state for the chains \(X\) and \(X'\), and \(\theta\) is a stopping time such that \(\theta = \inf(t \geq 1 : X_t = o)\). Then inequality (27) holds for all \(A \in \mathcal{F}_\infty\) and all corresponding \(A' \in \mathcal{F}'_\infty\).

**Example 6.** If condition (11) holds with \(A \in \mathcal{F}_m\) and with a corresponding random event \(A' \in \mathcal{F}'_m\), then
\[
|P_i(A) - P_i'(A')| \leq \varepsilon m.
\]

3. THE MAXIMAL COUPLING OF CHAINS

Let \(D = \{0, 1\}\). We introduce the one-step transition probabilities and the trajectories of the coupling Markov chain \(\overline{X}\) whose states are
\[
\overline{X}_n = (X_n, X'_n, d_n) \in E \times E \times D
\]
in such a way that its coordinates \(X_n\) and \(X'_n\) are Markov chains with transition matrices \(P\) and \(P'\), respectively, and have the maximal probability for the coupling
\[
\{X_n = X'_n\}.
\]

The conditional probabilities and conditional expectations for such a chain given \(\overline{X}_0 = (i, k, d)\) are denoted by \(P_{ikd}\) and \(E_{ikd}\), respectively.

In the definitions given below, there could appear a distribution \(\{a_j/a\}\) in \(E\) for the case of \(a = 0\). To avoid ambiguity, we agree that the distribution in this case coincides with a fixed distribution, say \(\delta_{oj}, j \in E\). This choice does not influence the result, since \(a = \sum a_j\), which means that the corresponding random events do not occur almost surely.

Let the initial state be denoted by \(\overline{X}_0 = (i, k, \delta_{ik})\).
3.1. The one-step decoupling. We introduce a substochastic matrix $Q = (Q_{ij})$ and vector of weights by

$$Q_{ij} = \min(P_{ij}, P'_{ij}), \quad q_i = \sum_j Q_{ij}. \tag{28}$$

Consider the substochastic matrices

$$R = (R_{ij}) = P - Q, \quad R' = (R'_{ij}) = P' - Q, \tag{29}$$

and the substochastic matrices

$$R_{ij} = (P_{ij} - P'_{ij})^+, \quad R'_{ij} = (P'_{ij} - P_{ij})^+. \tag{30}$$

Recall the equality $x = \min(x, y) + (x - y)^+$. We also introduce the substochastic $E \times E^2$ matrix with the entries

$$h_{i,j,l} = \frac{R_{ij}R'_{il}}{1 - q_i}, \quad i, j, l \in E. \tag{31}$$

Then we choose the one-step transition probabilities for the chain $X$ from the states with $d_0 = 1$:

$$P_{i11}(X_1 = (j, l, 1)) = Q_{ij}\delta_{jl}, \quad j, l \in E, \tag{32}$$

$$P_{i11}(X_1 = (j, l, 0)) = h_{i,j,l}, \quad j, l \in E. \tag{33}$$

A simple algebra shows that

$$P_{i11}(X_1 = j, X_1' \in E, d_1 \in D) = P_{ij} = P_i(X_1 = j), \tag{34}$$

$$P_{i11}(X_1 \in E, X_1' = l, d_1 \in D) = P'_{il} = P_i(X_1' = l),$$

that is, the marginal transition probabilities for the coordinates $X_1$ and $X_1'$ are defined by the matrices $P$ and $P'$, respectively. Moreover, definition (30) implies that $h_{i,j,j} = 0$, which in turn results in the equality for events $\{d_1 = 1\} = \{X_1 = X_1'\}$.

3.2. The one-step coupling. For $i \neq k$, we define the substochastic matrices and vector of weights by

$$g_{ik,j} = \min(P_{ij}, P'_{kj}), \quad g_{ik} = \sum_j g_{ik,j}, \tag{35}$$

$$S_{ik,j} = P_{ij} - g_{ik,j} = (P_{ij} - P'_{kj})^+, \quad S'_{ik,l} = P'_{kl} - g_{ik,l} = (P'_{kl} - P_{il})^+. \tag{36}$$

Further, introduce the $E^2 \times E^2$ substochastic matrix

$$T_{ik,j,l} = \frac{S_{ik,j}S'_{ik,l}}{1 - q_{ik}}. \tag{37}$$

For $d_0 = 0$, $i \neq k$, we choose

$$P_{ik0}(X_1 = (j, l, 1)) = g_{ik,j}\delta_{jl}, \tag{38}$$

$$P_{ik0}(X_1 = (j, l, 0)) = T_{ik,j,l}. \tag{39}$$

As above, the summation proves that

$$P_{ik0}(X_1 = j, X_1' \in E, d_1 \in D) = P_{ij} = P_i(X_1 = j), \tag{40}$$

$$P_{ik0}(X_1 \in E, X_1' = l, d_1 \in D) = P'_{kl} = P_k(X_1' = l).$$

Then definition (34) implies that $T_{ik,j,j} = 0$, which in turn results in the equality for events $\{d_1 = 1\} = \{X_1 = X_1'\}$. 
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3.3. The construction of trajectories. By \( \mathscr{P} \) we denote a countable family of discrete distributions on \( E \). The distributions of \( \mathscr{P} \) are described by (31), (32), (36), and (37).

Consider a sequence of jointly independent random variables

\[
\mathcal{C} = \bigcup_{n \geq 1} \mathcal{C}_n,
\]

where the set

\[
\mathcal{C}_n = \{ (\chi^n_i, \mathcal{Z}^n_{ik}, i, k \in E), (\lambda_n(p), \lambda'_n(p), p \in \mathscr{P}) \}
\]

contains jointly independent random variables such that

\[
\begin{align*}
\chi^n_i, \mathcal{Z}^n_{ik} & \in \{0, 1\}, & P(\chi^n_i = 1) &= q_i, & P(\mathcal{Z}^n_{ik} = 1) &= q_{ik}, \\
P(\lambda_n(p) = j) &= P(\lambda'_n(p) = j) = p_j, & j \in E.
\end{align*}
\]

We choose the initial state as follows: \( \bar{X}_0 = (X_0, X'_0, d_0) = (i, k, \delta_{ik}), i, k \in E \). Then we use induction for \( n \geq 1 \):

1. On the set \( \{X_{n-1} = i, X'_n = i, d_{n-1} = 1\} \), we choose

\[
Y_n = \lambda_n(Q_i, \cdot / q_i),
\]

\[
X_n = \chi^n_i Y_n + (1 - \chi^n_i)\lambda_n(R_i, \cdot / (1 - q_i)),
\]

\[
X'_n = \chi^n_i Y_n + (1 - \chi^n_i)\lambda'_n(S'_i, \cdot / (1 - q_i)),
\]

\[
d_n = \chi^n_i = 1_{\{X_n = X'_n\}}.
\]

This definition implies that the sequence \( \bar{X} \) satisfies a recurrence equation

\[
\bar{X}_n = f(\bar{X}_{n-1}, \mathcal{C}_n)
\]

with a nonrandom function \( f \). Since the random variables of the family \( \mathcal{C} \) are independent for different \( n \), we derive that the sequence \( \bar{X} \) possesses the Markov property. Further, the chain \( \bar{X} \) is time homogeneous, since the vectors \( \mathcal{C}_n \) are identically distributed. Finally, we conclude that equalities (31), (32), (36), and (37) coincide by definition with the one-step transition probabilities in (41) and (42).

Taking into account relations (33) and (38) and using induction, we prove that

\[
P_{ikd}(X_n = j, X'_n \in E, d_n \in D) = P_{ij}^{(n)} = P_i(X_n = j),
\]

\[
P_{ikd}(X_n \in E, X'_n = l, d_n \in D) = P_{kl}^{(n)} = P_k(X'_n = l),
\]

(43)

\[
P_{ikd}(\{X_n = X'_n \} \Delta \{d_n = 1\}) = 0
\]

for all \( n \geq 1, i, k, j, l \in E \) and \( d = \delta_{ik} \).

As a result we obtain the following assertion.

Remark 7. The sequence \( \bar{X} = (X_n, X'_n) \in E^2 \) is a Markov chain belonging to the family of chains \( \bar{Y} = (Y_n, Y'_n) \) such that

\[
P(Y_1 = j | \bar{Y}_0 = (i, k)) = P_{ij}, \quad P(Y'_1 = l | \bar{Y}_0 = (i, k)) = P_{kl}.'
\]
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The maximal property of $\tilde{X}$ is that
\begin{equation}
\mathbb{P}(Y_1 = Y_1') \leq \mathbb{P}(X_1 = X_1')
\end{equation}
for equal initial probabilities $\mathbb{P}(\tilde{Y}_0 = (i,k)) = \mathbb{P}(\tilde{X}_0 = (i,k))$.
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