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RANDOM FUNCTIONS. I
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O. I. PONOMARENKO

Abstract. We study representations of both scalar and vector random functions
defined on a set $T$ in the form of either infinite or finite sums whose terms are scalar
functions on $T$ with random coefficients. The assumptions imposed on the set $T$
and on properties of random functions are rather general. In particular, we consider
the cases where $T$ is a compact topological space, measurable space with positive
measure, or an arbitrary nonempty set. Various examples of such representations are
given for specific random functions assuming values in Hilbert spaces. The Karhunen–
Loeve type representations are considered in part I of the paper. More general basis
type representations are studied in part II.

1. Introduction

A representation of a second order random function defined on a set $T$ that is written
in the form of either a finite or infinite series whose terms are scalar functions on $T$
and whose coefficients are random variables is called a discrete representation. From
the point of view of applications, the most important are the representations whose
coefficients are orthogonal random variables if such a representation is unique for a given
random function.

Several representations of such type become classical in the modern theory of second
order stochastic processes and random fields. The Karhunen–Loeve representation of
scalar stochastic processes defined in an interval belongs to this type of representations
(see [1]–[5]) and is based on a representation of the correlation kernel of the process
in terms of eigen-functions of the corresponding integral operator known as the Mercer
theorem in the theory of integral equations; see [6]. The Kotel’nikov–Shannon type
representations [2], various basis type representations related to expansions of functions
involved in factorization decompositions of correlation kernels of random functions in the
appropriate function spaces, as well as those corresponding to expansions of a random
function with respect to a specific basis (see [5, 7]) are also of this type of representations.

In general, discrete representations is a tool of a constructive description of random
functions which is important for their modelling [3].

The aim of this paper is to show that the discrete representations of second order
random functions mentioned above are valid for a wider class of random functions and
for a wider class of their arguments. The Karhunen–Loeve type representations are
extended in Section 2 to the class of one-dimensional and multi-dimensional random
functions assuming values in Hilbert spaces in the case where their arguments belong to
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a compact set of a topological spaces. Section 3 is devoted to more general basis type
representations of random functions related to various factorization bilinear expansions
of positive definite kernels known in function analysis (see \[8\, 9\]). In particular, we use
those expansions that are based on some results in harmonic analysis in abstract groups,
semigroups, etc. concerning the Hilbert–Schmidt operators. This approach allows us to
obtain discrete representations of second order random functions under rather general
assumptions imposed on the set of arguments of a random function. Following this
approach, we link properties of random functions with those of terms of the corresponding
representations.

Below we exhibit several examples of how to apply general results for obtaining some
important discrete representations of basic stochastic processes and random fields assum-
ing values in Hilbert spaces. In particular, we study stochastic processes and random
fields that are spectral nonexpandable from the point of view of the general theory of
stationary stochastic processes on Abel involutive semigroups (see \[10\]).

2. Karhunen–Loeve type discrete representations

2.1. First we consider representations of one-dimensional second order random functions
on compact spaces.

Let \(\xi(t), \ t \in T\), be a complex valued second order random function defined in a
probability space \((\Omega, \mathcal{F}, \mathbb{P})\), \(\xi(t) \in L_2(\Omega) = L_2(\Omega, \mathcal{F}, \mathbb{P})\) (that is, \(E|\xi(t)|^2 < \infty\) for all
\(t \in T\), where \(T\) is an arbitrary nonempty set. Denote by \(m(t), t \in T\), the mean function
of \(\xi(t)\),

\[
m(t) = E \xi(t), \quad t \in T,
\]

and by \(k(t, s), t, s \in T\), the correlation kernel of the random function \(\xi(t)\),

\[
k(t, s) = E \xi(t)\overline{\xi(s)}, \quad t, s \in T.
\]  

(2.1)

The necessary and sufficient condition that a complex function of the two arguments,

\[
k(t, s), \quad t, s \in T,
\]
is a correlation kernel of a random function \(\xi(t), t \in T\), is that \(k(t, s)\) is positive definite.
If \(k(t, s)\) is a positive definite kernel and a function \(m(t)\) is given, then there exists a
Gaussian random function \(\xi(t), t \in T\), for which \(k(t, s)\) is the correlation kernel and \(m(t)\)
is the mean function (see \[1\,–\,3\]).

Let \(\{\xi(t), t \in T\}\) be a set of random variables. Denote by \(L_2(\xi)\) the closure in \(L_2(\Omega)\)
of the linear span of \(\{\xi(t), t \in T\}\). Then \(L_2(\xi)\) is called the space of values of the random
function \(\xi(t)\).

Let \(T\) be a compact topological space, let \(\mathcal{B} = \mathcal{B}(T)\) be the \(\sigma\)-algebra of Borel sets in
the space \(T\), and let \(\xi(t), t \in T\), be a mean square continuous random function on the
space \(T\). Then the correlation kernel \(k(t, s)\) of the random function \(\xi(t)\) is continuous in
the topological product \(T \times T\). The criteria of the continuity of \(\xi(t)\) expressed in terms of
the correlation kernel is that \(\text{Re} k(t, s)\) is continuous on the diagonal of the square \(T \times T\)
(see \[1\,–\,3, 8\]).

Denote by \(\mu\) a \(\sigma\)-additive nonnegative finite measure in \(\mathcal{B}(T)\) such that \(\mu(V) > 0\) for
all open sets \(V, V \subset T\). If \(T\) is a compact set in a local compact group \(G\), then the
restriction of the Haar measure in \(G\) is often taken for \(\mu\). For the cases, where \(G\) is the
\(n\)-dimensional Euclidean space, that is, where \(G = \mathbb{R}^n\), the Lebesgue measure in \(T\) is
taken as the measure \(\mu\).
Consider the integral operator $K$ generated by the kernel $k(t, s)$. This operator acts in the space of functions $\varphi(t)$ belonging to $L_2(T, \mathcal{B}, \mu)$ as follows:

$$K\varphi(t) = \int_T k(t, s)\varphi(s) \mu(ds), \quad t \in T. \tag{2.2}$$

Note that this operator is completely continuous, selfadjoint, and positive.

Let $\{\varphi_j(t)\}, \ j \in J$, be a complete orthonormal system of eigenfunctions of the operator $K$. Let $\{\varphi_j(t)\}$ correspond to the system of eigenvalues $\{\lambda_j\}$, $\lambda_j > 0$, of the operator $K$, that is,

$$K\varphi_j(t) = \lambda_j \varphi_j(t), \quad j \in J. \tag{2.3}$$

Equality (2.5) is called the bilinear representation of the kernel $K$. If the set $J$ is infinite, then the series in (2.5) converges absolutely and uniformly in $T \times T$ and the functions $\varphi_j(t)$ are $\omega$-independent in the Kreĭn sense. The latter notion means that if

$$\sum_{j \in J} c_j \varphi_j(t) = 0, \quad t \in T, \quad \sum_{j \in J} |c_j|^2 < \infty, \quad c_j \in \mathbb{C}, \tag{2.6}$$

then $c_j = 0$ for all $j$ (here the symbol $\mathbb{C}$ stands for the set of complex numbers). Moreover, every series $\sum_{j \in J} c_j \sqrt{\lambda_j} \varphi_j(t)$ uniformly converges if the coefficients $c_j, \ j \in J$, satisfy the second condition in (2.6). Different measures $\mu$ in the definition (2.2) of the operator $K$ correspond to different systems of $\omega$-independent functions $\{\varphi_j(t)\}, \ j \in J$. Every system $\{\varphi_j(t)\}, \ j \in J$, can be obtained from another one with the help of a unitary transformation.

Moreover, $K$ is a kernel operator acting according to the rule

$$K\psi(t) = \sum_{j \in J} \lambda_j (\psi|\varphi_j) \varphi_j, \quad \psi \in L_2(T, \mathcal{B}, \mu),$$

where $(\cdot|\cdot)$ is the scalar product, and the trace $\text{tr}K$ is such that

$$\text{tr}K = \int_T k(s, s) \mu(ds).$$

**Theorem 2.1.** Let $\xi(t), \ t \in T$, be a mean square continuous random function defined on a compact space $T$. Then $\xi(t), \ t \in T$, admits the representation

$$\xi(t) = \sum_{j \in J} \sqrt{\lambda_j} \varphi_j(t) z_j, \quad t \in T, \tag{2.7}$$

where $\{z_j, j \in J\}$ is a system of orthonormal random variables in $L_2(\xi)$ such that

$$z_j = \frac{1}{\sqrt{\lambda_j}} \int_T \xi(t) \varphi_j(t) \mu(dt), \quad j \in J, \tag{2.8}$$

and where $\{\varphi_j(t)\}_{j \in J}$ and $\{\lambda_j\}_{j \in J}$ are the systems of eigenfunctions and eigennumbers of the integral operator $K$ constructed from the correlation kernel $k(t, s)$ of the function $\xi(t)$ according to equality (2.2). If the set $J$ is infinite, then the series (2.7) converges uniformly in the mean square sense.
If $\xi(t)$ is a real-valued zero mean Gaussian random function, then the coefficients $z_j$ in representation (2.7) are independent Gaussian random variables and the series in (2.7) converges with probability one for all $t \in T$.

**Proof.** According to the results mentioned above, the correlation kernel $k(t, s)$ of the random function $\xi(t)$ admits bilinear representation (2.5) which can be treated as the integral representation in the Karhunen theorem (see [3]) with the counting measure in the set $J$. The Karhunen theorem implies representation (2.8). The uniform convergence of the series in (2.7) in the strong topology of $L_2(\Omega)$ follows from the uniform convergence of the series in (2.5).

The integrals in (2.8) are understood in the sense of Bochner integrals of vector-valued functions $\xi(t)\varphi_j(t)$ with values in the Hilbert space $L_2(\Omega)$. The integrals on the right-hand side of (2.8) exist, since

$$
\int_T |\varphi_j(t)| \cdot \|\xi(t)\|_{L_2(\Omega)} \, \mu(dt) < \infty
$$

(see [11]). Substituting representation (2.7) to the integral in (2.8) we obtain equality (2.8), since the functions $\varphi_j$ are orthonormal in view of (2.4).

If $\xi(t)$ is a real-valued zero mean Gaussian random function, then the space $L_2(\xi)$ consists of Gaussian zero mean random variables. This implies that the coefficients $z_j$, $j \in J$, in representation (2.7) are uncorrelated Gaussian random variables, whence we conclude that they are independent. Finally, since the series

$$
\sum_{j \in J} \mathbb{E}(\sqrt{\lambda_j} \varphi_j(t) z_j)^2 = \sum_{j \in J} \lambda_j |\varphi_j(t)|^2 = k(t, t)
$$

converges, the series in (2.7) converges with probability one for all $t \in T$. ☐

Now we are going to exhibit some applications of representation (2.7) for solving some main approximation problems for random functions.

The problem of optimal linear prediction of second order random functions $\xi(v)$, $v \in V$, in a topological space $V$ from observations $\{\xi(t), t \in T\}$, where $T$ is a compact subset of the space $V$, is to find the estimate $\hat{\xi}(v)$ for $\xi(v)$, $v \notin T$, that is the best in the sense of the mean square error and belongs to the closure $L_2^T(\xi)$ in $L_2(\Omega)$ of the linear span of the set of observations.

The problem of optimal linear filtration constructed from observations $\{\xi(t), t \in T\}$ is to find the best linear estimate $\hat{\eta}(v)$ of a second order random function $\eta(v)$, $v \in V$, defined in the same probability space where $\xi(v)$ is defined.

Assume that the function $\xi(v)$ is mean square continuous in $T$. Assume further that the correlation functions $k(v, t) = \mathbb{E}(\xi(v)\xi(t))$, $t \in T$, and $\bar{k}(v, t) = \mathbb{E}(\eta(v)\bar{\xi}(t))$, $(v, t) \in V \times T$, as well as the eigenfunctions and eigennumbers of the integral operator with the kernel $k(t, s) = \mathbb{E}(\xi(t)\bar{\xi}(s))$, $t, s \in T$, are known.

**Theorem 2.2.** Under the above assumptions, the best linear prediction of $\xi(v)$, $v \notin T$, is given by

$$
\hat{\xi}(v) = \sum_{j \in J} \frac{1}{\lambda_j} \left( \int_T k(v, t) \varphi_j(t) \mu(dt) \right) \left( \int_T \xi(t) \varphi_j(t) \mu(dt) \right),
$$

while the best linear estimate $\hat{\eta}(v)$, $v \in V$, for the problem of filtration is given by

$$
\hat{\eta}(v) = \sum_{j \in J} \frac{1}{\lambda_j} \left( \int_T \bar{k}(v, t) \varphi_j(t) \mu(dt) \right) \left( \int_T \xi(t) \varphi_j(t) \mu(dt) \right).
$$
Proof. We prove the equality for the best linear prediction. Representation (2.7) implies that the random variables \( z_j \) form an orthonormal basis in the space of observations \( L^2_{T}(\xi) \). The estimate \( \hat{\xi}(v) \) is the orthogonal projection in \( L_2(\xi) \) onto the subspace \( L^2_{T}(\xi) \). Thus \( \hat{\xi}(v) \) is of the form

\[
\hat{\xi}(v) = \sum_{j \in J} a_j(v)z_j, \quad a_j(v) = E\xi(v)\overline{z}_j.
\]

The difference \( \xi(v) - \hat{\xi}(v) \) is orthogonal to \( L^2_{T}(\xi) \), whence we conclude that

\[
a_j(v) = E\xi(v)\overline{z}_j = \frac{1}{\sqrt{\lambda_j}} \int_T k(v,t)\varphi_j(t) \mu(dt), \quad j \in J.
\]

This together with (2.8) implies the result desired.

The equality for the problem of filtration is proved similarly. \( \square \)

2.2. Consider the Karhunen–Loeve type representation for random functions assuming values in Hilbert spaces.

Let \( H \) be a complex Hilbert space and let \( \mathcal{L}(H, L_2(\Omega)) \) be the Banach space of all linear continuous operators \( \Xi \) acting from \( H \) to \( L_2(\Omega) \). We consider the usual operator norm.

Every element \( \Xi \in \mathcal{L}(H, L_2(\Omega)) \) is a random \( L_2(\Omega) \)-valued linear continuous functional in \( H \). One can treat \( \Xi \) as a generalized random element in \( H \). The usual \( H \)-valued random element \( \xi(\omega), \omega \in \Omega \), such that \( E\|\xi\|^2 < \infty \), generates a unique functional \( \Xi \) by \( \Xi x = (x|\xi)_H \). We identify \( \Xi \) with \( \xi \) and call it a regular generalized random element in \( H \).

In general, \( \Xi \in \mathcal{L}(H, L_2(\Omega)) \) can be treated as the usual random element in a certain extension of the space \( H \) (see [12]). If the space \( H \) is finite dimensional, then each element \( \Xi x = (x|\xi)_H \) is regular. In the general case, an element \( \Xi \) is regular if and only if \( \Xi \), considered as an operator of \( \mathcal{L}(H, L_2(\Omega)) \), has a finite Hilbert–Schmidt norm.

The expectation \( m = E\Xi \) of an element \( \Xi \in \mathcal{L}(H, L_2(\Omega)) \) is defined as a vector \( m \in H \) such that \( E(\Xi x) = (x|m), \ x \in H \). The correlation operator \( [\Xi, \Psi] \) for \( \Xi, \Psi \in \mathcal{L}(H, L_2(\Omega)) \) is defined as an element of the Banach algebra \( \mathcal{B}(H) \) of all linear continuous operators in \( H \) such that

\[
([\Xi, \Psi]|x|y) = E(\Xi x)(\Psi y), \quad x, y \in H.
\]

It is obvious that \([\Xi, \Psi] = \Psi^*\Xi\), where \( \Psi^* \in \mathcal{L}(H, L_2(\Omega)) \) is the dual operator to \( \Psi \) such that

\[
(\Psi^*\eta|x)_H = (\eta|\Psi x)_{L_2(\Omega)}, \quad x \in H, \eta \in L_2(\Omega).
\]

Note that \([\Xi, \Psi] \) is a sesquilinear form in \( \mathcal{L}(H, L_2(\Omega)) \) such that \([\Xi, \Xi] \) belongs to the convex cone \( \mathcal{B}_+(H) \) of positive Hermitian operators of \( \mathcal{B}(H) \). Also, \( \Xi \) is regular if \([\Xi, \Xi] \) is a kernel operator. The set \( \mathcal{L}(H, L_2(\Omega)) \) of generalized random elements in \( H \) possesses the structures of a right unitary module over \( \mathcal{B}(H) \) and left unitary module over \( \mathcal{B}(L_2(\Omega)) \).

Every family of random elements \( \{\Xi_t \in \mathcal{L}(H, L_2(\Omega)), t \in T \} \) is called a generalized second order random function \( \Xi_t, \ t \in T \), which is defined on the set \( T \) and that assumes values in the space \( H \). Denote by \( m(t), \ t \in T \), the mean function of \( \Xi_t, \ m(t) = E\Xi_t \in H \). The correlation kernel of \( \Xi_t \) is denoted by

\[
R(s, t) = \Xi^*_s\Xi_t, \quad t, s \in T, \quad R(t, s) \in \mathcal{B}(H).
\]

A random function \( \Xi_t, \ t \in T \), is called Gaussian if \( \Xi_t x = \xi(t, x) \) is a complex-valued Gaussian function in \( T \times H \).
The $B(H)$-valued operator kernel $R(s,t)$, $t, s \in T$, is a correlation kernel for some random function $\Xi_t$, $t \in T$, assuming values in $H$ if and only if $R(s,t)$ is positive definite; that is,
\[
\sum_{j=1}^{n} \sum_{r=1}^{n} (R(t_i, t_r)x_j|x_r) \geq 0
\]
for all positive integer numbers $n$ and for all $x_j \in H$ and $t_j \in T$, $j = 1, \ldots, n$. If $R(s,t)$ is a correlation kernel and $m(t)$ is a function, then there exists a Gaussian random function $\Xi_t$, $t \in T$, that assumes values in $H$, has the correlation kernel $R(t,s)$, and whose mean function is $m(t)$.

**Theorem 2.3.** Assume that $\Xi_t$, $t \in T$, is a generalized second order random function defined on a compact space $T$ and that assumes values in $H$. Let its correlation kernel be given by $R(t,s) = k(t,s)A$, where $A \in B_+(H)$ is an operator and $k(t,s)$ is a positive definite kernel in $T \times T$. Then
\[
(2.9) \quad \Xi_t = \sum_{j \in J} \sqrt{\lambda_j} \varphi_j(t)\Phi_j, \quad t \in T,
\]
where $\{\varphi_j(t) , j \in J\}$ is an orthonormal system of eigenfunctions corresponding to eigennumbers $\{\lambda_j, j \in J\}$ of the integral operator $K$ generated by the kernel $k(t,s)$ and where $\{\Phi_j, j \in J\}$ are random elements that belong to the space $L(H, L_2(\Omega))$ and such that $\Phi_j^*\Phi_j = \delta_{rj}A$.

If the set $J$ is infinite, then the series on the right-hand side of representation (2.9) converges uniformly in $T$ with respect to the norm in $L(H, L_2(\Omega))$. If $A$ is a kernel operator, then the random elements $\{\Phi_j, j \in J\}$ are regular and the function $\Xi_t$ is regular as well (the latter notion means that $\Xi_t$ can be identified with a usual random function $\xi(t)$ assuming values in the space $H$ and such that $E\|\xi(t)\|^2 < \infty$ for all $t \in T$).

**Proof.** The results obtained in Section 2.1 imply that the kernel $R(t,s)$ admits the representation
\[
(2.10) \quad R(t,s) = \sum_{j \in J} \lambda_j \varphi_j(t)\varphi_j(s)A, \quad t, s \in T,
\]
where the series on the right-hand side converges with respect to the norm in $B(H)$ and uniformly in two arguments $t, s$. Then we use Theorem 2 of the paper [13] on a representation of generalized random functions in vector topological space, namely we apply Theorem 2 of [13] to representation (2.10) and obtain representation (2.9). The convergence of series on the right-hand side of (2.10) discussed above implies that this series converges uniformly in $T$ with respect to the norm in $L(H, L_2(\Omega))$.

Since $A$ is a kernel operator, the random elements $\Phi_j$ are regular and the function $\Xi_t$ is regular, as well.

\[\square\]

2.3. Now we are going to exhibit some applications of Theorem 2.2 and discuss some specific classes of random functions assuming values in $H$. The scalar case is a particular case corresponding to $\dim H = 1$.

**Example 2.1.** Let $\Xi_t$ be a stochastic process in the space $H$ defined in the interval $[0, \ell]$ and whose correlation kernel is given by
\[
R(t,s) = [\min(t, s)]A, \quad A \in B_+(H), \quad t, s \in [0, \ell] \subset R_+.
\]
Thus the increments of the stochastic process $\Xi_t$ are orthogonal, that is,
\[
(\Xi_{t_4} - \Xi_{t_3})^*(\Xi_{t_2} - \Xi_{t_1}) = 0
\]
for $0 \leq t_1 < t_2 \leq t_3 < t_4 \leq \ell$. 
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If the spaces $H$ and $L_2(\Omega)$ are real and if $\Xi$ is a zero mean Gaussian process, then $\Xi_t$ is a generalized Brownian motion in $H$ (in other words, $\Xi_t$ is a Wiener process). If $A = I$, where $I$ is a unit operator, then $\Xi_t$ is a standard Brownian motion in $H$.

The eigenfunctions and eigennumbers of the integral operator with the kernel $\min(t, s)$

\begin{equation}
\tilde{\varphi}_j(t) = \sin \left( \frac{(2j + 1)\pi t}{2\ell} \right), \quad \lambda_j = \frac{4\ell^2}{[(2j + 1)\pi]^2},
\end{equation}

\begin{equation}
\|\tilde{\varphi}_j\|_{L_2[0,\ell]}^2 = \frac{\ell}{2}, \quad j = 0, 1, 2, \ldots,
\end{equation}

(see [13]). The functions $\varphi_j(t) = \sqrt{2/\ell} \cdot \tilde{\varphi}_j(t)$ are orthonormal. Thus Theorem 2.2 implies the representation

\begin{equation}
\Xi_t = \frac{2\sqrt{2\ell}}{\pi} \sum_{j=0}^{\infty} \sin \left( \frac{(2j + 1)\pi t}{2\ell} \right) \phi_j, \quad t \in [0, \ell],
\end{equation}

where $\phi_j \in L(H, L_2(\Omega))$ and $\phi_r^* \phi_j = \delta_{rj} A$.

Note that there is a straightforward proof of representation (2.12). The proof is based on the expansion of the function $g(t) = \min(t, s)$ with respect to the sinuses in the interval $[0, \ell]$ if $s$ is fixed. Thus,

\begin{equation}
R(t, s) = \frac{8\ell^2}{\pi^2} \sum_{j=0}^{\infty} \sin \left( \frac{(2j + 1)\pi t}{2\ell} \right) \sin \left( \frac{(2j + 1)\pi s}{2\ell} \right) A,
\end{equation}

whence representation (2.12) follows by Theorem 2 of the paper [13].

**Example 2.2.** Let $\Xi_t, t \in [0, \ell]$, be a stochastic process in the space $H$ whose correlation kernel is given by

\begin{equation}
R(t, s) = \ell^{-1}[\ell \min(t, s) - ts] A, \quad A \in B_+(H).
\end{equation}

Then $\Xi_0 = \Xi_\ell = 0$. The stochastic process $\Xi_t$ is called the stochastic bridge in $[0, \ell]$. If $\Xi_t$ is a zero mean Gaussian process, then $\Xi_t$ is a Brownian bridge. If $\ell = 1$, then the Brownian bridge $\Xi_t$ can be represented as the process $W_t - tW_1$, where $W_t$ is the Brownian motion in $[0, 1]$.

The eigenfunctions and eigennumbers of the integral operator corresponding to the kernel $\ell^{-1}[\ell \min(t, s) - ts]$ are given by

\begin{equation}
\tilde{\varphi}_j(t) = \frac{j\pi t}{\ell}, \quad \lambda_j = \frac{\pi^2 j^2}{\ell^2}, \quad \|\tilde{\varphi}_j\|_{L_2[0,\ell]}^2 = \frac{\ell}{2}, \quad j = 1, 2, \ldots,
\end{equation}

(see [15]).

Then Theorem 2.2 implies that

\begin{equation}
\Xi_t = \frac{\sqrt{2\ell}}{\pi} \sum_{j=1}^{\infty} \frac{j\pi t}{j} \phi_j, \quad t \in [0, \ell],
\end{equation}

\begin{equation}
R(t, s) = \frac{2\ell}{\pi^2} \sum_{j=1}^{\infty} \frac{j\pi t}{j^2} \sin \left( \frac{i\pi s}{t} \right) \phi_j, \quad A,
\end{equation}

where $\phi_j \in L(H, L_2(\Omega))$, $\phi_r^* \phi_j = \delta_{rj} A$. 
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Example 2.3. Let $\Xi_t$, $t \in [0, 1]$, be a stochastic process in the space $H$ whose correlation kernel is given by

$$R(t, s) = e^{-|t-s|}A, \quad A \in \mathcal{B}_+(H).$$

Then it is natural to say that $\Xi_t$ is a generalized Ornstein–Uhlenbeck process in $H$.

The process $\Xi_t$ in $\mathbb{R} = (-\infty, \infty)$ is a stationary process if $\mathbb{E} \Xi_t = m = \text{const}$. It admits the following representation

$$\Xi_t = \int_{\mathbb{R}} e^{i\lambda t} \Phi(d\lambda), \quad t \in \mathbb{R},$$

where $\Phi$ is a $\mathcal{L}(H, L_2(\Omega))$-valued orthogonal Radon measure in $\mathbb{R}$ such that

$$\Phi^*(\Delta_1)\Phi(\Delta_2) = \left(\frac{1}{\pi} \int_{\Delta_1 \cap \Delta_2} \frac{d\lambda}{1 + \lambda^2}\right) A$$

for all Borel sets $\Delta_1, \Delta_2 \subset \mathbb{R}$.

The eigenfunctions $\tilde{\varphi}_j$ and eigennumbers $\lambda_j$ of the integral kernel $e^{-|t-s|}$, $t, s \in [0, 1]$, are given by

$$\tilde{\varphi}_j(t) = \sin \alpha_j t + \alpha_j \cos \alpha_j t, \quad \lambda_j = \frac{1 + \alpha_j^2}{2},$$

where $\alpha_j$ are the roots of the equation $2\cot \alpha = \alpha - \frac{1}{\alpha}$ (see [14, Example 216]). Moreover,

$$\|\tilde{\varphi}_j(t)\|_{L_2[0,1]} = c_j^2 \sin^2 \alpha_j, \quad c_j^2 = \frac{3}{4} - \frac{1}{4\alpha_j} + \frac{\alpha_j}{4} + \frac{\alpha_j^2}{2}.$$

Hence we obtain the representation

$$\Xi_t = \sum_j \left(\frac{1 + \alpha_j^2}{\sqrt{2} c_j \sin \alpha_j}\right) (\sin \alpha_j t + \alpha_j \cos \alpha_j t) \Phi_j, \quad t \in [0, 1],$$

where $\Phi^*_j \Phi_j = \delta_{rj}A$.

Example 2.4. Let $\Xi_t$ be a random field in the space $H$ defined on the $n$-dimensional parallelepiped $M^\ell_t = \times_{r=1}^n [0, \ell_r]$, $\ell = (\ell_1, \ldots, \ell_n)$, whose correlation kernel is given by

$$R(t, s) = \left(\prod_{r=1}^n \min(t_r, s_r)\right) A = k(t, s)A, \quad A \in \mathcal{B}_+(H),$$

where $t = (t_1, \ldots, t_n)$ and $s = (s_1, \ldots, s_n)$. The field $\Xi_t$, $t \in M^\ell_t$, has orthogonal $n$-dimensional increments. If $\Xi_t$ is a zero mean Gaussian field, then it is treated as a generalized Chentsov–Wiener field in $H$.

Since the kernel $k(t, s)$ is a product of kernels, the eigenfunctions and eigennumbers of the integral operator generated by $k(t, s)$ are given by

$$\tilde{\varphi}_j(t) = \prod_{r=1}^n \sin \frac{(2j_r + 1)\pi t_r}{2\ell_r}, \quad \lambda_j = \prod_{r=1}^n \frac{4\ell_r^2}{(2j_r + 1)^2\pi^2}, \quad ||\tilde{\varphi}_j(t)||^2 = \frac{\ell_1\ell_2 \ldots \ell_n}{2^n},$$

according to results of Example 2.1 where $j = (j_1, \ldots, j_n) \in \mathbb{Z}_+^n$ is a multi-index (here $\mathbb{Z}_+$ denotes the set of positive nonnegative numbers).

Then Theorem 2.2 implies the representation

$$\Xi_t = \left(\frac{2\sqrt{2}}{\pi^n}\right)^n \sum_{j \in \mathbb{Z}_+^n} \left(\prod_{r=1}^n \frac{\sin(2j_r + 1)\pi t_r/2\ell_r}{(2j_r + 1)}\right) \Phi_j, \quad t \in M^\ell_t,$$

where $\Phi^*_j \Phi_j = \delta_{ij}A$. 
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Example 2.5. Let $\Xi_t$, $t \in M^n_t$, be a random field in the space $H$ whose correlation kernel is given by
\begin{equation}
R(t, s) = \left( \prod_{r=1}^{n} \ell_r^{-1} [\ell_r \min(t_r, s_r) - t_r s_r] \right) A, \quad A \in B_+(H).
\end{equation}
Equality (2.20) yields $\Xi_t = 0$ for $t \in \partial M^n_t$ (here $\partial M^n_t$ means the boundary of the parallelepiped $M^n_t$). This explains the names “stochastic box” for the field $\Xi_t$ on $M^n_t$ if $n \geq 3$ and “stochastic sheet” if $n = 2$.

Following reasoning similar to that used in Examples 2.4 and 2.1 and taking into account Example 2.2 we obtain the decomposition
\begin{equation}
\Xi_t = \frac{(2)^{n/2} \sqrt{T_1 \ldots T_n}}{\pi^n} \sum_{j \in \mathbb{N}^n} \left( \prod_{r=1}^{n} \frac{1}{j_r} \sin \frac{2j_r \pi t_r}{\ell_r} \right) \Phi_j, \quad t \in M^n_t,
\end{equation}
where $\Phi_j^* \Phi_j = \delta_{ij} A$ and where the symbol $\mathbb{N}$ stands for the set of positive integer numbers.

Example 2.6. Let $\Xi_t$, $t \in \mathbb{R}$, be a stochastic process in $H$ whose correlation kernel is given by
\begin{equation}
R(t, s) = k(t - s) A, \quad A \in B_+(H),
\end{equation}
where $k(t)$ is a real-valued positive definite function. If $E\Xi_t = \text{const}$, then $\Xi_t$ is a weakly stationary stochastic process. Consider the process $\Xi_t$ in the symmetric interval $[-\pi, \pi]$, where the integral operator $K$ with the kernel $k(t - s)$ has the eigennumbers
\begin{equation}
\lambda_n = \pi a_n, \quad a_n = \frac{1}{\pi} \int_{-\pi}^{\pi} k(t) \cos nt \, dt, \quad n = 0, 1, 2, \ldots.
\end{equation}
Each eigennumber $\lambda_n$, $n \geq 1$, is multiple and corresponds to two linearly independent eigenfunctions, $\cos nt$ and $\sin nt$, $n \geq 1$, while $\lambda_0$ corresponds to the unique eigenfunction $\varphi_0(t) \equiv 1$ (see [14]). According to (2.9), the Fourier representation holds with random orthogonal coefficients, namely
\begin{equation}
\Xi_t = \frac{a_0}{2} \Phi_0 + \sum_{n=1}^{\infty} \sqrt{a_n} \left( \Phi_n^1 \cos nt + \Phi_n^2 \sin nt \right).
\end{equation}

In particular, if $k(t) = \cos^2 t$, then the eigennumbers of the operator $K$ are $\lambda_0 = \pi$ and $\lambda_2 = \frac{\pi}{2}$ and the corresponding eigenfunctions are $\varphi_0(t) = 1$, $\varphi_2(t) = \cos 2t$, and $\varphi_2^2(t) = \sin 2t$. Thus, the right-hand side of (2.22) contains three terms.

2.4. Part II of the present paper contains more general expansions of second order random functions.
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