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Abstract. A model for observations sampled from a two component mixture is considered. Each object is associated with a certain numerical characteristic that may assume two values, namely zero (failure) or one (success) with identical probabilities for all objects in every class. Probabilities for these values are constant for all objects from the same component. The total numbers of objects of the first and second classes in groups as well as their characteristics are known. We study the problem of estimation of success probabilities for both components. We solve the problem by using the maximum likelihood method. We prove that the estimator is consistent and asymptotically normal. We apply the results obtained in the paper to a problem in genetics. An explicit form of the estimator and the asymptotic dispersion matrix is presented.

1. Introduction

The problem of estimation of parameters of a two component mixture model from observations belonging to different samples (groups) is considered in the current paper. We assume that the total number of objects belonging to each component (class) of the mixture is known for all groups. Various problems of this kind naturally occur when analyzing the data in sociology as well as in medicine and biology.

As an example, consider a survey whose aim is to study a dependence between students’ performance assessments and cheating during quizzes or tests. Students often “help” one another by sharing answers during quizzes or tests, allowing others to look at their papers. This behavior is considered by themselves as a kind of cheating and thus the question on whether or not they follow this approach is sensitive. In order to establish an attitude concerning this kind of behavior, an anonymous survey is performed among the students in different groups (in different classes). As a result, the numbers of those students who are sharing the answers during quizzes or tests have become known in every group (the first component of the mixture) as well as the numbers of those students who do not follow this approach (the second component of the mixture). For every student, his/her performance assessment is also known. This characteristic could be binary in the simplest case, namely it equals 1 if a student passes the test and equals 0 otherwise. The main aim of the survey is to estimate the average performance assessment (in other words, the success probability) for each component of the mixture.

The statistical analysis of mixtures has a long history starting with the papers by Newcomb [9] and Pearson [10]. The reader may consult the book by McLachan and Pell [8] for a discussion of the current state of the art. The problem of estimating the characteristics of mixtures from several samples is studied in the book by Titterington, Smith,
and Makov [12]. A generalization of the approach presented in [12], called the model of mixtures with varying concentrations, is considered by Ma˘ıboroda and Sugakova [4].

A feature of the problem considered in the current paper is that the observable objects are taken from small populations (groups) without repetition and the total numbers of components in these groups are known and fixed. Therefore, there exists a dependence between the objects which allows one to estimate unknown parameters of the model more precisely.

We consider the problem of estimation of the success probability for components of a mixture by using the maximum likelihood method. We prove that the estimators are consistent and asymptotically normal. In contrast to the usual approach in estimating the parameters of mixtures with varying concentrations that ignores a dependence between the objects, our estimators are consistent even for the case where the concentrations of components in a mixture are constant for all groups of objects.

2. The setting of the problem

Let a sample consist of \( K \) groups of objects. The sizes of the groups are denoted by \( N_1, \ldots, N_K \). The objects are distributed among two classes; a group \( i \) contains \( N_{i1} \) objects of the first class and \( N_{i2} \) objects of the second class. The total number \( N_{i1} + N_{i2} \) of objects in a group \( i \) is denoted by \( N_i \). The pairs \((N_{i1}, N_{i2})\) are independent identically distributed random vectors with the distribution

\[
G(n_1, n_2) = P(N_{i1} = n_1, N_{i2} = n_2), \quad n_1, n_2 \in \mathbb{N}_0.
\]

Since the size of each group is positive, \( G(0, 0) = 0 \). We assume that there are groups that contain objects of both classes. In other words, there are numbers \( n_1 > 0 \) and \( n_2 > 0 \) such that \( G(n_1, n_2) > 0 \).

Let \( C_{ij} \) be the number of the class that contains object \( j \) in a group \( i \). These numbers are varying in a sample. If \( N_{i1} \) and \( N_{i2} \) are fixed, then the vector \((C_{i1}, \ldots, C_{iN_i})\) is uniformly distributed, that is, \((C_{i1}, \ldots, C_{iN_i})\) assumes all possible values with equal probabilities.

A certain numerical characteristic \( X \) is associated with every object. This characteristic may assume value zero (treated as a failure) or one (treated as a success). We denote the characteristics of objects in a group \( i \) by \( X_{i1}, \ldots, X_{iN_i} \). These characteristics are random variables whose distributions depend on a class containing a given object, namely

\[
P_q(X_i = 1 \mid C_i = m) = q_m \in [0, 1], \quad i = 1, \ldots, N, \ m = 1, 2,
\]

where \( q_m \) is the success probability for an object belonging to a class \( i \). Put \( q = (q_1, q_2) \).

The problem is to estimate the unknown parameter \( q \) from the data

\[
\{N_{i1}, N_{i2}, X_{ij}, \ i = 1, \ldots, K, \ j = 1, \ldots, N_i\}.
\]

3. Probabilities related to the model

Consider a group \( i \). Let

\[
X_i = \sum_{j=1}^{N_i} X_{ij}.
\]

We show that the statistic \( S_i = (X_i, N_{i1}, N_{i2}) \) is sufficient for the estimation of the parameter \( q \) by using the observations of a group \( i \). This is clear in the case where the probability of the random event \( \{X_{ij} = x_j, j = 1, \ldots, N_i\} \) depends only on the sum \( \sum_{j=1}^{N_i} x_i \).
Consider two sets of numbers, \( x_j' \in \{0, 1\} \) and \( x_j'' \in \{0, 1\}, j = 1, \ldots, N_i \), that sum up to the same number, namely
\[
\sum_{j=1}^{N_i} x_j' = \sum_{j=1}^{N_i} x_j''.
\]

Since the number of zeros in both sets as well as the number of units are equal, there exists a permutation \( \sigma \) such that \( x_j'' = x_{\sigma(j)}' \), \( j = 1, \ldots, N_i \). Thus,
\[
P_q\left(X_{ij} = x_j', j = 1, \ldots, N_i\right) = \sum_{c_j \in \{1, 2\}} P_q\left(X_{ij} = x_j', C_{ij} = c_j, j = 1, \ldots, N_i\right)
\]
\[
= \sum_{c_j \in \{1, 2\}} P_q\left(X_{ij} = x_{\sigma(j)}', C_{ij} = c_{\sigma(j)}, j = 1, \ldots, N_i\right)
\]
\[
= P_q\left(X_{ij} = x_j'', j = 1, \ldots, N_i\right).
\]

Here we used the property that the vector \((C_{11}, \ldots, C_{iN_i})\) is uniformly distributed.

Let the unknown parameter be equal to \( t = (t_1, t_2) \) and let \( s = (x, n_1, n_2) \). We introduce the following notation:
\[
f(s, t) = f(x, n_1, n_2, t) = P_t\left(X_i = x, N_{i1} = n_1, N_{i2} = n_2\right),
\]
\[
g(s, t) = g(x, n_1, n_2, t) = P_t\left(X_i = x \mid N_{i1} = n_1, N_{i2} = n_2\right).
\]

Thus,
\[
g(s, t) = \sum_{k=0}^{x} P_t\left(\sum_{j=1}^{n} X_{ij} 1\{C_{ij}=1\} = k\right) P_t\left(\sum_{j=1}^{n} X_{ij} 1\{C_{ij}=2\} = x-k\right)
\]
\[
= \sum_{k=0}^{x} C_{n_1}^{k} t_1^{k}(1-t_1)^{n_1-k} C_{n_2}^{k} t_2^{k}(1-t_2)^{n_2-x+k} 1_{(x-n_2 \leq k \leq n_1)},
\]
where \( n = n_1 + n_2 \).

Also,
\[
f(s, t) = P_t\left(X = x \mid N_1 = n_1, N_2 = n_2\right) G(n_1, n_2) = g(s, t) G(n_1, n_2).
\]

4. **Maximum likelihood estimator**

Let \( S = (S_1, \ldots, S_K) \). Then the logarithmic likelihood function is equal to
\[
\prod_{i=1}^{K} \ln f(S_i, t) = \prod_{i=1}^{K} \ln l(S_i, t),
\]
where \( l(S_i, t) = \ln f(S_i, t) \).

Hence the maximum likelihood estimator is a value of the parameter \( t \) that maximizes the expression on the right-hand side of \( \prod \), namely
\[
\hat{q} = \arg\max_{t \in [0,1]^2} L(S, t).
\]

5. **The consistency**

Let \( q \) be the true value of the unknown parameter. We distinguish between the following two cases when studying the asymptotic behavior of the maximum likelihood estimator:

1) the sizes of the classes are the same for all groups, that is, \( N_{11} = N_{12} \) almost surely;
2) there are groups with different sizes of the classes, that is, \( P_q\left(N_{11} \neq N_{12}\right) > 0 \).
The problem is not identifiable in the first case, since the likelihood function is symmetric, that is,

\[ L(S, (t_1, t_2)) = L(S, (t_2, t_1)). \]

This means that a solution can, in fact, be found up to a permutation of the coordinates. For definiteness, let \( q_1 < q_2 \). In this case, we search the maximum of the likelihood function among points \( t = (t_1, t_2) \in [0, 1]^2 \) such that \( t_1 \leq t_2 \):

\[ q^* = \arg\max_{0 \leq t_1 \leq t_2 \leq 1} L(S, t). \]

A solution of the problem is unique occasionally in the second case listed above.

**Theorem 1.** Assume that the expectations of the sizes of groups are finite, that is,  
\[ E_q N_1 < \infty. \]

If \( N_{11} = N_{12} \) almost surely, then the maximum likelihood estimator \( \hat{q} \) is strongly consistent. If \( P_q (N_{11} \neq N_{12}) > 0 \), then the maximum likelihood estimator \( \hat{q} \) is strongly consistent.

In what follows we use the Kullback–Leibler distance between two distributions \( f(s, t) \) and \( f(s, q) \):

\[ \rho(t) = \sum_s f(s, q) \ln \frac{f(s, q)}{f(s, t)} = E_q l(S, q) - E_q l(S, t). \]

The following proposition is needed for the proof.

**Proposition 1** ([1] Theorem 16.2]). Assume that

1. the parametric set \( \Theta \) is compact,
2. the function \( \rho(t) \) attains its minimal value at a unique point \( t = q \),
3. the function \( f(s, t) \) is differentiable with respect to \( t \), and

\[ \sum_s \ln \frac{f^\Theta(s)}{f(s, q)} f(s, q) < \infty, \quad f^\Theta(s) = \sup_{t \in \Theta} f(s, t) \]

for all \( t \in \Theta \).

Then the maximum likelihood estimator \( \hat{q} \) is strongly consistent.

According to Proposition 1 we need to investigate the behavior of the function \( \rho \) in a vicinity of its minimum in order to prove the consistency of the maximum likelihood estimator. This can be done with the help of the following auxiliary result.

**Lemma 1** ([1] Lemma 16.1]). Let \( f \) and \( g \) be two probability densities with respect to the measure \( \mu \). Then

\[ \int f(x) \ln f(x) \, \mu(dx) \geq \int f(x) \ln g(x) \, \mu(dx) \]

if both integrals are finite. The inequality becomes an equality if and only if \( f = g \) almost everywhere with respect to the measure \( \mu \).

In the case under consideration, \( \mu \) is a counting measure in the set of points \((x, n_1, n_2)\) such that \( n_1, n_2 \geq 0 \) and \( 0 \leq x \leq n_1 + n_2 \). Thus, the function \( \rho \) attains its minimum at the point \( q \). If the function \( \rho \) has another point of minimum, say \( t \), then

\[ f(x, n_1, n_2, t) = f(x, n_1, n_2, q) \]

for all \( n_1, n_2 \geq 0 \) and \( 0 \leq x \leq n_1 + n_2 \).

The latter equality is meaningful if \( G(n_1, n_2) > 0 \). For such sample sizes \( n_1 \) and \( n_2 \), the above equality can be rewritten as follows:

\[ g(x, n_1, n_2, t) = g(x, n_1, n_2, q). \]
For the proof of Theorem 1 we also need the following two results.

**Lemma 2.** Let $N_{11} = N_{12}$ almost surely. Then the function $\rho$ attains its minimum at the points $(q_1, q_2)$ and $(q_2, q_1)$.

**Lemma 3.** Let $P_q (N_{11} = N_{12}) < 1$ almost surely. Then the function $\rho$ attains its minimum at a unique point $(q_1, q_2)$.

**Proof of Theorem 1.** If $N_{11} = N_{12}$ almost surely, then we choose $\Theta = \{(q_1, q_2) \in [0, 1]^2 | q_1 \leq q_2\}$.

By Lemma 2 the function $\rho(t)$ attains its minimum at points $(q_1, q_2)$ and $(q_2, q_1)$. Since $q_1 \leq q_2$, the point of minimum of the function $\rho(t)$ is unique in the set $\Theta$ and is equal to $q$.

If $P_q (N_{11} = N_{12}) < 1$, then we choose $\Theta = [0, 1]^2$. By Lemma 3 the function $\rho(t)$ attains its minimum at a unique point $q$.

Thus, assumptions (1) and (2) of Proposition 1 are satisfied. It is also obvious that $f(s, t)$ is a differentiable function with respect to $t$ if $s$ is fixed. Using the inequality $x \ln x > -1$, we get

$$
\sum_s \ln \frac{f^{\Theta}(s)}{f(s, q)} f(s, q) = \sum_s \ln \frac{\sup_{t \in \Theta} g(s, t)}{g(s, q)} f(s, q) \leq - \sum_s f(s, q) \ln g(s, q)
$$

$$
= - \sum_{n_1, n_2 \geq 0} G(n_1, n_2) \sum_{x = 0}^{n_1 + n_2} g(s, q) \ln g(s, q) \leq \sum_{n_1, n_2 \geq 0} G(n_1, n_2) n = E_q N_1.
$$

Therefore, all the assumptions of Proposition 1 are satisfied and thus the maximum likelihood estimator is strongly consistent. □

6. The asymptotic normality

**Theorem 2.** Assume that the second moments of the sizes are finite for all groups, that is, $E_q N_i^2 < \infty$, and that the true value of the parameter $q$ belongs to the square $(0, 1)^2$. Then

1. if the sizes of the classes coincide in all groups, that is, $N_{11} = N_{12}$ almost surely, and if $q_1 < q_2$, then the maximum likelihood estimator $\hat{q}$ is asymptotically normal;
2. if there are groups with different sizes of the classes, that is, $P_q (N_{11} \neq N_{12}) > 0$, and if either $q_1 \neq q_2$ or there is no number $C > 0$ such that $N_{11} = C N_{12}$ almost surely, then the maximum likelihood estimator $\hat{q}$ is asymptotically normal.

The proof of Theorem 2 uses the following assertion.

**Proposition 2** ([11] Theorem 14.4). Assume that

1. the set of parameters $\Theta$ is compact;
2. the function $l(s, t)$ is twice continuously differentiable with respect to $t$,

$$
\sup_{t \in \Theta} \left| l''_{t,i} (s, t) \right| < \gamma(s), \quad i, j = 1, 2, \quad E_q \gamma(S_1) < \infty;
$$

3. the matrix $I = E_q \frac{\partial^2}{\partial q \partial t} l(S_1, q)$ exists and is such that $\det I \neq 0$;
4. the equation $E_q \frac{\partial}{\partial t} l(S_1, t) = 0$ has a unique root $t = q$.

Then the maximum likelihood estimator $\hat{q}$ is asymptotically normal, that is,

$$
\sqrt{K} (\hat{q}_K - q) \to N(0, I^{-1}).
$$
Proof of Theorem 2. Consider the same set of parameters $\Theta$ as in the proof of Theorem 1. Then the maximum likelihood estimator is consistent and thus the assumptions of Proposition 2 need to be checked in a certain vicinity of the true value $q$.

In the case under consideration, the function $l(s, t)$ is twice continuously differentiable. Fix an arbitrary $\varepsilon > 0$ such that $q \in (\varepsilon, 1-\varepsilon)^2$. We check assumption (2) of Proposition 2 for $t \in [\varepsilon, 1-\varepsilon]^2$. Write

$$l''_{t, t_j}(s, t) = \frac{f''_{t, t_j}(s, t)}{f(s, t)} - \frac{f'_{t_i}(s, t) f'_{t_j}(s, t)}{f(s, t)} = \frac{g''_{t, t_j}(s, t)}{g(s, t)} - \frac{f'_{t_i}(s, t) f'_{t_j}(s, t)}{g(s, t)}$$

and estimate the ratios on the right-hand side:

$$\left| \frac{g'_{t_i}(s, t)}{g(s, t)} \right| \leq \frac{\sum_{k=0}^{\infty} \frac{k}{t_1} - \frac{n_1 - k}{1 - t_1} C_n^k t_1^k (1 - t_1)^{n_1 - k} \frac{C_{n_2}^k t_2^k (1 - t_2)^{n_2 - k}}{C_{n_2}^k t_2^k (1 - t_2)^{n_2 - k}} 1_{\{x_n \leq k \leq n_1\}}}{\sum_{k=0}^{\infty} \frac{k}{t_1} - \frac{n_1 - k}{1 - t_1} C_n^k t_1^k (1 - t_1)^{n_1 - k} \frac{C_{n_2}^k t_2^k (1 - t_2)^{n_2 - k}}{C_{n_2}^k t_2^k (1 - t_2)^{n_2 - k}} 1_{\{x_n \leq k \leq n_1\}}} \leq \frac{2n}{\varepsilon}.$$

Similarly, we obtain

$$\left| \frac{g'_{t_j}(s, t)}{g(s, t)} \right| \leq \frac{2n}{\varepsilon}, \quad \left| \frac{g''_{t, t_j}(s, t)}{g(s, t)} \right| \leq \frac{4n^2}{\varepsilon^2}, \quad i, j = 1, 2.$$

Hence,

$$\left| l''_{t, t_j}(s, t) \right| \leq \frac{4n^2}{\varepsilon^2} + \frac{2n^2}{\varepsilon} = \frac{8n^2}{\varepsilon^2}.$$

Since the second moment of the size of a group is finite, assumption (2) of Proposition 2 follows.

Consider the matrix $I = E_q \frac{\partial^2}{\partial t_i \partial t_j} l(S_1, q)$. We are going to show that $I$ is a nonsingular matrix under the assumptions of Theorem 2. We expand the entry $(i, j)$ of the matrix $I$ as follows:

$$I_{ij} = E_q \left[ \frac{f''_{t_i}(s, q)}{f(s, q)} - \frac{f'_{t_i}(s, q) f'_{t_j}(s, q)}{f^2(s, q)} \right] = \sum_s \left[ f''_{t_i}(s, q) - \frac{f'_{t_i}(s, q) f'_{t_j}(s, q)}{f(s, q)} \right]$$

(3)

$$= \frac{\partial^2}{\partial t_i \partial t_j} \sum_s f(s, q) - \sum_s \frac{f'_{t_i}(s, q) f'_{t_j}(s, q)}{f(s, q)} = - \sum_s \frac{f'_{t_i}(s, q) f'_{t_j}(s, q)}{f(s, q)}.$$

The determinant of the matrix $I$ is equal to $I_{11} I_{22} - I_{12}^2$ and is always nonnegative, since

$$\left( \sum_s \frac{g'_{t_i}(s, q) g'_{t_j}(s, q)}{g(s, q)} \right)^2 \leq \left( \sum_s \frac{g'_{t_i}(s, q) g'_{t_j}(s, q)}{g(s, q)} \right) \left( \sum_s \frac{g'_{t_j}(s, q) g'_{t_j}(s, q)}{g(s, q)} \right)$$

by the Cauchy–Bunyakovskii inequality. The latter inequality becomes an equality if and only if the functions

$$\frac{\partial}{\partial t_1} g(s, q) \quad \text{and} \quad \frac{\partial}{\partial t_2} g(s, q)$$

are proportional. Now we prove that they are in fact not proportional under the assumptions of Theorem 2.
Choose some integer numbers $n_1, n_2 > 0$ such that $G(n_1, n_2) > 0$. Consider the ratio of the functions $\frac{\partial}{\partial q_1} g(s, q)$ and $\frac{\partial}{\partial q_2} g(s, q)$ for $s' = (0, n_1, n_2)$ and $s'' = (n_1 + n_2, n_1, n_2)$:

$$\frac{g_i'(s', q)}{g_i'(s'', q)} = \frac{-n_1(1 - q_1)^{n_1-1}(1 - q_2)^{n_2}}{-n_2(1 - q_1)^{n_1}(1 - q_2)^{n_2-1}} = \frac{n_1(1 - q_2)}{n_2(1 - q_1)}.$$ 

Thus, the functions $\frac{\partial}{\partial q_1} g(s, q)$ and $\frac{\partial}{\partial q_2} g(s, q)$ are not proportional if $q_1 \neq q_2$. Otherwise, if $q_1 = q_2$, then we show that $\frac{\partial}{\partial q_1} g(s, q)$ and $\frac{\partial}{\partial q_2} g(s, q)$ are proportional if and only if there exists a number $C > 0$ such that $N_1 = CN_2$ almost surely.

Consider the mapping $s(t) = \mathbb{E}_q \frac{\partial}{\partial t} l(S_1, t)$; it equals zero at the point $q$:

$$s(q) = \mathbb{E}_q \frac{\partial}{\partial t} l(S_1, q) = \sum_s f(s, q) \frac{\partial f(s, q)}{\partial f(s, q)} = \frac{\partial}{\partial t} \sum_s f(s, q) = \frac{\partial}{\partial t} 1 = 0.$$

Since $I$ is a nonsingular matrix, a solution of the equation $s(t) = 0$ is unique in a certain vicinity of the point $q$.

To check assumption (4) of Proposition 2 we write

$$\text{Cov}_q \frac{\partial}{\partial t} l(S_1, q) = \mathbb{E}_q \frac{\partial}{\partial t} l(S_1, q) \left( \frac{\partial}{\partial t} l(S_1, q) \right)^T - s(q) s(q)^T = -I.$$

Thus, all the assumptions of Proposition 2 are satisfied and thus the maximum likelihood estimator is asymptotically normal.

\[\square]\n
7. An Application

Consider a particular case, where each group consists of two objects, one of them belongs to the first class and the other one belongs to the second class, that is, $G(1, 1) = 1$.

Such a model is useful for modelling the phenomenon called genomic imprinting. By this genetic phenomenon, certain genes are expressed in a manner that depends on their parent origins: imprinted alleles are silenced such that the genes are either expressed only from the nonimprinted allele inherited from the mother or, in other instances, from the nonimprinted allele inherited from the father.

Let an expression of a certain gene be studied for a homozygote. Assume that the phenotype of the homozygote allows one to guess for a given (say, $i$-th) organism whether the expression of a gene is processed from a single chromosome ($X_i = 1$), or from both chromosomes ($X_i = 2$), or from none of chromosomes ($X_i = 0$). Each organism can be viewed as a separate group containing two objects (chromosomes): one of them belongs to the first component (inherited from the father), while the other one belongs to the second component (inherited from the mother).

Let $X_{ij} = 1$ if the expression of a gene occurs for a $j$-th chromosome of an $i$-th organism, and let $X_{ij} = 0$ otherwise. Then $X_i = X_{i1} + X_{i2}$. Despite the values of $X_{i1}$ and $X_{i2}$ are not observed, $X_i$ is a sufficient statistic for the construction of the estimators of the probabilities $q_k$ ($q_k$ is the probability of the event that the expression of a gene belonging to a $k$-th component occurs).

We study this problem with the help of the maximum likelihood method. We introduce the following notation:

$$f_i(t) = f(i, 1, 1, t) = g(i, 1, 1, t), \quad i = 0, 1, 2.$$
Figure 1. The set of values of the vector \((\nu_1, \nu_2)\) for which equations (4) and (5) have a solution

Then the likelihood function (1) can be rewritten as

\[
L(S, t) = \sum_{i=1}^{K} \ln f_{X_i}(t) = K \sum_{l=0}^{2} \nu_l \ln f_l(t),
\]

where \(\nu_l\) is the frequency of the value \(l\) in the sample \(X_1, \ldots, X_K\).

Since \(\nu_l\) and \(f_l(t)\) are probability distributions in the set \(\{0, 1, 2\}\), Lemma 1 implies that the maximum is attained if \(\nu_l = f_l(t)\). For \(l = 1, 2\) we obtain the following equations:

\[
\begin{align*}
(4) & \quad \nu_1 = f_1(t) = t_1 (1 - t_2) + (1 - t_1) t_2, \\
(5) & \quad \nu_2 = f_2(t) = t_1 t_2.
\end{align*}
\]

We express \(t_2\) via \(t_1\) by using equation (4). Then we substitute this expression with equation (5) which transforms it to the following form:

\[t_2^2 - (\nu_1 + 2\nu_2)t_1 + \nu_2 = 0.\]

The latter quadratic equation has the solutions \(t = \mu/2 \pm \sqrt{\mu^2/4 - \nu_2}\) if \(\nu_2 \leq \mu^2/4\), where \(\mu\) denotes the sampling mean, that is,

\[\mu = \frac{1}{K} \sum_{i=1}^{K} x_i = \nu_1 + 2\nu_2.\]

Thus, we obtain the following estimator:

\[\hat{\mu}^* = \left( \frac{\mu}{2} - \sqrt{\frac{\mu^2}{4} - \nu_2}, \frac{\mu}{2} + \sqrt{\frac{\mu^2}{4} - \nu_2} \right).\]

Introduce the following two sets:

\[
A = \left\{ (\nu_1, \nu_2) \mid 0 \leq \nu_1, \nu_2 \leq 1, \nu_1 + \nu_2 \leq 1, \nu_2 \leq (\nu_1 + 2\nu_2)^2/4 \right\},
\]

\[
B = \left\{ (\nu_1, \nu_2) \mid 0 \leq \nu_1, \nu_2 \leq 1, \nu_1 + \nu_2 \leq 1, \nu_2 > (\nu_1 + 2\nu_2)^2/4 \right\}.
\]

The sets \(A\) and \(B\) are depicted in Figure 1. Since equations (4) and (5) have a solution if and only if \((\nu_1, \nu_2) \in A\), we conclude that

\[
A = \left\{ (f_1(t), f_2(t)) \mid t \in [0, 1]^2 \right\}.
\]
Next we consider the case of \((\nu_1, \nu_2) \in B\). We rewrite the likelihood function (1) as a function of the arguments \(\nu_1, \nu_2, f_1(t), \) and \(f_2(t)\):

\[
L(S, t) = K [\nu_0 (1 - f_1(t) - f_2(t)) + \nu_1 \ln f_1(t) + \nu_2 \ln f_2(t)].
\]

Taking into account equality (8), we rewrite the problem of minimization of the likelihood function as follows:

\[
\begin{align*}
F(p_1, p_2) := & \nu_0 \ln (1 - p_1 - p_2) + \nu_1 \ln p_1 + \nu_2 \ln p_2 \to \max, \\
(p_1, p_2) & \in A.
\end{align*}
\]

Now we show that the function \(F(p_1, p_2)\) is concave with respect to \(p_1\) and \(p_2\). The matrix of its partial derivatives of the second order is given by

\[
\frac{\partial^2 F(p_1, p_2)}{\partial p_1 \partial p_2} = \begin{pmatrix}
-\frac{\nu_0}{(1 - p_1 - p_2)^2} & -\frac{\nu_1}{p_1^2} \\
-\frac{\nu_0}{(1 - p_1 - p_2)^2} & -\frac{\nu_2}{p_2^2}
\end{pmatrix}.
\]

Since the first principal minor is negative and the determinant is positive, the matrix is negative semi-definite by Sylvester’s criterion. Thus the maximum of the function \(F(p_1, p_2)\) is attained at the curvilinear boundary of the set \(A\) if \((\nu_1, \nu_2) \in B\). One can easily check that \((p_1, p_2) = (f_1(s, s), f_2(s, s))\) for some \(s \in [0, 1]\), where \((p_1, p_2)\) is an arbitrary point of this boundary. Therefore, the function \(L(S, t)\) attains its maximum if \(t_1 = t_2\) and we obtain the following problem:

\[
\begin{align*}
G(s) = & \nu_0 \ln (1 - s)^2 + \nu_1 \ln 2s(1 - s) + \nu_2 \ln 2s^2 \to \max, \\
s & \in [0, 1].
\end{align*}
\]

The derivative of the function \(G(s)\) is equal to

\[
G'(s) = -\frac{2\nu_0}{1 - s} + \frac{\nu_1}{s} - \frac{\nu_1}{1 - s} + \frac{2\nu_2}{s}.
\]

It can easily be proved that \(s = \mu/2\) is a unique root of the equation \(G'(s) = 0\). Hence the maximum likelihood estimator equals \(\hat{q}^* = (\mu/2, \mu/2)\) if \(\nu_2 > \mu^2/4\).

Theorem 1 implies that the estimator \(\hat{q}^* \) is consistent if \(q_1 \leq q_2\). Theorem 2 implies that this estimator is asymptotically normal if \(0 < q_1 < q_2 < 1\). According to equality (8) the information matrix is equal to

\[
I = \frac{1}{q_1 + q_2 - 2q_1q_2} \begin{pmatrix}
\frac{q_1 + q_2^2 - 2q_1q_2}{q_1 - q_1^2} & 1 \\
1 & \frac{q_1^2 + q_2 - 2q_1q_2}{q_2 - q_2^2}
\end{pmatrix}.
\]

8. Concluding remarks

We investigate the problem of estimation for the two component model. The maximum likelihood estimator is constructed and studied for this model. For a particular case, we provide an explicit form of the estimator and asymptotic dispersion matrix.

In a forthcoming paper, we plan to apply the technique developed in this paper to the case of mixtures with a general number of components. If \(\{X_{ij}, j = 1, \ldots, N_i\}\) are observations with an arbitrary distribution, then one can consider the data

\[
\{Y_{ij} = 1_{\{X_{ij} < x\}}, \ j = 1, \ldots, N_i\}
\]

for an arbitrary real number \(x\). For the latter data \(\{Y_{ij}\}\), one can apply the maximum likelihood method. The maximum likelihood estimators are the values of distribution functions at the point \(x\). This means that one can estimate the distribution function of the components of a mixture and hence every characteristic of the components.
9. PROOF OF THE LEMMAS

Proof Lemma 2. It is easy to prove that

$$g(x, n_1, n_1, (q_1, q_2)) = g(x, n_1, n_1, (q_2, q_1))$$

for all $n_1 > 0$ and $0 \leq x \leq 2n_1$. Thus, the pair $(q_2, q_1)$ also minimizes the function $\rho$.

Our aim is to show that the function $\rho$ attains its minimum only at these points.

Consider the case of $q \in (0,1)^2$. Assume that the function $\rho$ attains its minimum at the point $t = (t_1, t_2)$. The assumption of Lemma 2 implies that there exists a positive integer number $n$ such that $G(n, n) > 0$. We apply condition (2) to the triples $(0, n, n)$ and $(2n, n, n)$:

$$(1 - t_1)^n(1 - t_2)^n = (1 - q_1)^n(1 - q_2)^n,$$

$$t_1^n t_2^n = q_1^n q_2^n,$$

whence

$$1 - t_1 - t_2 + t_1 t_2 = 1 - q_1 - q_2 + q_1 q_2,$$

$$t_1 t_2 = q_1 q_2.$$

This means that

$$t_1 + t_2 = q_1 + q_2,$$

$$t_1 t_2 = q_1 q_2.$$

This system of two equations possesses two solutions $(q_1, q_2)$ and $(q_2, q_1)$ by Viet’s formulas.

Now we consider the case where the parameter $q$ belongs to the boundary of the square $[0,1]^2$. Let, for example, $q_1 = 0$. Then equalities (2) for the triples $(0, n, n)$ and $(2n, n, n)$ become of the following form:

$$(1 - t_1)^n(1 - t_2)^n = (1 - q_2)^n,$$

$$t_1^n t_2^n = 0.$$

Now we conclude that both pairs $(0, q_2)$ and $(q_2, 0)$ are solutions.

The proof for other cases is similar. □

Proof of Lemma 3. Assume that there is a second point $t = (t_1, t_2)$ where the function $\rho$ attains its minimum. Consider the case of $q \in (0,1)^2$.

Below are particular cases of condition (2) corresponding to $n_1$ and $n_2$ involved in the statement of Theorem 1 and corresponding to $x = 0, 1, n_1 + n_2 - 1$, and $n_1 + n_2$, respectively:

$$n_1 t_1 (1 - t_1)^{n_1 - 1} (1 - t_2)^{n_2} + n_2 (1 - t_1)^{n_1} t_2 (1 - t_2)^{n_2 - 1}$$

$$= n_1 q_1 (1 - q_1)^{n_1 - 1} (1 - q_2)^{n_2} + n_2 (1 - q_1)^{n_1} q_2 (1 - q_2)^{n_2 - 1},$$

$$n_1 t_1^{n_1 - 1} (1 - t_1) t_2^{n_2} + n_2 t_1^{n_1} t_2^{n_2 - 1} (1 - t_2)$$

$$= n_1 q_1^{n_1 - 1} (1 - q_1) q_2^{n_2} + n_2 q_1^{n_1} q_2^{n_2 - 1} (1 - q_2),$$

$$t_1^n t_2^n = q_1^n q_2^n.$$
Dividing equality (8) by (7) and equality (9) by (10) we obtain
\[ n_1 \frac{t_1}{1 - t_1} + n_2 \frac{t_2}{1 - t_2} = n_1 \frac{q_1}{1 - q_1} + n_2 \frac{q_2}{1 - q_2}, \]
\[ n_1 \frac{1 - t_1}{t_1} + n_2 \frac{1 - t_2}{t_2} = n_1 \frac{1 - q_1}{q_1} + n_2 \frac{1 - q_2}{q_2}. \]

Let
\[ \alpha = \frac{n_1}{n_2}, \quad p_i = \frac{1 - t_i}{t_i}, \quad r_i = \frac{1 - q_i}{q_i}, \quad i = 1, 2. \]

Then \( \alpha \neq 1 \) and
\[ \frac{\alpha}{p_1} + \frac{1}{p_2} = \frac{\alpha}{r_1} + \frac{1}{r_2}, \]
\[ \alpha p_1 + p_2 = \alpha r_1 + r_2. \]

Multiplying the latter two equalities we get
\[ \alpha^2 + \alpha \left( \frac{p_1}{p_2} + \frac{p_2}{p_1} \right) + 1 = \alpha^2 + \alpha \left( \frac{r_1}{r_2} + \frac{r_2}{r_1} \right) + 1 \]
or
\[ \frac{p_1}{p_2} + \frac{p_2}{p_1} = \frac{r_1}{r_2} + \frac{r_2}{r_1}. \]

If \( r_1 = r_2 \), then we have a unique solution \( p_1 = p_2 \). It also follows from (11) that \( p_1 = p_2 = r_1 \). Thus, the function \( \rho \) possesses a unique point of maximum \( t = q \).

Let \( r_1 \neq r_2 \). One can show that the latter equation considered with respect to the unknown \( p_1/p_2 \) has two roots, namely \( r_1/r_2 \) and \( r_2/r_1 \). Hence \( p_2 = p_1 r_2/r_1 \), whence \( p_2 = p_1 r_1/r_2 \). Dividing (11) by (10) we conclude that
\[ p_1^2 p_2 = r_1^alpha r_2. \]

Substituting \( p_1 r_2/r_1 \) instead of \( p_2 \) in the latter equation, we obtain \( p_1 = r_1 \) or \( p_1 = \frac{r_1^{\alpha - 1} r_2^{\alpha + 1}}{r_2^{\alpha + 1} r_2^{2\alpha}} \). In the first case, we have \( p_2 = r_2 \), whence \( t = q \).

In the second case, we get \( p_2 = \frac{r_1^{\alpha + 1} r_2}{2^{\alpha + 1}} \). Now our aim is to show that this is not a solution. Substituting \( r_1^{\alpha + 1} r_2^{\frac{1 - \alpha}{1 + \alpha}} \) instead of \( p_2 \) in the first equation in (11), we obtain
\[ \alpha r_1^{\alpha - 1} r_2^{\alpha + 1} + r_1^{2\alpha} r_2^{\frac{1 - \alpha}{2 + \alpha}} = \alpha r_1 + r_2. \]

Letting \( v = (r_1/r_2)^{1/(\alpha + 1)} \), we get \( v \neq 1 \). Dividing the preceding equality by \( r_2 \) yields
\[ \alpha v^{\alpha - 1} + v^{2\alpha} = \alpha v^{\alpha + 1} + 1 \]
or
\[ \frac{v^\alpha - v^{-\alpha}}{\alpha} = v - v^{-1}. \]

Consider the function
\[ F(v, \alpha) = (v^\alpha - v^{-\alpha})/\alpha - (v - v^{-1}). \]

It is obvious that \( F(1, \alpha) = 0 \). Differentiating the defining equality for \( F(v, \alpha) \) with respect to the first argument, we obtain
\[ F'_v(w, \alpha) = \frac{w^\alpha + w^{-\alpha} - w - w^{-1}}{w} = 0 \]
for some number \( w \neq 1 \).

Also, \( F'_v(w, 1) = 0 \). Hence there exists a number \( \beta \neq 1 \) such that
\[ F''_{vv}(w, \beta) = \ln \frac{w^\beta - w^{-\beta}}{w} = 0. \]
However, this is impossible and thus the function $\rho$ has a unique point of maximum $t = q$.

Now we consider the case where the parameter $q$ belongs to the boundary of the square $[0, 1]^2$. Let, for example, $q_1 = 0$ and $q_2 > 0$. Then equalities (7), (8), and (10) become of the following form:

$$(1 - t_1)^{n_1} (1 - t_2)^{n_2} = (1 - q_2)^{n_2},$$

$$n_1 t_1 (1 - t_1)^{n_1 - 1} (1 - t_2)^{n_2} + n_2 (1 - t_1)^{n_1} t_2 (1 - t_2)^{n_2 - 1} = n_2 q_2 (1 - q_2)^{n_2 - 1}.$$  

If $t_1 = 0$, then the first equality implies that $t_2 = q_2$. Now we show that the equality $t_2 = 0$ is not possible. The preceding equalities imply

$$(1 - t_1)^{n_1} = (1 - q_2)^{n_2},$$

$$n_1 t_1 (1 - t_1)^{n_1 - 1} = n_2 q_2 (1 - q_2)^{n_2 - 1}.$$  

Letting $\alpha = n_1 / n_2$ and dividing the second equality by the first one we obtain

$$(1 - t_1)^\alpha = 1 - q_2,$$

$$\alpha \frac{t_1}{1 - t_1} = \frac{q_2}{1 - q_2}.$$  

Excluding $q_2$ from both equalities, we get

$$1 - (1 - t_1)^\alpha = \alpha t_1 (1 - t_1)^{\alpha - 1}.$$  

Consider the function $F(t_1, \alpha) = (1 - t_1)^\alpha + \alpha t_1 (1 - t_1)^{\alpha - 1}$. Then $F(0, \alpha) = 1$ and its derivative with respect to $t_1$ is equal to

$$F'_1(v, \alpha) = -\alpha (1 - t_1)^{\alpha - 1} + \alpha (1 - t_1)^{\alpha - 1} - \alpha (\alpha - 1) t_1 (1 - t_1)^{\alpha - 2} = -\alpha (\alpha - 1) t_1 (1 - t_1)^{\alpha - 2}.$$  

The derivative does not change the sign for $t_1 \in (0, 1]$, thus the equality $F(t_1, \alpha) = 1$ is only possible if $t_1 = 0$. On the other hand, equality (13) does not hold in this case.

Other cases are considered similarly. \(\square\)
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