RENEWAL SEQUENCES AND RECORD CHAINS RELATED TO MULTIPLE ZETA SUMS
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Abstract. For the random interval partition of \([0, 1]\) generated by the uniform stick-breaking scheme known as GEM(1), let \(u_k\) be the probability that the first \(k\) intervals created by the stick-breaking scheme are also the first \(k\) intervals to be discovered in a process of uniform random sampling of points from \([0, 1]\). Then \(u_k\) is a renewal sequence. We prove that \(u_k\) is a rational linear combination of the real numbers \(1, \zeta(2), \ldots, \zeta(k)\) where \(\zeta\) is the Riemann zeta function, and show that \(u_k\) has the limit \(1/3\) as \(k \to \infty\). Related results provide probabilistic interpretations of some multiple zeta values in terms of a Markov chain derived from the interval partition. This Markov chain has the structure of a weak record chain. Similar results are given for the GEM(\(\theta\)) model, with beta(1,\(\theta\)) instead of uniform stick-breaking factors, and for another more algebraic derivation of renewal sequences from the Riemann zeta function.
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1. Introduction

Consider the following two sequences of random subsets of the set \([n] := \{1, \ldots, n\}\), generated by listing the cycles of a uniform random permutation \(\pi_n\) of \([n]\) in two different orders: for a permutation \(\pi_n\) with \(K_n\) cycles,

- let \(C_{1:n}, C_{2:n}, \ldots,\) be the cycles of \(\pi_n\) in order of least elements, so \(C_{1:n}\) is the cycle of \(\pi_n\) containing 1; if \(C_{1:n} \neq [n]\), then \(C_{2:n}\) is the cycle of \(\pi_n\) containing the least \(j \in [n]\) with \(j \notin C_{1:n}\), and so on, with \(C_{k:n} = \emptyset\) if \(k > K_n\);
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• let $R_{1:n}, R_{2:n}, \ldots, R_{K_n:n}$ be the same cycles in order of greatest elements, so $R_{1:n}$ is the cycle of $\pi_n$ containing $n$; if $R_{1:n} \neq [n]$, then $R_{2:n}$ is the cycle of $\pi_n$ containing the greatest $j \in [n]$ with $j \notin R_{1:n}$, and so on, with $R_{k:n} = \emptyset$ if $k > K_n$.

For $1 \leq k \leq n$ define the probability

$$u_{k:n} := P\left(\cup_{i=1}^{k} C_{i:n} = \cup_{i=1}^{k} R_{i:n}\right),$$

the probability that the same collection of $k$ cycles appears as the first $k$ cycles in both orders. It is elementary that the number of elements of $C_{1:n}$ has a discrete uniform distribution on $[n]$, and the same is true for $R_{1:n}$. Since $u_{1:n}$ is the probability that both 1 and $n$ fall in the same cycle of $\pi_n$, it follows easily that $u_{1:n} = 1/2$ for every $n \geq 2$. For $k \geq 2$ it is easy to give multiple summation formulas for $u_{k:n}$. Such formulas show that $u_{k:n}$ has some dependence on $n$ for $k \geq 2$, with limits

$$\lim_{n \to \infty} u_{k:n} = u_k \text{ for each } k = 1, 2, \ldots,$$

which may be described as follows. It is known [10 page 25] that the asymptotic structure of sizes of cycles of $\pi_n$, when listed in either order, and normalized by $n$, is that of the sequence of lengths of subintervals of $[0, 1]$ defined by the uniform stick-breaking scheme:

$$P_1 := W_1, \quad P_2 := (1 - W_1)W_2, \quad P_3 := (1 - W_1)(1 - W_2)W_3, \ldots,$$

where the $W_i$ are i.i.d. uniform $[0, 1]$ variables. In more detail,

$$P_k := |I_k| \text{ where } I_k := [R_{k-1}, R_k) \text{ with } R_k = \sum_{i=1}^{k} P_i = 1 - \prod_{i=1}^{k} (1 - W_i),$$

with the convention $R_0 = 0$. The distribution of lengths $(P_1, P_2, \ldots)$ so obtained, with $\sum i P_i = 1$ almost surely, is known as the GEM$(1)$ model, after Griffiths, Engen, and McCloskey. The limit probabilities $u_k$ are easily evaluated directly in terms of the limit model, as follows. Let $(U_1, U_2, \ldots)$ be an i.i.d. uniform $[0, 1]$ sequence of sample points independent of $(P_1, P_2, \ldots)$. Say that an interval $I_k$ has been discovered by time $i$ if it contains at least one of the sample points $U_1, U_2, \ldots, U_i$. The sampling process imposes a new order of discovery on the intervals $I_k$, which describes the large $n$ limit structure of the random permutation of cycles of $\pi_n$ described above. The limit $u_k$ in (1.2) is $u_k := P(E_k)$, the probability of the event $E_k$ in the limit model that the union of the first $k$ intervals to be discovered in the sampling process equals $\cup_{i=1}^{k} I_i = [0, R_k)$ for $R_k = P_1 + \cdots + P_k$ as above. There are several different ways to express this event $E_k$. The most convenient for present purposes is to consider the stopping time $n(k, 1)$ when the sampling process first discovers a point not in $[0, R_k)$. If at that time $n = n(k, 1)$ (for $1 \leq i \leq k$ there is at least one sample point $U_j \in I_i$ with $1 \leq j < n$), then the event $E_k$ has occurred, and otherwise not. Thus for $k = 1, 2, \ldots$,

$$u_k = P\left(\cap_{j=1}^{k} (U_j \in I_i \text{ for some } 1 \leq j < n(k, 1))\right),$$

and we adopt the convention that $u_0 := 1$. This sequence $(u_k, k \geq 0)$ is a renewal sequence appearing in the study of regenerative permutations in [51]. In that context it is easily shown that the limit $u_\infty := \lim_{k \to \infty} u_k$ exists, but it is difficult to evaluate the $u_k$ for general $k$. However, computation of $u_k$ for the first few $k = 1, 2, 3, \ldots$, by symbolic integration suggested a general formula for $u_k$ as a rational
linear combination of the real numbers $1, \zeta(2), \ldots, \zeta(k)$ where $\zeta$ is the Riemann zeta function,

$$\zeta(s) := \sum_{n=1}^{\infty} \frac{1}{n^s} \quad \text{for } \Re(s) > 1.$$  

This article establishes the following result, whose proof leads to some probabilistic interpretations of multiple zeta values and harmonic sums.

**Proposition 1.1.** The renewal sequence $(u_k, k \geq 0)$ defined above by (1.5) in terms of uniform stick-breaking is characterized by any one of the following equivalent conditions:

(i). The sequence $(u_k, k \geq 0)$ is defined recursively by

$$(1.6) \quad 2u_k + 3u_{k-1} + u_{k-2} = 2\zeta(k) \quad \text{with } u_0 = 1, u_1 = 1/2.$$  

(ii). For all $k \geq 0$,

$$(1.7) \quad u_k = (-1)^{k-1} \left(2 - \frac{3}{2^k}\right) + \sum_{j=2}^{k} (-1)^{k-j} \left(2 - \frac{1}{2^{k-j}}\right) \zeta(j).$$  

(iii). For all $k \geq 0$,

$$(1.8) \quad u_k = \sum_{j=1}^{\infty} \frac{2}{j^k(j+1)(j+2)}.$$  

(iv). The generating function of $(u_k, k \geq 0)$ is

$$(1.9) \quad U(z) := \sum_{k=0}^{\infty} u_k z^k = \frac{2}{(1+z)(2+z)} \left[ 1 + \left(2 - \gamma - \psi(1-z)\right)z \right],$$

for $|z| < 1$, where $\gamma := \lim_{n\to\infty}(\sum_{k=1}^{n} 1/k - \ln n) \approx 0.577$ is the Euler constant, and $\psi(z) := \Gamma'(z)/\Gamma(z)$ with $\Gamma(z) := \int_{0}^{\infty} t^{z-1} e^{-t} dt$, the digamma function.

The proof is given in Section 3. We are also interested in $(u_k)$ when the partition $(I_k)$ follows a more general stick-breaking scheme, where the $(W_k)$ in (1.3) are i.i.d. with an arbitrary distribution on $(0, 1)$. We will develop in particular the case, for $\theta > 0$, where $W_k$ follows a beta$(1, \theta)$ distribution—with density $\theta(1-x)^{\theta-1}$ on $[0, 1]$. The sequence $u_k$ so defined is the limit (1.2) if the distribution of the random permutation $\pi_n$ is changed from the uniform distribution on permutations of $[n]$ to the Ewens $(\theta)$ distribution on permutations of $[n]$, in which the probability of any particular permutation of $[n]$ with $k$ cycles is $\theta^k/(\theta)_n$ instead of $1/(1)_n$, where $(\theta)_n := \theta(\theta+1) \cdots (\theta+n-1)$ is a rising factorial. In that case the limit distribution of interval lengths $(P_1, P_2, \ldots)$ is known as the GEM$(\theta)$ distribution [10] Section 5.4. Our expressions for $u_k$ in this case are less explicit. In the following, the notation $\theta \equiv \theta$ indicates evaluations for the GEM$(\theta)$ model. For instance, it was proved in [51] (7.16) that

$$u_{\infty} = \frac{\Gamma(\theta + 2)\Gamma(\theta + 1)}{\Gamma(2\theta + 2)} = \frac{1}{3}.$$  

A consequence of Proposition 1.1 is that for each $k \geq 1$, the right-hand side of (1.7) is positive—in fact strictly greater than $u_{\infty} = 1/3$. Also, the probability $f_k$ of a first renewal at time $k$, which is determined by $u_1, \ldots, u_k$ by a well known
recursion recalled later in (1.7), is also strictly positive. These inequalities seem not
at all obvious without the probabilistic interpretations offered here. The inequalities
are reminiscent of Li’s criterion [40] for the Riemann hypothesis, which has some
probabilistic interpretations indicated in [14, Section 2.3]. The GEM(1) model also
arises from the asymptotics of prime factorizations [23], but the results for sampling
from GEM(1) described here do not seem easy to interpret in that setting.

The interpretation of $u_k$ sketched above and detailed in [51], that
$u_k$ is the probability that the random order of discovery of intervals maps $[k]$ to $[k]$, yields
the following corollary.

Corollary 1.2. For $w := (w_1, w_2, \ldots) \in (0, 1)^{\mathbb{N}_+}$, let $p_i(w) := (1 - w_1) \cdots (1 - w_{i-1}) w_i$. Then for each $k \geq 1$, the expression

$$
\sum_{\pi \in \mathcal{S}_k} \int_{(0,1)^k} p_{\pi(1)}(w) \prod_{i=2}^k \frac{p_{\pi(i)}(w)}{1 - \sum_{j=1}^{i-1} p_{\pi(j)}(w)} \, dw_1 \cdots dw_k
$$

is equal to (1.7) and to (1.8), where $\mathcal{S}_k$ is the set of permutations of the finite set
$\{1, \ldots, k\}$.

The expression (1.7) gives a rational zeta series expansion of the multiple integral
(1.11). Similar expansions also appeared in Beukers’ proof [13] of the irrationality
of $\zeta(3)$. The expression (1.11) is a sum of $k!$ positive terms, while (1.7) is a linear
combination of $1, \zeta(2), \ldots, \zeta(k)$ with alternating signs. By symbolic integration, we
can identify each term of the sum in (1.11) for $k = 2, 3$, but some terms become
difficult to evaluate for $k \geq 4$, and we have no general formula for these terms, and
no direct algebraic explanation of why the terms in (1.11) should sum to a rational
zeta series.

The Riemann zeta function plays an important role in analytic number theory
[15,24], and has applications in geometry [25,56] and mathematical physics [12,39].
Connections between the Riemann zeta function and probability theory have also
been explored, for example:

- For each $s > 1$, the normalized terms of the Riemann zeta series define
  a discrete probability distribution of a random variable $Z_s$ with values on
  $\{1, 2, \ldots\}$, such that $\log Z_s$ has a compound Poisson distribution [5,34,44].
- The values $\zeta(2)$ and $\zeta(3)$ emerge in the limit of large random objects [4,29].
- The values $1/\zeta(n)$ for $n = 2, 3, \ldots$ arise from the limit proportion of $n$-
  free numbers, that is, numbers not divisible by any $n$th power of a natural
  number; see [1,27].
- The values $\zeta(1/2 - n)$ for $n \geq 0$ appear in the expected first ladder height
  of Gaussian random walks [21].
- The Riemann zeta function appears in the Mellin transforms of functionals
  of Brownian motion and Bessel processes [14,55].
- Conjectured bounds for the zeta function on the critical line $\Re(s) = 1/2$
  can be related to branching random walks [8].
- There are striking parallels between the behavior of zeros of the Riemann
  zeta function on the line $\Re(s) = 1/2$ and the structure of eigenvalues in the
  random matrix theory [38,45,47].
In the early 1990s, Hoffman \[35\] and Zagier \[57\] introduced the *multiple zeta value*
\[
\zeta(s_1, \ldots, s_k) := \sum_{0 < n_1 < \cdots < n_k} \frac{1}{n_1^{s_1} \cdots n_k^{s_k}},
\]
and the *multiple zeta-star value*
\[
\zeta^*(s_1, \ldots, s_k) := \sum_{0 < n_1 \leq \cdots \leq n_k} \frac{1}{n_1^{s_1} \cdots n_k^{s_k}},
\]
for each \(k > 0\), and \(s_i \in \mathbb{N}_+ := \{1, 2, \ldots\}\) with \(s_1 > 1\) to ensure the convergence.

Note that the multiple zeta-star value (1.13) can be written as the sum of multiple zeta values,
\[
\zeta^*(s_1, \ldots, s_k) = \sum_{s^*} \zeta(s^*),
\]
where the sum is over all \(s^* = (s_1 \square \cdots \square s_k)\), with each \(\square\) filled by either a comma or a plus. To illustrate,
\[
\zeta^*(s_1, s_2) = \zeta(s_1, s_2) + \zeta(s_1 + s_2),
\]
\[
\zeta^*(s_1, s_2, s_3) = \zeta(s_1, s_2, s_3) + \zeta(s_1, s_2 + s_3) + \zeta(s_1 + s_2, s_3) + \zeta(s_1 + s_2 + s_3).
\]

See \[6, 18, 36\] for the algebraic structure and some evaluations of multiple zeta values. It was proved in \[3, 58\] that the multiple zeta functions (1.12) and (1.13) can also be continued meromorphically on the whole space \(\mathbb{C}^k\).

These multiple zeta values appear in various contexts including algebraic geometry, knot theory, and quantum field theory; see \[20\]. But we are not aware of any previous probabilistic interpretation of these numbers. In this article we show how the zeta values \(\zeta(2), \zeta(3), \ldots\), and (1.12) and (1.13) arise in the renewal sequence \((u_k)\) associated with the discovery of intervals for a GEM(1) partition of \([0, 1]\). Equivalently the same sequence \((u_k)\) can be expressed in terms of a GEM(1)-biased permutation of \(\mathbb{N}_+\) \[51\], or of the *Bernoulli sieve* \[32\] driven by the GEM(1) distribution.

**Organization of the paper:** The rest of the paper is organized as follows:

- In Section 2 we introduce the main tool of our analysis, a Markov chain \((\hat{Q}_k)\) derived from the discovery process of subintervals in the GEM(\(\theta\)) stick-breaking model, and show its equality in distribution with a weak record chain.
- In Section 3 we give the proof of Proposition 1.1 for \(\theta = 1\) and provide some partial results for general \(\theta\).
- In Section 4 we define a number of renewal sequences satisfying a recursion involving the Riemann zeta function.
- In Section 5 we specialize again to \(\theta = 1\) and examine further the distribution of the Markov chain \((\hat{Q}_k)\), deriving expressions involving iterated harmonic sums and zeta values.
- In Section 6 we derive a formula for \(u_{2,n}\) associated with random permutations, which provides evaluation of \(u_2\) for general \(\theta\) as the limit. Among those we identify the sequence \((u_k)\) defined by (1.5) in the GEM(1) model.
2. One-parameter Markov chains and record processes

Recall the definition of the length $P_k = |I_k|$ of the $k$th interval in a stick-breaking partition and the uniform sequence $(U_i)$ of points that we use to discover intervals. Now define a random sequence of positive integers $(X_i)$ by setting

$$X_i := k \iff U_i \in I_k.$$  

So $X_i$ is the rank of the interval in which the $i$th sample point $U_i$ falls. Conditionally given the sequence of interval lengths $(P_1, P_2, \ldots)$, the $X_i$ are i.i.d. according to this distribution on $\mathbb{N}_+ := \{1, 2, \ldots\}$. Formula (1.3) can be recast as

$$u_k = \mathbb{P}\left(\{X_1, X_2, \ldots, X_{n(k,1)-1}\} = \{1, 2, \ldots, k\}\right),$$

where $n(k,1) = \inf\{i \geq 1, X_i \geq k + 1\}$.

The key to our analysis is the Markov chain $(\hat{Q}_k)$ given by the following lemma from [51, Lemma 7.1]. This lemma is suggested by the work of Gnedin and coauthors on the Bernoulli sieve [30,31], and subsequent work on extremes and gaps in sampling from a residual allocation model by Pitman and Yakubovich [49,52].

**Lemma 2.1.** Let $X_1, X_2, \ldots$ be as in (2.1) for a stick-breaking partition with i.i.d. factors $W_i \overset{(d)}{=} W$ as in (1.3) for some distribution of $W$ on $(0, 1)$. For $n \in \mathbb{N}_+$ and $k = 0, 1, \ldots$, let

$$Q_n^*(k) := \sum_{i=1}^{n} 1(X_i > k) = \sum_{i=1}^{n} 1(U_i \geq R_k)$$

represent the number of the first $n$ sample points which land outside the union $[0, R_k)$ of the first $k$ intervals. For $m = 1, 2, \ldots$, let $n(k,m) := \min\{n : Q_n^*(k) = m\}$ be the first time $n$ that there are $m$ sample points outside the first $k$ intervals. Then

(i). For each $k$ and $m$ there is the equality of joint distributions

$$Q_{n(k,m)}(k-j), 0 \leq j \leq k) \overset{(d)}{=} (\hat{Q}_j, 0 \leq j \leq k | \hat{Q}_0 = m),$$

where $(\hat{Q}_0, \hat{Q}_1, \ldots)$ with $1 \leq \hat{Q}_0 \leq \hat{Q}_1 \cdots$ is a Markov chain with state space $\mathbb{N}_+$ and stationary transition probability function

$$\hat{q}(m,n) := \binom{n-1}{m-1} \mathbb{E}W^{n-m}(1-W)^m \text{ for } m \leq n.$$

(ii). For each $k \geq 1$ the renewal probability $u_k$ defined by (2.2) is given by

$$u_k = \mathbb{P}(\hat{Q}_0 < \hat{Q}_1 < \cdots < \hat{Q}_k | \hat{Q}_0 = 1).$$

(iii). The sequence $u_k$ is strictly decreasing, with limit $u_\infty \geq 0$ which is given by

$$u_\infty = \mathbb{P}(\hat{Q}_0 < \hat{Q}_1 < \cdots | \hat{Q}_0 = 1).$$

Here we study the Markov chain $(\hat{Q}_k)$ for the GEM($\theta$) partition and show that it has an interpretation as a weak record chain. Let $X_1, X_2, \ldots$, be a random sample from the GEM($\theta$) model with i.i.d. stick-breaking factors $W_i \overset{(d)}{=} W$ for $W$ following a beta$(1, \theta)$ distribution. Consider

$$C_k^\theta := \sum_{j=1}^{k} 1\{Q_{n(k,j)}(j) = Q_{n(k,j)}(j-1)\} \text{ for } k \geq 1,$$
the number of empty intervals among the first $k$ intervals at the first time $n(k, \ell)$ there are $\ell$ points outside the first $k$ intervals. To study the random variables $C_{k}^{\ell, \theta}$, we introduce a family of one-parameter Markov chains $(\widehat{Q}_{j}^{\ell, \theta}, j \geq 0)$ with

- the initial value $\widehat{Q}_{0}^{\ell, \theta} = \ell \in \mathbb{N}_{+}$,
- the transition probability function $\hat{q}^{\theta}(m, n)$ given by (2.5) for $W$ the beta $(1, \theta)$ distribution.

For $W$ the beta$(1, \theta)$ distribution,

$$E_{W}^{n-m}(1-W)^{m} = \frac{(1)_{n-m}\theta}{(\theta + m)_{n-m+1}} \quad \text{for } m \leq n,$$

where

$$(x)_{j} := x(x+1) \cdots (x+j-1) = \frac{\Gamma(x+j)}{\Gamma(x)}.$$

So the transition probability $\hat{q}^{\theta}$ of the $\widehat{Q}_{j}^{\ell, \theta}$ chain is given by

$$q^{\theta}(m, n) = \frac{(m)_{n-m}\theta}{(\theta + m)_{n-m+1}} \quad \text{for } m \leq n.$$

Let

$$G_{i}^{\ell, \theta}(k) := \sum_{j=1}^{k} 1\{\widehat{Q}_{j}^{\ell, \theta} = i\} \quad \text{for } i \geq \ell$$

be the occupation count of state $i$ for the Markov chain $(\widehat{Q}_{j}^{\ell, \theta}, 1 \leq j \leq k)$. According to Lemma (2.11) (i), for each $k \geq 1$,

$$(2.11) \quad C_{k}^{\ell, \theta} \overset{(d)}{=} \widehat{C}_{k}^{\ell, \theta} := \sum_{j=1}^{k} 1\{\widehat{Q}_{j}^{\ell, \theta} = \widehat{Q}_{j-1}^{\ell, \theta}\}$$

$$= \sum_{j=1}^{k} 1\{\widehat{Q}_{j}^{\ell, \theta} = \widehat{Q}_{j-1}^{\ell, \theta} = \ell\} + \sum_{i=\ell+1}^{k} \sum_{j=1}^{k} 1\{\widehat{Q}_{j}^{\ell, \theta} = \widehat{Q}_{j-1}^{\ell, \theta} = i\}$$

$$= G_{\ell}^{\ell, \theta}(k) + \sum_{i=\ell+1}^{k} (G_{i}^{\ell, \theta}(k) - 1)^{+},$$

where the last equality follows from the fact that the process $(\widehat{Q}_{j}^{\ell, \theta}, j \geq 0)$ is weakly increasing starting at $\ell$.

Now we establish a connection between the one-parameter chain $\widehat{Q}_{j}^{\ell, \theta}$ and a record process. Fix $\ell \in \mathbb{N}_{+}$. For $X_{1}, X_{2}, \ldots$, i.i.d. with support $\{\ell, \ell+1, \ldots\}$, let $(R_{j}, j \geq 0)$ be the weak ascending record process of $(X_{j}, j \geq 1)$. That is,

$$R_{0} := \ell \quad \text{and} \quad R_{j} := X_{L_{j}} \quad \text{for } j \geq 1,$$

where $L_{j}$ is defined recursively by

$$L_{1} := 1 \quad \text{and} \quad L_{j+1} := \min\{i > L_{j} : X_{i} \geq X_{L_{j}}\} \quad \text{for } j \geq 1.$$

The sequence $(R_{j}, j \geq 0)$ was first considered by Vervaat [54]; see also [9, Section 2.8] and [46, Lecture 15] for further discussion on records of discrete distributions.
It is known that \((R_j, j \geq 0)\) is a Markov chain with the transition probability function \(r(m, n)\) given by
\[
(2.13) \quad r(m, n) = \frac{\mathbb{P}(X_1 = n)}{\mathbb{P}(X_1 \geq m)} \text{ for } m \leq n.
\]

**Proposition 2.2.** Let \((R_j, j \geq 0)\) be the weak ascending record process of the i.i.d. sequence \((X_j, j \geq 1)\) with \(X_j \overset{\text{d}}{=} \tilde{G}_1^{\ell, \theta}\); that is,
\[
\mathbb{P}(X_j = n) = \tilde{q}^\theta(\ell, n) \text{ for } n \geq \ell,
\]
where \(\tilde{q}^\theta\) is defined by \((2.14)\). Then there is the equality in joint distributions
\[
(2.14) \quad (\tilde{G}_j^{\ell, \theta}, j \geq 0) \overset{\text{d}}{=} (R_j, j \geq 0).
\]

**Proof.** Observe that for \(\ell \leq m \leq n\),
\[
\tilde{q}^\theta(\ell, n) = \frac{(\ell)n-\ell}{(\ell + \ell)n-\ell+1} \tilde{q}^\theta(m, n).
\]
Sum this identity over \(n \geq m\) to see that \(\mathbb{P}(X_j \geq m) = \frac{(\ell)n-\ell}{(\ell + \ell)n-\ell+1}\), and hence that \(\tilde{q}^\theta(m, \cdot)\) is the conditional distribution of \(X_j\) given \(X_j \geq m\), as required. \(\Box\)

It is known \([52, \text{Theorem 1.1}]\) that the counts \(G_i^{\ell, \theta}(\infty)\) of records at each possible value \(i = \ell, \ell + 1, \ldots\), are independent and geometrically distributed on \(N_0 := \{0\} \cup \mathbb{N}_+\) with parameter \(i/(i + \theta)\). Combined with Proposition 2.2, we get the following result which is a variant of \([33, \text{Proposition 5.1}]\).

**Corollary 2.3.** Let \(C_k^{\ell, \theta}\) and \(\tilde{C}_k^{\ell, \theta}\) be defined by \((2.8)\) and \((2.11)\). Then there is the increasing and almost sure convergence
\[
C_k^{\ell, \theta} \overset{\text{d}}{\uparrow} C_\infty^{\ell, \theta},
\]
along with convergence of all positive moments, where the probability generating function of \(C_\infty^{\ell, \theta}\) is given by
\[
F_{\ell, \theta}(z) := \mathbb{E}z^{C_\infty^{\ell, \theta}} = \frac{\Gamma(\ell + 1 + \theta)\Gamma(\ell + \theta - \theta z)}{\Gamma(\ell)\Gamma(\ell + 1 + 2\theta - \theta z)}.
\]

Consequently, the random variable \(C_\infty^{\ell, \theta}\) has the mixed Poisson distribution with random parameter \(-\theta \log H\), where \(H\) has the beta \((\ell, \theta + 1)\) distribution.

This result, combined with Lemma \([2.1, \text{iii}]\), leads to the formula \((1.10)\):
\[
u_\infty \overset{\theta}{=} \mathbb{P}(C_1^{\ell, \theta} = 0) = F_{1, \theta}(0) = \frac{\Gamma(\theta + 2)\Gamma(\theta + 1)}{\Gamma(2\theta + 2)}.
\]

Also note that the random variable \(C_\infty^{\ell, \theta}\) has a simple representation for \(\theta \in \mathbb{N}_+\),
\[
(2.16) \quad C_\infty^{\ell, \theta} \overset{\text{d}}{=} \sum_{j=0}^{\theta} G_j^{\ell, \theta},
\]
where \(G_j^{\ell, \theta}, 0 \leq j \leq \theta\) are independent and geometrically distributed on \(N_0\) with parameter \((\ell + j)/(\ell + j + \theta)\).
Proof. The identity (2.12) shows that

$$\tilde{C}_{k,\ell} = G_{\ell}^{\ell,\theta}(\infty) + \sum_{i=\ell+1}^{\infty} (G_{i}^{\ell,\theta}(\infty) - 1) \quad \text{a.s.,}$$

where $G_{i}^{\ell,\theta}(\infty)$, $i \geq \ell$ are independent and geometrically distributed on $\mathbb{N}_0$ with parameter $p_{i,\theta} := i/(i+\theta)$. For $G$ geometrically distributed on $\mathbb{N}_0$ with parameter $p$,

$$\mathbb{E}_z^G = \frac{p}{1 - (1-p)z} \quad \text{and} \quad \mathbb{E}_z^{(G-1)^+} = \frac{(1-p)p}{1 - (1-p)z}.$$

As a result,

$$\mathbb{E}_z C_{\infty}^{\ell,\theta} = \frac{p_{\ell,\theta}}{1 - (1-p_{\ell,\theta})z} \prod_{i=\ell+1}^{\infty} \left( p_{i,\theta} + \frac{(1-p_{i,\theta})p_{\ell,\theta}}{1 - (1-p_{i,\theta})z} \right)$$

$$= \frac{\ell}{\ell + \theta - \theta z} \prod_{i=\ell+1}^{\infty} \frac{i(i+2\theta-\theta z)}{(i+\theta)(i+\theta-\theta z)}$$

$$= \frac{\ell}{\ell + \theta - \theta z} \frac{\Gamma(\ell+1+\theta)\Gamma(\ell+1+\theta-\theta z)}{\Gamma(\ell+1)\Gamma(\ell+1+2\theta-\theta z)},$$

which leads to the formula (2.19). Recall that the generating function of the Poisson($a$) distribution is $e^{-a(1-z)}$, and that the Mellin transform of the beta($p$, $q$) variable $H_{p,q}$ is

$$\mathbb{E} H_{p,q}^\nu = \frac{\Gamma(\nu + p)\Gamma(\nu + q)}{\Gamma(p)\Gamma(\nu + p + q)} \quad \text{for } \nu > -p.$$

By taking $\nu = \theta(1-z)$, $p = \ell$, and $q = \theta + 1$, we identify the distribution of $C_{\infty}^{\ell,\theta}$ with the stated mixed Poisson distribution. \hfill \square

Let $\psi(x) := \Gamma'(x)/\Gamma(x)$ be the digamma function, and $\psi^{(k)}(x)$ be the $k$th derivative of $\psi(x)$. For $k \geq 1$, define

$$\Delta_{k,\ell,\theta}(z) := \psi^{(k-1)}(\ell + \theta - \theta z) - \psi^{(k-1)}(\ell + 1 + 2\theta - \theta z).$$

A simple calculation shows that $F_{\ell,\theta}'(z) = -\theta F_{\ell,\theta}(z)\Delta_{1,\ell,\theta}(z)$ and $\Delta_{k,\ell,\theta}(z) = -\theta \Delta_{k+1,\ell,\theta}(z)$. By induction, the derivatives of $F_{\theta}$ can be written as

$$F_{\ell,\theta}^{(k)}(z) = (-\theta)^k F_{\ell,\theta}(z) P_k(\Delta_{1,\ell,\theta}(z), \ldots, \Delta_{k,\ell,\theta}(z)),$$

where $P_k(x_1, \ldots, x_k)$ is the $k$th complete Bell polynomial [22, Section 3.3]. To illustrate,

$$P_1(x_1) = x_1,$$

$$P_2(x_1, x_2) = x_1^2 + x_2,$$

$$P_3(x_1, x_2, x_3) = x_1^3 + 3x_1x_2 + x_3,$$

$$P_4(x_1, x_2, x_3, x_4) = x_1^4 + 6x_1^2x_2 + 4x_1x_3 + 3x_2^2 + x_4,$$

$$P_5(x_1, x_2, x_3, x_4, x_5) = x_1^5 + 10x_1^3x_2 + 10x_1^2x_3 + 15x_1x_2^2 + 5x_1^2x_3 + 10x_2x_3 + 5x_4 + 10x_2x_3 + x_5,$$

and so on. Now by expanding $F_{\ell,\theta}$ into power series at $z = 0$ and $z = 1$, we get

$$\mathbb{P}(C_{\infty}^{\ell,\theta} = k) = \frac{(-\theta)^k \Gamma(\ell + \theta)\Gamma(\ell + \theta + 1)}{k! \Gamma(\ell)\Gamma(\ell + 2\theta + 1)} P_k(\Delta_{1,\ell,\theta}(0), \ldots, \Delta_{k,\ell,\theta}(0))$$
and
\begin{equation}
\mathbb{E} \left( \frac{\zeta_{\ell,\theta}^k}{k} \right) = \frac{(-\theta)^k}{k!} P_k(\Delta_{1,\ell,\theta}(1), \ldots, \Delta_{k,\ell,\theta}(1)),
\end{equation}
where \( \Delta_{k,\ell,\theta}(\cdot) \) is defined by (2.17). By taking \( \theta = 1 \) and \( k = 1 \) in (2.20), we get
\begin{equation}
\mathbb{E}C_{\ell,1} = \psi(\ell + 2) - \psi(\ell) = \frac{1 + 2\ell}{\ell(\ell + 1)},
\end{equation}
since \( \psi(\ell) = \sum_{j=1}^{\ell-1} 1/j - \gamma \), with \( \gamma \) the Euler constant.

3. Proof of Proposition 1.1

In this section we apply the results of Section 2 to evaluate the renewal sequence \( (u_k) \) in the GEM(1) case, and extend to the general GEM(\( \theta \)) case. The computation boils down to the study of the Markov chain \( (\hat{Q}_k^{1,\theta}, k \geq 0) \) with \( \ell = 1 \). We start by proving Proposition 1.1 corresponding to the case where \( \ell = 1 \) and \( \theta = 1 \). To this end, we need the following duality formula due to Hoffman [35, Theorem 4.4] and Zagier [57, Section 9].

Lemma 3.1. Let \( \zeta(s_1, \ldots, s_k) \) be the multiple zeta value defined by (1.12). Then
\begin{equation}
\zeta(1, \ldots, 1, h + 1) = \zeta(1, \ldots, 1, k + 1)
\end{equation}
for all \( h, k \in \mathbb{N}_+ \).

In particular,
\begin{equation}
\zeta(1, \ldots, 1, 2) = \zeta(k)
\end{equation}
for all \( k \geq 2 \).

Proof of Proposition 1.1 By Lemma 2.1(ii), for \( k \geq 2 \),
\begin{align*}
u_k &= \sum_{1 < n_1 < \cdots < n_k} \mathbb{P}(\hat{Q}_1^{1,1} = n_1, \ldots, \hat{Q}_k^{1,1} = n_k) \\
&= \sum_{1 < n_1 < \cdots < n_k} \hat{q}^1(1, n_1) \hat{q}^1(n_1, n_2) \cdots \hat{q}^1(n_{k-1}, n_k) \\
&= \sum_{1 < n_1 < \cdots < n_{k-1}} \frac{1}{(n_1 + 1) \cdots (n_{k-2} + 1)(n_{k-1} + 1)^2} \\
&= \sum_{0 < n_1 < \cdots < n_{k-1}} \frac{1}{(n_1 + 2) \cdots (n_{k-2} + 2)(n_{k-1} + 2)^2}.
\end{align*}

For \( k \geq 2 \) and \( x \geq 0 \), let
\begin{equation}
\zeta(\nu_1, \ldots, \nu_{k-1}; x) := \sum_{0 < n_1 < \cdots < n_{k-1}} \frac{1}{(n_1 + x)^{\nu_1} \cdots (n_{k-2} + x)^{\nu_{k-2}}(n_{k-1} + x)^{\nu_{k-1}}}
\end{equation}
be the multiple Hurwitz zeta function [19], and \( h_k(x) := \zeta(1, \ldots, 1, 2; x) \). Therefore
\begin{equation}
u_k \overset{1}{=} h_k(2) \text{ for } k \geq 2.
\end{equation}
We claim that for \( k \geq 3 \),
\begin{equation}
\zeta(\nu_1, \ldots, \nu_{k-1}; x - 1) = \zeta(\nu_1, \ldots, \nu_{k-1}; x) + x^{-\nu_1} \zeta(\nu_2, \ldots, \nu_{k-1}; x).
\end{equation}
In fact,
\[
\zeta(\nu_1, \ldots, \nu_{k-1}; x - 1) = \sum_{0 < n_1 < \cdots < n_{k-1}} \frac{1}{(n_1 + x - 1)^{\nu_1} \cdots (n_{k-2} + x - 1)^{\nu_{k-2}} (n_{k-1} + x - 1)^{\nu_{k-1}}}
\]

and writing this expression as two sums over the distinct sets \(\{0 = n_1 < n_2 < \cdots < n_{k-1}\}\) and \(\{0 < n_1 < n_2 < \cdots < n_{k-1}\}\) yields the formula (3.5). Consequently,
\[
h_k(x - 1) = h_k(x) + x^{-1}h_{k-1}(x) \quad \text{for } k \geq 3.
\]

By taking \(x = 2\) and \(x = 1\) in (3.6), we get for \(k \geq 3\),
\[
h_k(1) = h_k(2) + \frac{1}{2}h_{k-1}(2) \quad \text{and} \quad h_k(0) = h_k(1) + h_{k-1}(1),
\]
which implies that for \(k \geq 4\),
\[
h_k(0) = h_k(2) + \frac{3}{2}h_{k-1}(2) + \frac{1}{2}h_{k-2}(2).
\]

According to the formula (3.2)
\[
h_k(0) = \zeta(1, \ldots, 1, 2) = \zeta(k).
\]

By (3.4), (3.7), and (3.8), we derive the recursion (1.6) for \(k \geq 4\). Recall that by definition, we have \(u_0 = 1\), and it is easy to check that \(u_1 = 1/2\). By symbolic integration, we get
\[
u_2 = \frac{1}{4} - \frac{5}{4} + \zeta(2) \quad \text{and} \quad u_3 = \frac{13}{8} - \frac{3}{2}\zeta(2) + \zeta(3),
\]
which satisfies the recursion for \(k = 2, 3\). So the part (i) of the proposition is proved. The equivalences (i) \(\iff\) (ii) \(\iff\) (iv) are straightforward, and (ii) \(\iff\) (iii) follow by partial fraction decomposition. We will see in Section 3 that the parts (i) and (iv) in Proposition 1.1 are valid for general recursions of the form \(au_{k-2} + bu_{k-1} + cu_k = \zeta(k)\).

In what follows, we aim to extend the above calculation to general \(\theta > 0\). It is easily seen that
\[
u_k = \sum_{1 < n_1 < \cdots < n_k} \mathbb{P}(\hat{Q}_1^{1,\theta} = n_1, \ldots, \hat{Q}_k^{1,\theta} = n_k)
\]

\[
= \sum_{1 < n_1 < \cdots < n_k} \frac{\theta^k (n_k - 1)!}{(\theta + n_1) \cdots (\theta + n_{k-1})(\theta + 1)n_k}
\]

\[
= \theta^k \sum_{0 < n_1 < \cdots < n_{k-1}} \frac{1}{(\theta + n_1 + 1) \cdots (\theta + n_{k-1} + 1)} \sum_{n_k > n_{k-1}} \frac{n_k!}{(\theta + 1)n_k + 1}.
\]
Note that for all \( k \geq 0 \),
\[
\sum_{n \geq k} \frac{n!}{(\theta + 1)_{n+1}} = \sum_{n \geq k} \frac{1}{\theta} \frac{(\theta + n + 1)n! - (n + 1)!}{(\theta + 1)_{n+1}}
\]
\[
= \sum_{n \geq k} \frac{1}{\theta} \left( \frac{n!}{(\theta + 1)_n} - \frac{(n + 1)!}{(\theta + 1)_{n+1}} \right)
\]
\[
= \frac{k!}{\theta (\theta + 1)_k} = \frac{\Gamma(\theta) \Gamma(k + 1)}{\Gamma(\theta + k + 1)}.
\]

Therefore,
\[
\sum_{n \geq k} \frac{1}{n! (\theta + 1)_{n+1}} = \frac{1}{\theta (\theta + 1)_k} \sum_{n \geq k} \frac{\Gamma(n_{k-1} + 2)}{(\theta + n_{1} + 1) \cdots (\theta + n_{k-1} + 1) \Gamma(n_{k-1} + \theta + 2)}
\]

It seems to be difficult to simplify the expression \((3.9)\) for general \( \theta \). We focus on the case where \( \theta \in \mathbb{N}_+ \). Let
\[
h_{k, \theta}(x) := \theta^k \Gamma(\theta) \sum_{0 < n_1 < \cdots < n_{k-1}} \frac{\Gamma(n_{k-1} + 1 - \theta + x)}{(n_1 + x) \cdots (n_{k-1} + x) \Gamma(n_{k-1} + 1 + x)},
\]
so \( u_k = h_{k, \theta}(\theta + 1) \). Again it is elementary to show that
\[
h_{k, \theta}(x - 1) = h_{k, \theta}(x) + \frac{\theta}{x} h_{k-1, \theta}(x).
\]
Consequently, the sequence \( (u_k, k \geq 0) \) satisfies a \((\theta + 1)\)-order recursion,
\[
(3.10) \quad u_{k+1} + a_{1, \theta} u_{k-1} + \cdots + a_{\theta+1, \theta} u_{-\theta-1} = h_{k, \theta}(0),
\]
where
\[
a_{i, \theta} := \sum_{0 < n_1 < \cdots < n_i < \theta+1} \frac{\theta^i}{n_1 \cdots n_i} \quad \text{for } 1 \leq i \leq \theta + 1,
\]
and \( h_{k, \theta}(0) \) is a variant of the multiple Hurwitz zeta function.

4. Renewal sequences derived from the zeta function

Look at the sequence
\[
(4.1) \quad u_k := \sum_{n=1}^{\infty} \frac{n^{-k}}{q(n)} \quad (k = 0, 1, 2, \ldots),
\]
where
\[
q(n) := a n^2 + b n + c
\]
is a generic quadratic function of \( n \). We are interested in conditions on \( q \) which allow the sequence \((u_k, k = 0, 1, \ldots)\) to be interpreted as a renewal sequence \([28]\). Basic requirements are that \( q(n) > 0 \) for all \( n = 1, 2, \ldots \), so at least \( a > 0 \), and that \( u_0 = 1 \), which is a matter of normalization of coefficients of \( q \). The sequence \( 1/q(n), n = 1, 2, \ldots \), then defines a probability distribution on the positive integers. If \( X \) denotes a random variable with this distribution, so \( \mathbb{P}(X = n) = 1/q(n) \), \( n = 1, 2, \ldots \), then \([14]\) becomes
\[
(4.3) \quad u_k = \mathbb{E}(1/X)^k \quad (k = 0, 1, 2, \ldots).
\]
That is to say, $u_k$ is the $k$th moment of the probability distribution of $1/X$ on $[0, 1]$. Obviously, $0 \leq u_k \leq 1$, and by the Cauchy-Schwartz inequality applied to

$$
(1/X)^k = (1/X)^{(k-1)/2}(1/X)^{(k+1)/2},
$$

(4.4)

$$
u_k^2 \leq u_{k-1}u_{k+1} \quad (k = 1, 2, \ldots).
$$

A sequence $(u_k)$ bounded between 0 and 1 with $u_0 = 1$ and subject to (4.4) is called a Kaluza sequence [37]. By a classical theorem of Kaluza, every such sequence is a renewal sequence [37]. See [51] for an elementary proof and further references. In view of Proposition 1.2, we are motivated to study such renewal sequences $(u_k)$ and the associated distribution $(f_k)$ of the time until first renewal, whose generating functions

(4.5)

$$
U(z) := \sum_{k=0}^{\infty} u_k z^k \quad \text{and} \quad F(z) := \sum_{k=1}^{\infty} f_k z^k \quad (|z| < 1)
$$

are known [28] to be related by

(4.6)

$$
U(z) = (1 - F(z))^{-1} \quad \text{and} \quad F(z) = 1 - U(z)^{-1}.
$$

This identity of generating functions corresponds to the basic relation

(4.7)

$$
u_k = f_k + f_{k-1}u_1 + \cdots + f_1u_{k-1} \quad (k = 1, 2, \ldots),
$$

which allows either of the sequences $(u_k)$ and $(f_k)$ to be derived from the other. Observe that the definition $q(n) = an^2 + bn + c$ gives

(4.8)

$$
cn^{-k} + bn^{-k-1} + \frac{an^{-k-2}}{q(n)} = n^{-k}
$$

and hence, for $k \geq 2$,

(4.9)

$$
cu_k + bu_{k-1} + au_{k-2} = \sum_{n=1}^{\infty} n^{-k} = \zeta(k).
$$

It follows that $U(z)$, and hence $F(z)$ can always be expressed in terms of the well known (see [24] formula 6.3.14) generating function of $\zeta$ values

(4.10)

$$
G(z) := \sum_{n=2}^{\infty} \zeta(n) z^n = -z(\gamma + \psi(1 - z)) \quad (|z| < 1),
$$

where $\gamma$ is Euler’s constant and $\psi(x) := \Gamma'(x)/\Gamma(x)$ is the digamma function, as
c

$$
c(U(z) - u_0 - u_1z) + bz(U(z) - u_0) + az^2U(z) = G(z)
$$
or

$$
q(z)U(z) - c(u_0 + u_1z) - u_0bz = G(z),
$$

which rearranges as

(4.11)

$$
U(z) = \frac{cu_0 + (bu_0 + cu_1)z + G(z)}{q(z)}.
$$

Defining $r_1, r_2 \in \mathbb{C}$ as the two roots of $q$, we have

$$
q(z) = a(z - r_1)(z - r_2),
$$

$$
b = -a(r_1 + r_2) \quad \text{and} \quad c = ar_1r_2.
$$
Note that our assumption that \( q(n) > 0 \) for all \( n = 1, 2, \ldots \), implies that the roots \( r_1 \) and \( r_2 \) are not positive integers. A straightforward computation shows that the condition \( u_0 = 1 \) implies

\[
a = \begin{cases} 
\frac{\psi(1 - r_2) - \psi(1 - r_1)}{r_1 - r_2} & \text{if } r_1 \neq r_2, \\
\frac{\psi'(1 - r_1)}{r_1} & \text{if } r_1 = r_2,
\end{cases}
\]

and that we have

\[
u_1 = \frac{1}{2c} (-b + 2\gamma + \psi(1 - r_1) + \psi(1 - r_2)).
\]

Finally, obtaining \( F(z) \) from (4.6) and (4.11) and taking derivatives gives us

\[
(4.12) \quad F'(1) = q(1),
\]

\[
F''(1) = \frac{q(1) - q(1) - q(-1) + q(1)(c(1 + 2u_1) + b)}{(4 - q(1))a - q(-1) + q(1)(c + 2\gamma + \psi(1 - r_1) + \psi(1 - r_2))}.
\]

To summarize, and combine with some standard renewal theory, see the following proposition.

**Proposition 4.1.** Let \( q(n) \) be any quadratic function of \( n = 1, 2, \ldots \), with \( q(n) > 0 \) for all \( n \), normalized so that \( u_0 := \sum_{n=1}^{\infty} 1/q(n) = 1 \), and let \( u_k := \sum_{n=1}^{\infty} n^{-k}/q(n) \) for \( k \geq 1 \). Then \( (u_k) \) is a decreasing, positive recurrent renewal sequence, with

\[
\lim_{k \to \infty} u_k = 1/q(1).
\]

The corresponding distribution of an i.i.d. sequence of positive integer valued random variables \( Y_1, Y_2, \ldots \), with \( P(Y_1 + \cdots + Y_m = k \text{ for some } m) = u_k \) has distribution with mean and variance

\[
E(Y_1) = q(1),
\]

\[
Var(Y_1) = (4 - q(1))a - q(-1) + q(1)(c + 2\gamma + \psi(1 - r_1) + \psi(1 - r_2))
\]

and probability generating function \( F(z) := E(z^{Y_1}) \) given by (4.6) for \( U(z) \) as in (4.11).

**Example.** Take \( a = 1/2, b = 3/2, c = 1 \). Then \( q(n) = (n + 1)(n + 2)/2 \) makes \( u_0 = 1, 1/u_\infty = E(Y_1) = q(1) = 3, \text{ and } Var(Y_1) = 11 \). From Proposition 4.1 we know that this sequence \( (u_k) \) is the renewal sequence associated with a GEM(1) random partition of \( [0, 1] \). Equivalently in the terminology of random permutations \[51\], \( (u_k) \) is the renewal sequence of the splitting times of a GEM(1)-biased permutation. Therefore \( Y_1 \) is distributed as \( T_1 \), the first splitting time of \( \Pi \) a GEM(1)-biased permutation. In particular, we have \( E(T_1) = 3, \text{Var}(T_1) = 11 \).

5. Development of the GEM(1) case

The Markov chain \( (\hat{Q}_k) \) described in Lemma [2.3] with uniform stick-breaking factors—i.e., in the GEM(1) case—was first studied by Erdős, Rényi, and Szűsz [26], where it appears as Engel’s series derived from \( U \) a uniform random variable on \( (0, 1) \). More precisely, if \( 2 \leq q_1 \leq q_2 \leq \cdots \) is the unique random sequence of integers such that

\[
U = \frac{1}{q_1} + \frac{1}{q_1 q_2} + \cdots + \frac{1}{q_1 q_2 \cdots q_n} + \cdots,
\]
then we have

$$(q_i - 1, i \geq 1) \overset{(d)}{=} (\tilde{Q}_i, i \geq 1),$$

where we condition on $\tilde{Q}_0 = 1$.

Here we give explicit formulas for the distribution of $\tilde{Q}_k$ in terms of iterated harmonic sums and the Riemann zeta function. The transition probabilities $\tilde{q}(m, n) := P(\tilde{Q}_{k+1} = n | \tilde{Q}_k = m)$ are given by

$$\tilde{q}(m, n) = \frac{m}{n(n+1)}.$$  

Then the joint probability distribution of $\tilde{Q}_1, \ldots, \tilde{Q}_k$ is given by the formula

$$(5.1) \quad P(\tilde{Q}_1 = n_1, \ldots, \tilde{Q}_{k-1} = n_{k-1}, \tilde{Q}_k = n_k) = \frac{1(1 \leq n_1 \leq \cdots \leq n_{k-1} \leq n_k)}{(n_1 + 1) \cdots (n_{k-1} + 1)(n_k + 1)n_k}.$$ 

It follows that for $k = 1, 2, \ldots$,

$$(5.2) \quad P(\tilde{Q}_k = n) = \frac{1}{n(n+1)} \sum_{1 \leq n_1 \leq \cdots \leq n_{k-1} \leq n} \frac{1}{(n_1 + 1) \cdots (n_{k-1} + 1)} = \frac{H_{k-1}^*(n + 1) - H_{k-2}^*(n + 1)}{n(n+1)},$$

where $H_{k-1}^*(n) = 0$, $H_0^*(n) = 1$, and $H_k^*(n)$ for $k = 1, 2, \ldots$, is the $k$th iterated harmonic sum defined by

$$(5.3) \quad H_k^*(n) := \sum_{m=1}^{n} \frac{H_{k-1}^*(m)}{m} = \sum_{1 \leq n_1 \leq n_2 \leq \cdots \leq n_k \leq n} \frac{1}{n_1n_2 \cdots n_k}.$$ 

In particular, $H_1^*(n) = H(n)$ is the $n$th harmonic number, and $H_2^*(n) = \sum_{m=1}^{n} H(m)/m$. Such iterated or multiple harmonic sums have attracted the attention of a number of authors [6,7,17]. Since (5.2) describes a probability distribution over $n \in \{1, 2, 3, \ldots\}$, we deduce by induction that

$$(5.4) \quad \sum_{n=1}^{\infty} \frac{H_k^*(n + 1)}{n(n+1)} = k + 1 \quad (k \geq 0).$$ 

This identity has the probabilistic interpretation that for each $k = 1, 2, \ldots, n = 1, 2, \ldots$,

$$(5.5) \quad \operatorname{E} \left[ \sum_{j=1}^{k} 1(\tilde{Q}_j = n) \right] = \sum_{j=1}^{k} P(\tilde{Q}_j = n) = \frac{H_{k-1}^*(n + 1)}{n(n+1)},$$

where $\sum_{j=1}^{k} 1(\tilde{Q}_j = n)$ is the number of times $j$ with $1 \leq j \leq k$ that $\tilde{Q}_j$ has value $n$. It is easily seen that for each fixed $n$ the sequence $H_k^*(n)$ is increasing with limit $n$ as $k \to \infty$. So the limit version of (5.5) is for $n = 1, 2, \ldots$,

$$(5.6) \quad \operatorname{E} \left[ \sum_{j=1}^{\infty} 1(\tilde{Q}_j = n) \right] = \sum_{j=1}^{\infty} P(\tilde{Q}_j = n) = \frac{1}{n}. $$
As observed by Rényi [53], the random variables $S_1, S_2, \ldots$, with $S_n := \sum_{j=1}^{\infty} 1(\hat{Q}_j = n)$, are independent with the geometric distribution on $\{0, 1, 2, \ldots\}$ with parameter $1 - 1/(n + 1)$:

\[ \mathbb{P}(S_n = s) = \left( \frac{1}{n + 1} \right)^s \left( 1 - \frac{1}{n + 1} \right) \quad (n = 1, 2, \ldots, s = 0, 1, \ldots) \]

which also implies (5.6).

Some known results about the iterated harmonic sums $H_k^*(n)$ can now be interpreted as features of the distributions of $\hat{Q}_k$. Arakawa and Kaneko [7] defined the function

\[ \xi_m(s) = \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} e^{-t} \text{Li}_m(1 - e^{-t}) \frac{dt}{(1 - e^{-t})}, \]

where $\text{Li}_m$ is the polylogarithm function

\[ \text{Li}_m(z) := \sum_{n=1}^{\infty} z^n/n^m. \]

The integral converges for $\Re(s) > 0$, and the function $\xi_m(s)$ continues to an entire function of $s$. They showed that values of $\xi_m(s)$ for $s$ can be expressed in terms of multiple zeta values, and observed in particular that

\[ \xi_1(s) = s\zeta(s + 1), \]

which can readily be derived from (5.8) using the identity $\text{Li}_1(1 - e^{-t}) = t$. Ohno [48] then showed that for positive integer $m$ and $k$,

\[ \xi_m(k) = \sum_{1 \leq n_1 \leq \cdots \leq n_k} \frac{1}{n_1 n_2 \cdots n_k n_k^{m+1}} = \sum_{n=1}^{\infty} \frac{H_{k-1}^*(n)}{n^{m+1}}. \]

That is, with the replacement $k \to k + 1$ and taking $m = 1$,

\[ \sum_{n=1}^{\infty} \frac{H_k^*(n)}{n^2} = (k + 1)\zeta(k + 2) \quad (k = 0, 1, 2, \ldots). \]

Subtracting 1 from both sides of this identity gives a corresponding formula with summation from $n = 2$ to $\infty$ on the left. Comparing with the more elementary formula (5.4), and using

\[ \frac{1}{n} - \frac{1}{n + 1} = \frac{1}{n(n + 1)}, \]

it follows that

\[ \sum_{n=1}^{\infty} \frac{H_k^*(n + 1)}{n(n + 1)^2} = k + 2 - (k + 1)\zeta(k + 2) \quad (k = 0, 1, 2, \ldots). \]

Plugged into formula (5.2) for the distribution of $\hat{Q}_k$, this gives a formula for the first inverse moment of $\hat{Q}_k + 1$,

\[ \mathbb{E} \left( \frac{1}{\hat{Q}_k + 1} \right) = 1 - k\zeta(k + 1) + (k - 1)\zeta(k). \]

By this stage, we have reached some identities for multiple zeta values which cannot easily be verified symbolically using Mathematica, though they are readily
checked for modest values of $k$ to limits of numerical precision. The case $k = 1$ of (5.10) reduces to
\[
\sum_{n=1}^{\infty} \frac{H(n)}{n^2} = 2\zeta(3),
\]
which Borwein et al. [17] attribute to Euler, and which can be confirmed symbolically with Mathematica. The case $k = 2$ of (5.10) expands to

(5.13)
\[
\sum_{n=1}^{\infty} \frac{H_2(n)}{n^2} = \frac{1}{2} \sum_{n=1}^{\infty} \frac{H^2(n)}{n^2} + \frac{1}{2} \sum_{n=1}^{\infty} \frac{H_2(n)}{n^2} = 3\zeta(4),
\]
with $H_k(n) = \sum_{m=1}^{n} 1/m^k$, which can also be confirmed symbolically with Mathematica. The decomposition into power sums is found to be

(5.14)
\[
\frac{1}{2} \sum_{n=1}^{\infty} \frac{H^2(n)}{n^2} = \frac{17}{8} \zeta(4),
\]
(5.15)
\[
\frac{1}{2} \sum_{n=1}^{\infty} \frac{H_2(n)}{n^2} = \frac{7}{8} \zeta(4),
\]
and summing these two identities yields (5.13) as required. According to Borwein and Borwein [10], formula (5.14) was first discovered numerically by Enrico Au-Yeun, and provided impetus to the surge of effort at simplification of multiple Euler sums by Borwein and coauthors [11]. Borwein and Borwein’s first rigorous proof of (5.14) was based on the integral identity
\[
\frac{1}{\pi} \int_{0}^{\pi} \theta^2 \log^2(2\cos\theta/2)d\theta = \frac{11}{2} \zeta(4),
\]
which they derived with Fourier analysis using Parseval’s formula. Later [17], they gave a systematic account of evaluations of multiple harmonic sums, including (5.14) as an exemplar case. In particular, they made a systematic study of the Euler sums

(5.16)
\[
s_h(k, s) := \sum_{n=1}^{\infty} \frac{H^k(n)}{(n+1)^s}
\]
and

(5.17)
\[
\sigma_h(k, s) := \sum_{n=1}^{\infty} \frac{H_k(n)}{(n+1)^s},
\]
and a number of other similar sums. They proved a number of exact reductions of such sums to evaluations of the zeta function at integer arguments and established other such reductions beyond a reasonable doubt by numerical computation.

With this development, we can prove the following result for $C_{k}^{1,1}$, the number of empty intervals among the first $k$ intervals at the stopping time $n(k, 1)$ when the first sample point falls outside the union $[0, R_k)$ of these intervals.

**Proposition 5.1.** Let $C_{k}^{1,1}$ be defined by (2.8) for $\ell = 1$ and $\theta = 1$. Then

(5.18)
\[
E_{C_{k}^{1,1}} = \begin{cases} 1/2 + k - (k - 1)\zeta(k) & \text{for } k \geq 2, \\ 1/2 & \text{for } k = 1. \end{cases}
\]
Proof. According to (2.11),
\[ E C_{k}^{1,1} = \sum_{j=1}^{k} \mathbb{P}(\hat{Q}_{j}^{1,1} = \hat{Q}_{j-1}^{1,1}), \]
where for \( j \geq 2 \) we use (5.2) to evaluate \( \mathbb{P}(\hat{Q}_{j}^{1,1} = n) \). So for \( j \geq 2 \),
\[ \mathbb{P}(\hat{Q}_{j}^{1,1} = \hat{Q}_{j-1}^{1,1}) = \sum_{n \geq 1} \mathbb{P}(\hat{Q}_{j}^{1,1} = n) = \sum_{n \geq 1} n \hat{q}^{1}(n, n) \]
\[ = \sum_{n \geq 1} \frac{H_{j-2}^{*}(n+1) - H_{j-1}^{*}(n+1)}{n(n+1)^{2}} \]
\[ = \left\{ \begin{array}{ll}
1 - (j-1)\zeta(j) + (j-2)\zeta(j-1) & \text{for } j \geq 3, \\
2 - \zeta(2) & \text{for } j = 2,
\end{array} \right. \]
where the last equality follows from (5.11). Also note that
\[ \mathbb{P}(\hat{Q}_{1}^{1,1} = \hat{Q}_{0}^{1,1}) = \hat{q}^{1}(1, 1) = 1/2. \]
The formulas (5.18) follow from the above computations. \( \square \)

Recall the interpretation of the binomial moments \( E(C_{k, j}^{1,1}) \) from [51 (6.2)]. The case \( j = 1 \) has been evaluated in (5.18). For \( j = k \),
\[ E \left( C_{k}^{1,1} \right) = \mathbb{P}(C_{k}^{1,1} = k) = \frac{1}{2k}, \]
and for \( j = k-1 \),
\[ E \left( C_{k-1}^{1,1} \right) = \frac{k}{2k} + \mathbb{P}(C_{k}^{1,1} = k-1). \]
Note that
\[ \mathbb{P}(C_{k}^{1,1} = k-1) = \sum_{m=0}^{k-1} \sum_{n \geq 1} \hat{q}^{1}(1, 1)^{m} \hat{q}^{1}(1, n) \hat{q}^{1}(n, n)^{k-1-m} \]
\[ = \frac{1}{2^{k-1}} - 2 \sum_{n \geq 1} \frac{1}{n(n+1)(n+2)^{k}}. \]
By partial fraction decomposition,
\[ \frac{1}{n(n+1)(n+2)^{k}} = \frac{1}{2^{k}n} - \frac{1}{n+1} + \frac{2^{k} - 1}{2^{k}(n+2)} + \sum_{j=2}^{k} \frac{2^{k+1-j} - 1}{2^{k+1-j}(n+2)^{j}}, \]
which leads to
\[ \sum_{n \geq 1} \frac{1}{n(n+1)(n+2)^{k}} = \frac{k}{2^{k+1}} - k + 1 + \sum_{j=2}^{k} \frac{2^{k+1-j} - 1}{2^{k+1-j}} \zeta(j). \]
Therefore,
\[ E \left( C_{k-1}^{1,1} \right) = 2k - 2 + \frac{1}{2^{k-1}} - \sum_{j=2}^{k} \frac{2^{k+1-j} - 1}{2^{k-j}} \zeta(j). \]
We have proved in Corollary 2.3 that the random variables \( C_k^{1,1} \) converge in distribution as \( k \to \infty \). Consequently,

\[
E\left( \frac{C_k^{1,1}}{k-1} \right) \to 0 \quad \text{as} \quad k \to \infty.
\]

It is easily seen from the expression (5.20) that this is equivalent to the well known formula

\[
\sum_{n=2}^{\infty} (\zeta(n) - 1) = 1.
\]

But the formulas for other binomial moments seem to be difficult, even for \( j = 2 \). Generally, we are interested in the exact distribution of \( C_k^{1,1} \) on \( \{0,1,\ldots,k\} \) for \( k = 1,2,\ldots \). Simple formulas are found for \( k = 1,2,3,4 \) as displayed in the following table.

Table of \( \mathbb{P}(C_k^{1,1} = j) \) with \( 0 \leq j \leq k \) for \( k = 1,2,3,4 \).

<table>
<thead>
<tr>
<th>( k )</th>
<th>( 0 )</th>
<th>( 1 )</th>
<th>( 2 )</th>
<th>( 3 )</th>
<th>( 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
</tr>
<tr>
<td>2</td>
<td>( -\frac{1}{2} + \zeta(2) )</td>
<td>( 2 - \zeta(2) )</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
</tr>
<tr>
<td>3</td>
<td>( \frac{1}{2} - \frac{1}{2} \zeta(2) + \zeta(3) )</td>
<td>( -\frac{1}{2} + 3\zeta(2) )</td>
<td>( \frac{1}{2} - \frac{1}{2} \zeta(2) - \zeta(3) )</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
</tr>
<tr>
<td>4</td>
<td>( \frac{1}{2} - \frac{1}{2} \zeta(2) - \frac{1}{2} \zeta(3) + \zeta(4) )</td>
<td>( \frac{1}{2} - \frac{1}{2} \zeta(2) + \frac{1}{2} \zeta(3) )</td>
<td>( \frac{1}{2} + \frac{1}{2} \zeta(2) + \frac{1}{2} \zeta(3) )</td>
<td>( \frac{1}{2} - \frac{1}{2} \zeta(2) - \frac{1}{2} \zeta(3) - \zeta(4) )</td>
<td>( \frac{1}{2} )</td>
</tr>
</tbody>
</table>

The details are left to the reader. Observe that up to \( k = 4 \), all of the point probabilities in the distribution of \( C_k^{1,1} \) are rational linear combinations of \( \zeta \) values. This is also true with \( j = 0, k-1, k \) for all \( k \). We leave open the problem of finding an explicit formula for \( \mathbb{P}(C_k^{1,1} = j) \) for general \( j \) and \( k \), but make the following conjecture.

**Conjecture 5.2.** For each \( k \geq 1 \) and \( 0 \leq j \leq k \),

\[
\mathbb{P}(C_k^{1,1} = j) = q_k,1 + \sum_{j=2}^{k} q_{k,j} \zeta(j),
\]

with \( q_{k,j} \) rational numbers.

6. Evaluation of \( u_{2:n} \) and its limit

In this section we derive an explicit formula for \( u_2 \) in the general GEM(\( \theta \)) case, which is based on evaluation of the combinatorial expressions of \( u_{2:n} \) given later in (6.2). In principle, the analysis of \( u_{2:n} \) can be extended to \( u_{k:n} \) for \( k \geq 3 \), but there will be an annoying proliferation of cases. Already for \( k = 2 \), it requires considerable care not to overcount or undercount the cases.

Let \( \Pi_n \) be the partition of \( [n] \) generated by a random permutation of \( [n] \), or, more generally, by any consistent sequence of exchangeable random partitions of \( [n] \), with \textit{exchangeable partition probability function (EPPF)} \( p \). See [50] for background. The function \( p \) is a function of compositions \( (n_1,\ldots,n_k) \) of \( n \), which gives for every \( m \geq n \) the probability \( p(n_1,\ldots,n_k) \) that for each particular listing of elements of \( [n] \) by a permutation, say \( (x_1,\ldots,x_n) \), that the first \( n_1 \) elements \( \{x_1,\ldots,x_{n_1}\} \) fall in one block of \( \Pi_m \); and if \( n_1 < n \), the next \( n_2 \) elements \( \{x_{n_1+1},\ldots,x_{n_1+n_2}\} \) fall in another block of \( \Pi_m \); and if \( n_1 + n_2 < n \), the next
$n_3$ elements $\{x_{n_1+n_2+1}, \ldots, x_{n_1+n_2+n_3}\}$ fall in a third block of $\Pi_m$, and so on. In other words, $p(n_1, \ldots, n_k)$ is the common probability, for every $m \geq n$, that the restriction of $\Pi_m$ to $[n]$ equals any particular partition of $[n]$ whose blocks are of sizes $n_1, \ldots, n_k$. For the Ewens ($\theta$) model, there is the well known formula

$$p_\theta(n_1, \ldots, n_k) = \frac{\theta^{k-1}}{(1+\theta)^{n-1}} \prod_{i=1}^k (1)_{n_i-1}, \text{ where } n = n_1 + \cdots + n_k.$$  

This formula for $\theta = 1$,

$$p_1(n_1, \ldots, n_k) = \frac{\prod_{i=1}^k (n_i - 1)!}{n!}, \text{ where } n = n_1 + \cdots + n_k,$$

corresponds to the case when $\Pi_n$ is the partition of $[n]$ generated by the cycles of a uniformly distributed random permutation of $[n]$. Then the denominator $n!$ is the number of permutations of $[n]$, while the product in the numerator is the obvious enumeration of the number of permutations of $n$ in which $[n_1]$ forms one cycle, $[n_1+n_2] \backslash [n_1]$ forms a second cycle, and so on. Essential for the following arguments is the less obvious consistency property of uniform random permutations that $p_1(n_1, \ldots, n_k)$ is also, for every $m \geq n$, the probability that $[n_1]$ is the restriction to $[n]$ of one cycle of $\Pi_m$, $[n_1+n_2] \backslash [n_1]$ is the restriction to $[n]$ of a second cycle of $\Pi_m$, and so on. This basic consistency property of random permutations allows the sequence of random partitions $\Pi_n$ of $[n]$ to be constructed according to the Chinese Restaurant Process, so the restriction of $\Pi_m$ to $[n]$ is $\Pi_n$ for every $n < m$.

Consider first for $n \geq 2$ the probability that the same block of $\Pi_n$ is discovered first in examining elements of $[n]$ from left to right as in examining elements of $[n]$ from right to left. This is the probability that 1 and $n$ fall in the same block of $\Pi_n$. By exchangeability, this is the same as the probability that 1 and 2 fall in the same block, that is,

$$(6.1) \quad u_{1,n} := \mathbb{P}(1 \text{ and } n \text{ in the same block}) = p(2) \overset{\theta}{=} p_\theta(2) = \frac{1}{1+\theta}.$$  

Next, consider for $n \geq 3$ the probability $u_{2,n}$ that the union of the first two blocks found in sampling left to right equals the union of the first two blocks found in sampling right to left.

**Proposition 6.1.** For each $n \geq 3$, and each exchangeable random partition $\Pi_n$ of $[n]$ with EPPF $p$,

$$u_{2,n} = p(n) + (n-2)p(n-1,1) + \sum_{1<j<k<n} p(j-1+n-k,2)$$

$$+ \sum_{j=1}^{n-1} p(j,n-j) + \sum_{1<j<k<n} p(j,n-k+1).$$

**Proof.** The terms in (6.2) are accounted for as follows:

- $p(n)$ is the probability that there is only one block, with 1 and $n$ in this block.
- $(n-2)p(n-1,1)$ is the probability that there are only two blocks, with both 1 and $n$ in this block, while the second block is a singleton, which may be $\{j\}$ for any one of the $n-2$ elements $j \in \{2, \ldots, n-1\}$. 


\[
\sum_{1 < j < k < n} p(j - 1 + n - k, 2) \]
is the sum of the probabilities that there are two or more blocks, with both 1 and \( n \) in this block, with \( j \) the first element and \( k \) the last element of some second block, which is both the second block to appear from left to right and the second block to appear from right to left. The probability of this event determined by \( 1 < j < k < n \) is the probability that the set \([j] \cup ([n] \setminus [k - 1])\) of \( j + 1 + n - k \) elements is split by the partition into the two particular subsets \([j - 1] \cup ([n] \setminus [k])\) and \([j] \cup \{k\}\) of \( j - 1 + n - k \) and 2, respectively. Hence the \( p(j - 1 + n - k, 2) \), by the exchangeability and consistency properties of the random partitions of various subsets of \([n]\).

\[
\sum_{j=1}^{n-1} p(j, n - j) \]
is the probability of the event that there are exactly two blocks \([j]\) and \([n] \setminus [j]\) for some \( 1 \leq j < n \).

\[
\sum_{1 < j < k < n} p(j, n - k + 1) \]
is the sum of the probabilities that there are two or more blocks, with 1 and \( n \) in different blocks, with \( j \) the first element of the block containing \( n \), which is the second block to appear from left to right, and \( k \) the last element of the block containing 1, which is the second block to appear from right to left. The probability of this event determined by \( 1 < j < k < n \) is the probability that the set \([j] \cup ([n] \setminus [k - 1])\) of \( j + 1 + n - k \) elements is split by the partition into the two particular subsets \([j - 1] \cup \{k\}\) and \([j] \cup ([n] \setminus [k])\) of sizes \( j \) and \( n - k + 1 \), respectively, and hence the \( p(j, n - k + 1) \), again by the exchangeability and consistency properties of the random partitions of various subsets of \([n]\). □

In this classification of five kinds of terms contributing to the probability \( u_{2,n} \), the first three kinds account for all cases in which 1 and \( n \) fall in the same block, while the last two kinds account for all cases in which 1 and \( n \) fall in different blocks. The double sum for the third kind of term is 0 unless \( n \geq 4 \), in which case it always simplifies to a single sum by grouping terms according to the value \( h \) of \( j - 1 + n - k \):

\[
\sum_{1 < j < k < n} p(j - 1 + n - k, 2) = \sum_{h=2}^{n-2} (h - 1) p(h, 2)
\]

\[
\theta \equiv [\theta(2) - \theta(n) - (n - 2)\theta(n - 1, 1)] \theta(2)
\]

with further simplification as indicated by \( \theta \) for the Ewens \((\theta)\) model. For the Ewens \((\theta)\) model, the \( p(h, 2) \) in (6.3) becomes

\[
p\theta(h, 2) = \frac{\theta(1)_{h-1}}{(1 + \theta)_{h+1}},
\]

while the expression in (6.4) features

\[
p\theta(2) = \frac{1}{1 + \theta}; \quad p\theta(n) = \frac{(1)_{n-1}}{(1 + \theta)_{n-1}}; \quad p\theta(n - 1, 1) = \frac{\theta(1)_{n-2}}{(1 + \theta)_{n-1}}.
\]

The evaluation \( \theta \) in (6.3) is easily checked algebraically, by first checking it for \( n = 4 \), and then checking the equality of differences as \( n \) is incremented. This evaluation (6.4) is an expression of the well known characteristic property of noninterference in the Ewens \((\theta)\) model, according to which, given that 1 and \( n \) fall in the same block of some size \( b \) with \( 2 \leq b < n \), the remaining \( n - b \) elements are partitioned according to the Ewens \((\theta)\) model for \( n - b \) elements. The sums in (6.3) evaluate
the probability that 1 and \( n \) fall in the same block, whose size \( b \) is at most \( n - 2 \), and that the partition of the remaining \( n - b \geq 2 \) elements puts the least of these elements in the same block as the greatest of these elements. For a general EPPF the probability that 1 and \( n \) fall in the same block, whose size \( b \) is at most \( n - 2 \), is \( p(2) - p(n) - (n - 2)p(n - 1, 1) \), as in the first factor of (6.4) for \( p = p_{\theta} \). For the Ewens (\( \theta \)) model, given this event and the size \( b \leq n - 2 \) of the block containing 1 and \( n \), the probability that the remaining \( n - b \geq 2 \) elements have their least and greatest elements in the same block is just \( p_{\theta}(2) \), regardless of the value of \( b \), and hence the factorization in the expression of (6.4) for the Ewens (\( \theta \)) model.

While the sum of the first three kinds of terms in (6.2) can be simplified as above in the Ewens (\( \theta \)) model, even for \( \theta = 1 \) there is no comparable simplification for the sum of the last two kinds of terms in (6.2), representing the probability of the event that 1 and \( n \) fall in different blocks, while the same union of the first two blocks is found by examining elements from left to right as in examining elements from right to left. Asymptotics as \( n \rightarrow \infty \) are easy for the sum of the first three kinds of terms in (6.2). The limit of the contribution of these three terms is \( p_{\theta}(2)^2 = (1 + \theta)^{-2} \Delta 1/4 \). As for the remaining two kinds of terms, it is obvious that \( \sum_{j=1}^{n-1} p(j, n - j) \rightarrow 0 \) for any partition structure, since this is the probability that there are only two classes, and all elements of one class appear in a sample of size \( n \) before all members of the other class. So for the Ewens (\( \theta \)) model this gives

\[
\lim_{n \to \infty} u_{2,n}^\theta = (1 + \theta)^{-2} + \sum_{1 < j < k < n} \frac{\theta(1)j-1}{(1 + \theta)j + n - k} \quad \text{for (6.5)}
\]

where the limit can also be evaluated as an integral with respect to the joint distribution of \( F_1 = W_1 \) and \( F_2 = (1 - W_1)W_2 \) for \( W_i \) independent beta \((1, \theta)\) variables. We can write

\[
u_{\theta}^2 = \frac{1}{(\theta + 1)^2} + \frac{1}{\theta + 1} \left( _3F_2 \left( \begin{array}{c} 1,1,\theta \\ 1,\theta + 2 \end{array} \bigg| 1 \right) - 1 \right) \quad \text{for (6.6)}
\]

in terms of the generalized hypergeometric function \(_3F_2\). Lima [43 Lemma 1] gives the following formula for \( \text{Catalan’s constant} \ G \):

\[
\frac{1}{2} _3F_2 \left( \begin{array}{c} 1,1,\frac{3}{2} \\ 1,\frac{3}{2} \end{array} \bigg| 1 \right) = G = \beta(2), \quad \text{for (6.7)}
\]

where \( \beta(s) := \sum_{n=1}^{\infty} \frac{(-1)^n}{(2n+1)^s} \) for \( s > 0 \). By manipulating the hypergeometric \(_3F_2\) function, one can see that for \( \theta = n + 1/2 \) where \( n \) is an integer, \( u_2 \) is of the form \( q + rG \), where \( q \) and \( r \) are rational numbers. Lima’s articles [41,42] contain many related formulas, as well as references to zeta and beta values.
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