IRREGULAR DIFFERENTIAL SYSTEMS OF ORDER TWO AND THE RELATED EXPANSION PROBLEMS*
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We have previously discussed the similarities between the series of Fourier and of Birkhoff.† Since a series of Birkhoff is defined by a linear homogeneous differential system of the nth order in which the boundary conditions are of regular type,‡ it is natural to attempt an extension of the methods there employed to some systems with irregular boundary conditions. We shall discuss here the case \( n = 2 \), with the hope of giving a comparatively exhaustive treatment of the narrowed topic. From our point of view, it is not essential in this discussion that a series be treated with regard to its convergence: a sum by appropriate means we consider equally valuable. A treatment of the convergence of the formal expansions for a function restricted to have a certain number of derivatives and to satisfy certain boundary conditions has come to our attention since the completion of this paper.§ As Professor Jackson has suggested to the writer, the methods of Wilder in a similar problem could be applied to this end, as is obvious from a comparison of the formulas of this paper with his.|| It should be noted, however, that under our discussion of systems of type 1, Case I, the series for the function 1 can be seen to be divergent, so that such results are not so useful as it might appear. We note that the series discussed in this paper are entirely different from those discussed by Jackson and Hopkins in the case \( n \geq 3 \).¶
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I. Classification of the boundary conditions

Our first task is clearly that of separating all possible boundary conditions, \( n = 2 \), into regular and irregular types. We shall refer to Birkhoff's memoir, cited above, for the definition of regularity, and for the fact that in the case where \( n \) is even the several conditions of that definition reduce to one. We then prove

**Theorem I.** The only irregular boundary conditions for \( n = 2 \) are of the form

\[
\begin{align*}
&u'(0) + Au'(1) + Bu(1) = 0, \\
&u(0) - Au(1) = 0,
\end{align*}
\]

or of the form

\[
\begin{align*}
&Au'(0) - u'(1) + Bu(0) = 0, \\
&Au(0) + u(1) = 0,
\end{align*}
\]

where \( A, B \) are real or complex constants.* The two differential systems obtained by adjoining to the equation

\[
u'' + (\lambda + g)u = 0, \quad g(x) \text{ summable}, \quad 0 \leq x \leq 1,
\]

the boundary conditions (1) and (2) respectively, are adjoint systems.

The general boundary conditions, \( n = 2 \), can be written

\[
\begin{align*}
&a_1u'(0) + b_1u'(1) + c_1u(0) + d_1u(1) = 0, \\
&a_2u'(0) + b_2u'(1) + c_2u(0) + d_2u(1) = 0,
\end{align*}
\]

where \( a_1, b_1, c_1, d_1, a_2, b_2, c_2, d_2 \) are any real or complex constants such that the linear forms of which they are the coefficients remain linearly independent. We must consider several cases.

**Case I.** \( a_1b_2 - a_2b_1 \neq 0 \). Employing the notation of Birkhoff's definition of regularity, we write

\[
\theta_0 + \theta_1 s + \frac{\theta_2}{s} \equiv \begin{vmatrix} (a_1 + b_1 s) i & - \left( a_1 + \frac{b_1}{s} \right) i \\ (a_2 + b_2 s) i & - \left( a_2 + \frac{b_2}{s} \right) i \end{vmatrix} = \left( \frac{1}{s} - s \right) (a_1 b_2 - a_2 b_1).
\]

Since \( \theta_1 \theta_2 \neq 0 \), the boundary conditions are regular.

Case II. $a_1b_2 - a_2b_1 = 0$; $a_1$ and $b_1$ not both zero. The boundary conditions can be reduced by linear combination to the form

$$a_1u'(0) + b_1u'(1) + c_1u(0) + d_1u(1) = 0,$$

$$c_2u(0) + d_2u(1) = 0.$$ 

Then

$$\theta_0 + \theta_1 + \theta_2/s = \left[ \begin{array}{c} i(a_1 + b_1s) - i(a_1 + b_1/s) \\ (c_1 + d_1s) \end{array} \right] = 2(a_1c_2 + b_1d_2)$$

$$+ (a_1d_2 + b_1c_2)(1/s + s).$$

If $a_1d_2 + b_1c_2 \neq 0$, the conditions are regular; on the other hand, if $a_1d_2 + b_1c_2 = 0$, the conditions are irregular. In this latter case, since $c_2$ and $d_2$ cannot both vanish, we have left

$$a_1u'(0) + b_1u'(1) + c_1u(0) + d_1u(1) = 0,$$

$$a_1u(0) - b_1u(1) = 0.$$ 

If these boundary conditions have $a_1 \neq 0$ they can be reduced to the form (1); if $b_1 \neq 0$, to the form (2).

Case III. $a_1 = a_2 = b_1 = b_2 = 0$. Since the boundary conditions

$$c_1u(0) + d_1u(1) = 0,$$

$$c_2u(0) + d_2u(1) = 0$$

are linearly independent they reduce to $u(0) = u(1) = 0$, a well known regular case.

It is now a matter of simple computation to show that the two differential systems defined in the latter part of the theorem are actually adjoint. The method employed is sufficiently familiar that we omit details.*

II. THE IRREGULAR BOUNDARY VALUE PROBLEM

We are now prepared to consider the boundary value problem in the irregular cases of Theorem I; that is, to investigate the values of $\lambda$ for which the differential systems have solutions not identically zero. As is well known, these characteristic values are the same for a system and its adjoint. On setting $\lambda = \rho^2$, the two systems are

$$u'' + (\rho^2 + g)u = 0, \quad u'' + (\rho^2 + g)u = 0,$$

$$u'(0) + Au'(1) + Bu(1) = 0, \quad Au'(0) - u'(1) + Bu(0) = 0,$$

$$u(0) - Au(1) = 0, \quad Au(0) + u(1) = 0.$$ 

The characteristic values in \( p \) may be found as the roots of the equation

\[
\begin{vmatrix}
  u_1'(0) + Au_1'(1) + Bu_1(1) & u_2'(0) + Au_2'(1) + Bu_2(1) \\
  u_1(0) - Au_1(1) & u_2(0) - Au_2(1)
\end{vmatrix} = 0
\]

where \( u_1, u_2 \) are any two linearly independent solutions of the differential equation defined for all values of \( p \). The existence of such solutions has been demonstrated in our preceding paper.

A number of outstanding facts are revealed at once if we choose \( u_1, u_2 \) as solutions satisfying the boundary conditions

\[ u_1(0) = 1, \quad u_1'(0) = 0, \quad u_2(0) = 0, \quad u_2'(0) = 1. \]

On expanding the determinant and making use of the fact that

\[ u_1(1)u_2'(1) - u_1'(1)u_2(1) = u_1(0)u_2'(0) - u_1'(0)u_2(0) = 1, \]

we find the equation

\[ (A^2 - 1) + A(u_1(1) - u_2'(1)) - Bu_2(1) = 0. \]

If \( A = B = 0 \), there can be no characteristic values; henceforth this possibility shall be excluded. Again, if \( A^2 - 1 = 0, B = 0 \), the equation is \( u_1(1) - u_2'(1) = 0 \), whence we conclude that a root in this case cannot be a root in the case \( A^2 - 1 \neq 0, B = 0 \). If we consider the two differential systems when \( A^2 - 1 = 0, B = 0 \), one of these is

\[
\begin{align*}
  u'' + (\rho^2 + g)u &= 0, \\
  u'(0) + u'(1) &= 0, \\
  u(0) - u(1) &= 0.
\end{align*}
\]

If we suppose that the equation \( g(x) = g(1-x) \) is satisfied almost everywhere on \((0, 1)\), the function satisfying the differential system

\[
\begin{align*}
  u'' + (\rho^2 + g)u &= 0, \\
  u(\frac{1}{2}) &= 1, \quad u'(\frac{1}{2}) = 0,
\end{align*}
\]

is a solution of the irregular system above for all values of \( \rho \). Thus it is evident that under appropriate circumstances all values of \( \rho \) are characteristic values, while under others there is no characteristic value; in such cases there is no expansion problem.

Having thus obtained a view of some of the peculiarities which can arise in the irregular boundary value problem, we can continue our discussion, under hypotheses which enable us to make more definite assertions. We shall require in all our succeeding work that \( g(x) \) be continuous together
with its derivatives of all orders on the interval (0, 1), although we could in many instances lighten this restriction. Then, as we saw in Theorem III' of our previous paper, there exist on the first quadrant of the $\rho$-plane solutions $u_1, u_2$ of $u'' + (\rho^2 + g)u = 0$ with the asymptotic forms

\[
\begin{align*}
    u_1 &= e^{\rho x}\left(1 + \sum_{l=1}^{l=m} \frac{A_{10}(x)}{(\rho^2)^l} + \frac{E_{10}(x, \rho)}{\rho^{m+1}}\right), \\
    u'_1 &= \rho ie^{\rho x}\left(1 + \sum_{l=1}^{l=m} \frac{A_{11}(x)}{(\rho^2)^l} + \frac{E_{11}(x, \rho)}{\rho^{m+1}}\right), \\
    u_2 &= e^{-\rho x}\left(1 + \sum_{l=1}^{l=m} \frac{A_{10}(x)}{(-\rho^2)^l} + \frac{E_{20}(x, \rho)}{\rho^{m+1}}\right), \\
    u'_2 &= -\rho ie^{-\rho x}\left(1 + \sum_{l=1}^{l=m} \frac{A_{11}(x)}{(-\rho^2)^l} + \frac{E_{21}(x, \rho)}{\rho^{m+1}}\right),
\end{align*}
\]
the functions $E$ being uniformly bounded, $0 \leq x \leq 1$, for $\rho$ on the first quadrant. In particular, $A_{10}(x) = A_{11}(x)$. Similarly, on the fourth quadrant there exist solutions $u_1, u_2$ whose asymptotic forms are given by replacing $\rho$ by $-\rho$ in the exponential terms and sums appearing in the forms given above for the first quadrant; the functions $E$ are, of course, not necessarily the same.

**Theorem II.** If $u_1, u_2$ are the functions defined above for the first quadrant, then for any positive integral $m$

\[
D = 
\begin{vmatrix}
    u_1'(0) + A u_1'(1) + B u_1(1) & u_2'(0) + A u_2'(1) + B u_2(1) \\
    u_1(0) - A u_1(1) & u_2(0) - A u_2(1)
\end{vmatrix}
\]

\[
= 2(1 - A^2)\rho^i\left(1 + \frac{E_1(\rho)}{\rho^2}\right)
+ A \left(e^{\rho i}\left(\sum_{l=1}^{l=m-1} \frac{\alpha_l}{\rho^l} + \frac{E_2(\rho)}{\rho^m}\right) + e^{-\rho i}\left(\sum_{l=1}^{l=m-1} \frac{-1}{\rho^l} \alpha_l + \frac{E_3(\rho)}{\rho^m}\right)\right)
+ B \left(e^{\rho i}\left(1 + \sum_{l=1}^{l=m} \frac{\beta_l}{\rho^l} + \frac{E_4(\rho)}{\rho^m}\right) + e^{-\rho i}\left(1 + \sum_{l=1}^{l=m} \frac{-1}{\rho^l} \beta_l + \frac{E_5(\rho)}{\rho^m}\right)\right),
\]

$\alpha_1, \ldots, \alpha_{m-1}, \beta_1, \ldots, \beta_m$ being constants, and the functions $E$ being bounded and analytic on the first quadrant. On the fourth quadrant the substitution of the corresponding functions $u_1, u_2$ gives an analogous formula involving the same numbers $\alpha, \beta$. 
We shall carry through the computations for the first quadrant; by replacing $\rho$ by $-\rho$ in the exponential terms and sums appearing in the expression thus obtained we find the asymptotic form for the fourth quadrant. On expanding the determinant and recalling that

$$u_1'(0)u_2(0) - u_1(0)u_2'(0) = u_1'(1)u_2(1) - u_1(1)u_2'(1),$$

we find as the result

$$\begin{align*}
(1 - A^2)(u_1'(0)u_2(0) - u_1(0)u_2'(0)) &+ A\left\{(u_1'(1)u_2(0) + u_1(1)u_2'(0))
\right. \\
&\quad - \left. (u_2'(1)u_2(0) + u_2(1)u_2'(0))\right\} \\
&+ B(u_1'(1)u_2(0) - u_1(0)u_2(1)).
\end{align*}$$

By direct substitution of the asymptotic forms for $u_1, u_2$, in which $A_{10}(x) = A_{11}(x), as we noted above, we find

$$\begin{align*}
u_1'(0)u_2(0) - u_1(0)u_2'(0) & = 2\rho i \left(1 + \frac{E_1(\rho)}{\rho^2}\right), \\
u_1'(1)u_2(0) + u_1(1)u_2'(0) & = e^{\rho i} \left(\sum_{i=1}^{i=m-1} \frac{\alpha_i}{\rho^i} + \frac{E_2(\rho)}{\rho^m}\right), \\
u_1(1)u_2(0) & = e^{\rho i} \left(1 + \sum_{i=1}^{i=m} \frac{-\beta_i}{\rho^i} + \frac{E_4(\rho)}{\rho^{m+1}}\right).
\end{align*}$$

If we neglect the $E$ terms in $u_1, u_2$, the replacement of $\rho$ by $-\rho$ interchanges $u_1, u_2$. Hence by replacing $\rho$ by $-\rho$ in the second and third of the asymptotic forms just obtained, we show that

$$\begin{align*}
u_2'(1)u_1(0) + u_2(1)u_1'(0) & = e^{-\rho i} \left(\sum_{i=1}^{i=m-1} \frac{-1}{\rho^i} + \frac{E_3(\rho)}{\rho^m}\right), \\
u_2(1)u_1(0) & = e^{-\rho i} \left(1 + \sum_{i=1}^{i=m} \frac{-1}{\rho^i} + \frac{E_4(\rho)}{\rho^{m+1}}\right).
\end{align*}$$

When the five asymptotic forms are substituted in the expanded determinant, the theorem is obtained.

As a consequence of Theorem II, we lay down

**Definition I.** The irregular differential system

$$\begin{align*}
u'' + (\lambda + g)u & = 0, \lambda = \rho^2, \\
u'(0) + Au'(1) + Bu(1) & = 0, \\
u(0) - Au(1) & = 0,
\end{align*}$$
where \( g(x) \) is continuous together with its derivatives of all orders, \( 0 \leq x \leq 1 \), shall be termed of type 1 if \( B \neq 0 \); and a system of type \( M \), \( M \geq 2 \), if \( B = 0 \) and \( \alpha_{M-1} \) is the first of the \( \alpha \)'s different from zero. If \( B = 0 \), \( \alpha_1 = 0 \), \( \alpha_2 = 0 \), \( \alpha_3 = 0 \), \( \cdots \), the system shall be termed of type \( \Omega \).

We have found no means of investigating systems of type \( \Omega \); that they exist is shown by the examples given above.

In the case of systems of type \( M \), \( M = 1, 2, \cdots \), we can give a complete discussion of the distribution of characteristic values.

**Theorem III.** The irregular differential systems of the second order of finite type \( M \) have infinitely many characteristic values in \( \rho \) when \( \Delta^2 - 1 = 0 \). They are distributed asymptotically near the roots of \( e^{\rho i} + (-1)^M e^{-\rho i} = 0 \); for large \( |\rho| \) there is one simple characteristic value near each root of this equation.

We recall that the asymptotic forms of \( u_1, u_2 \) on a given quadrant are valid also in a sector including the quadrant and bounded by rays parallel to the two axes. Hence this is also true of the asymptotic forms derived from those for \( u_1, u_2 \). Thus the characteristic values of \( \rho \) on the first quadrant and within a specified distance of it are found as roots of the equation

\[
B(e^{\rho i}[1] - e^{-\rho i}[1]) = 0, 
M = 1,
\]

\[
A\alpha_{M-1}(e^{\rho i}[1] + (-1)^M e^{-\rho i}[1])/\rho^{M-1} = 0, 
M \geq 2,
\]

or of

\[
e^{\rho i}[1] + (-1)^M e^{-\rho i}[1] = 0 
(M = 1, 2, \cdots).
\]

Similarly the characteristic values on the fourth quadrant and within a specified distance of it are found as the roots of

\[
e^{\rho i}[1] + (-1)^M e^{-\rho i}[1] = 0 
(M = 1, 2, \cdots).
\]

The characteristic values on the left half-plane are the negatives of those on the right. Now by methods employed in the discussion of the regular boundary value problem, \( n = 2 \), the roots of the equations \( e^{\rho i}[1] + (-1)^M e^{-\rho i} = 0 \) on the two quadrants respectively have the asymptotic distribution described.*

---

Theorem IV. The irregular differential systems of the second order of finite type $M$ have infinitely many characteristic values in $\rho$ when $A^2 - 1 \neq 0$. If we write $\mu = 2(A^2 - 1)i/B, M = 1, \text{and } \mu = 2(A^2 - 1)j/A\alpha_{M-1}, M \geq 2$, the asymptotic distribution of these roots on the right half-plane is as follows:

1. For $|\rho|$ sufficiently large on the first quadrant, there is one simple characteristic value near each of the points $\rho = r + is$,

$$r = \arccos \frac{(-1)^{M+1}\mu_1}{\sqrt{\mu_1^2 + \mu_2^2}} = \arcsin \frac{(-1)^M\mu_2}{\sqrt{\mu_1^2 + \mu_2^2}},$$

$$s = \log (\sqrt{\mu_1^2 + \mu_2^2} r^M), \quad \mu = \mu_1 + i\mu_2;$$

2. For $|\rho|$ sufficiently large on the fourth quadrant, there is one simple characteristic value near each of the points

$$r = \arccos \frac{-\mu_1}{\sqrt{\mu_1^2 + \mu_2^2}} = \arcsin \frac{-\mu_2}{\sqrt{\mu_1^2 + \mu_2^2}},$$

$$s = -\log (\sqrt{\mu_1^2 + \mu_2^2} r^M), \quad \mu = \mu_1 + i\mu_2.$$

The characteristic values on the left half-plane are the negatives of those on the right.

We shall limit our discussion to the characteristic values on the first quadrant; the treatment of those on the fourth quadrant is entirely analogous.

By Theorem II the characteristic values on the first quadrant are found as the roots of

$$\mu p[1] + \frac{e^{\rho i}[1] + (-1)^M e^{-\rho i}[1]}{p^{M-1}} = 0,$$

or, after multiplication by $(-1)^M p^{M-1}$, of

$$e^{-\rho i}[1] + \mu (-1)^M p^M \left( [1] + \frac{e^{\rho i}[1]}{\mu p^M} \right) = 0.$$

This last equation takes the form

$$e^{-\rho i} = (-1)^{M+1} \mu p^M [1]$$

on the first quadrant.

If there are infinitely many roots $\rho = r + is$ on the first quadrant, then $\lim_{|\rho| \to \infty} (s/r) = 0$. To prove this statement it is sufficient to show that there
exists no positive $\epsilon$ for which infinitely many roots satisfy $s/r \geq \epsilon$. If such an $\epsilon$ exists, $s \to \infty$ as $|\rho| \to \infty$; and for the roots in question

$$e^t (\cos r - i \sin r) = (-1)^{M+1} \mu(r + i s)^M [1],$$

whence

$$1 \leq |\mu| |[1]| \left| r e^{-s|1|} + ise^{-s|1|} \right|^M \leq |\mu| |[1]| \left| (s/\epsilon) e^{-s|1|} + ise^{-s|1|} \right|^M \to 0$$
as $|\rho| \to \infty$. The contradiction shows that $\epsilon$ does not exist. Hence

$$\lim_{|\rho| \to \infty} \frac{s/r}{|\rho|} = 0.$$

Now we find

$$\frac{e^t}{|\mu| |r|^M} = \left| 1 + i(s/r) \right|^M |[1]|,$$

whence

$$s - \log (\sqrt{\mu_1^2 + \mu_2^2} r^M) = M \log \left| 1 + i(s/r) \right| + \log |[1]| = \epsilon |\rho| \to 0$$
as $|\rho| \to \infty$. Using this relation we obtain

$$\sqrt{\mu_1^2 + \mu_2^2} (\cos r - i \sin r) = (-1)^{M+1} \mu (1 + i(s/r))^M [1] e^{-i\rho|1|} \to (-1)^{M+1} \mu$$
as $|\rho| \to \infty$; thus

$$r = \arccos \left( \frac{-1)^{M+1} \mu_1}{\sqrt{\mu_1^2 + \mu_2^2}} + \epsilon |\rho|, \right.$$

$$r = \arcsin \left( \frac{-1)^{M+1} \mu_2}{\sqrt{\mu_1^2 + \mu_2^2}} + \epsilon |\rho|, \right.$$

where $\epsilon |\rho| \to 0$ as $|\rho| \to \infty$. In short, if there exist infinitely many characteristic values on the first quadrant, they necessarily lie asymptotically near the points described in (1).

We shall now let $\rho'$ be one of the points described under (1). In the function $e^{-\rho} + (-1)^{M+1} \mu r^M [1]$, analytic in $\rho$ on the first quadrant, we replace $\rho$ by $\rho' + \xi$; we restrict $\xi$ to the circle $|\xi| \leq \epsilon' < 2\pi$. There results a function analytic in $\xi$,

$$e^{-\rho'} e^{-\xi} + (-1)^{M+1} \mu (\rho' + \xi)^M [1] \equiv (-1)^{M+1} \mu r e^{-\xi} + (-1)^{M+1} \mu (\rho' + \xi)^M [1].$$

If we divide by $(-1)^{M+1} \mu r^M \neq 0$ we obtain a new function,

$$1 - e^{-\xi} + \epsilon(\xi, r', s'),$$

where $\epsilon(\xi, r', s')$ is analytic in $\xi$, $|\xi| \leq \epsilon'$, for all $r'$, $s'$, and $\lim_{|\rho'| \to \infty} \epsilon = 0$ uniformly, $|\xi| \leq \epsilon'$. If $\xi$ describes the circle $|\xi| = \epsilon'' \leq \epsilon'$ the argument of $1 - e^{-\xi}$ changes by $2\pi$, while $|1 - e^{-\xi}| \geq \eta' > 0$. If we choose $|\rho'|$ so large
that \(|\varepsilon(\xi, r', s')| \leq \eta'/2\), the argument of the function \(1 - e^{-it} + \varepsilon(\xi, r', s')\) also changes by \(2\pi\) when \(\xi\) describes the circle \(|\xi| = \epsilon''\). In other words, \(1 - e^{-it} + \varepsilon\) has a simple zero in the circle \(|\xi| = \epsilon''\) for all \(p'\) such that \(|p'| \geq R'\). Thus for large \(|p|\), there exists one and only one simple characteristic value near each of the points described in (1).

III. THE IRREGULAR EXPANSION PROBLEMS

We shall now make a comparative study of the differential systems

\[
\begin{align*}
\frac{d^2 u}{dx^2} + (\lambda + g)u &= 0, \\
\frac{d^2 u}{dx^2} + \lambda u &= 0, \\
\frac{d^2 u}{dx^2} + Au(0) + Bu(1) &= 0, \\
\frac{d^2 u}{dx^2} + u'(0) - u'(1) &= 0, \\
\frac{d^2 u}{dx^2} + u(0) - u(1) &= 0.
\end{align*}
\]

The other irregular differential system, adjoint to the first system given here, can be reduced to the form of the first by the substitution \(z = 1 - x\) and therefore does not require separate consideration. We assume that the irregular differential system is of finite type. Then there exists for it a Green's function \(G(x, y; \lambda)\); the second differential system has a Green's function \(\tilde{G}(x, y; \lambda)\) and gives rise to the expansion problem of Fourier.

We let \(\Sigma'\) denote the right half-plane for the complex variable \(p\), \(\lambda = \rho^2\), from which the characteristic values of the irregular differential system and of the Fourier system have been removed, the interior of a small circle \(\sigma\) of radius \(\epsilon\) described about each such value as center being deleted. We denote by \(S'_1, S'_4\) the parts of \(\Sigma'\) on the first and fourth quadrants respectively. We denote by \(\Gamma\) any circular arc with center at \(p = 0\) and central angle \(\pi\), lying on \(\Sigma'\). The image of \(\Gamma\) in the \(\lambda\)-plane will be a circle \(C\); the totality of such circles \(C\) forms an infinite set of concentric annular regions none of which contains a characteristic value of either differential system. From the behavior of the characteristic values for large \(|\lambda|\), the circles \(C_0, C_1, C_2, \cdots\), as described in § II of our previous paper, can be selected from among the circles \(C\); this is true simultaneously for the two differential systems we are discussing. Finally, we let \(\gamma_1, \gamma_4\) be the portions of \(\Gamma\) on the first and fourth quadrants respectively, while their common radius is \(R\).

We shall study the behavior of

\[
\frac{1}{2\pi i} \frac{\partial^k}{\partial x^k} \int_0^1 \int_{C_0} \left(1 - \frac{\lambda^4}{\Lambda^4}\right)^{k+i} G(x, y; \lambda) d\lambda dy,
\]

where \(f(x)\) is summable on \((0, 1)\), \(l \geq M, k = 0, 1, 2, \cdots\), as \(n \to \infty\). The meaning of this integral is discussed at length in our preceding paper, §§ III and IV.
For this discussion we use Lemmas III, V, VI' of that paper, as well as Theorem IV. In addition we need two other lemmas.

**Lemma I.** If \( A^2 - 1 = 0 \) in an irregular differential system of order two and type \( M \),
\[
\frac{1}{D} = \pm \frac{\rho^{M-1}}{C_M(e^{\rho i} [1] + (-1)^M e^{-\rho i} [1])}
\]
on \( S_I \) and \( S_{IV} \) respectively, where \( C_1 = B \neq 0 \) and \( C_M = A \alpha_{M-1} \neq 0, M \geq 2 \).
Furthermore,
\[
\frac{1}{e^{2\rho i} [1] + (-1)^M [1]} \leq K, \quad \rho \text{ on } S_I',
\]
\[
\frac{1}{[1] + (-1)^M e^{-2\rho i} [1]} \leq K, \quad \rho \text{ on } S_{IV}'.
\]
The first part of the lemma is virtually a restatement of Theorem II. The second part is proved in exactly the same way as the corresponding facts in the case of regular differential systems.*

**Lemma II.** If \( A^2 - 1 \neq 0 \) in an irregular differential system of order two and type \( M \),
\[
\frac{1}{D} = \pm \frac{\rho^{M-1}}{C_M(\mu \rho^M [1] + e^{\rho i} [1] + (-1)^M e^{-\rho i} [1])},
\]
where \( \mu = 2(A^2 - 1)i/C_M \), on \( S_I \) and \( S_{IV} \) respectively. Furthermore,
\[
\frac{1}{e^{2\rho i} [1] + \mu \rho^M e^{\rho i} [1] + (-1)^M [1]} \leq K, \quad \rho \text{ on } S_I',
\]
\[
\frac{1}{e^{-2\rho i}(-1)^M [1] + \mu \rho^M e^{-\rho i} [1] + [1]} \leq K, \quad \rho \text{ on } S_{IV}'.
\]
The first part of the lemma is a restatement of Theorem II.
In order to prove that \( |e^{2\rho i} [1] + \mu \rho^M e^{\rho i} [1] + (-1)^M [1]| \geq 1/K > 0 \) on \( S_I \) we show that the equality \( e^{2\rho i} [1] + \mu \rho^M e^{\rho i} [1] + (-1)^M [1] = \eta \), where \( |\eta| \) is small, requires that \( \rho \) lie near one of the characteristic values on the first quadrant. We let \( \rho' \) be a value of \( \rho \) satisfying this equation, which we can write
\[
e^{\rho' i} + \frac{(-1)^M [1] - \eta [1]}{\mu \rho'M} = 0.
\]

---

* Birkhoff, Rendiconti del Circolo Matematico di Palermo, vol. 36 (1913), p. 120.
In the function \( e^{2\pi i} [1 + \mu \rho M e^{\pi i} [1] + (-1)^M [1] \equiv \mu \rho M e^{\pi i} [1] + (-1)^M [1] \), analytic in \( \rho \) on the first quadrant, we write \( \rho = \rho' + \xi, \ |\xi| \leq \epsilon \), where \( \epsilon \) is the radius of the circles \( \sigma \) described above. We obtain the function

\[
\frac{(-1)^M [1] - \eta [1]}{\rho^M} (\rho' + \xi) e^{i\epsilon [1] + (-1)^M [1]},
\]

analytic in \( \xi \). On multiplying it by \( e^{-i\xi} (-1)^{M+1}/[1] \neq 0, \ |\xi| \leq \epsilon \), the term [1] being the last such term in the preceding expression, we find a function

\[
1 - (-1)^{M+1} \eta - e^{-i\xi} + \xi(\xi, \rho', \eta),
\]

where \( \xi \) is analytic in \( \xi \) for each pair of values \( \rho', \eta \), and where also \( \lim_{\rho' \to \infty} \xi(\xi, \rho', \eta) = 0 \) uniformly, \( |\xi| \leq \epsilon, \ |\eta| \leq H \). For all \( |\eta| \leq \eta' \) where \( \eta' \) is sufficiently small

\[
|1 - (-1)^{M+1} \eta - e^{-i\xi}| \geq \delta > 0, \quad |\xi| = \epsilon;
\]

and \( (1 - (-1)^{M+1} \eta - e^{-i\xi}) \) changes by \( 2\pi \) when \( \xi \) describes the circle \( |\xi| = \epsilon \). We determine \( R' \) so that

\[
|\xi(\xi, \rho', \eta)| \leq \frac{\delta}{2}, \quad |\xi| = \epsilon, \quad |\eta| \leq \eta', \quad |\rho'| \geq R'.
\]

Then \( (1 - (-1)^{M+1} \eta - e^{-i\xi} + \xi) \) changes by \( 2\pi \) when \( \xi \) describes the circle \( |\xi| = \epsilon \); and the function itself vanishes in the circle. In other words, there is a characteristic value within distance \( \epsilon \) of \( \rho = \rho' \) if \( |\eta| \leq \eta' \), \( |\rho'| \geq R' \); and \( \rho' \) then lies in a circle \( \sigma \). Hence, for \( |\rho| \geq R' \) on \( S_1' \), we have

\[
|e^{2\pi i} [1 + \mu \rho M e^{\pi i} [1] + (-1)^M [1]]| > \eta',
\]

as we were to show. The statement of the lemma follows at once. Similar reasoning applies on \( S_1' \).

We now demonstrate

**Theorem V.** For an irregular differential system of the second order of type \( M \)

\[
\lim_{R \to \infty} \int_0^1 f(y) \int_{\gamma_1} \left( 1 - \frac{\rho^8}{R^8} \right)^{k+1} \left( 2\rho \left\{ \frac{\partial^2 G}{\partial x^a \partial x^b} - \frac{\partial^2 G}{\partial x^b \partial x^a} \right\} - \left\{ F^0_{1,k} ; F^1_{1,k} \right\} \right) \, dp \, dy = 0,
\]

\[
\lim_{R \to \infty} \int_0^1 f(y) \int_{\gamma_{1v}} \left( 1 - \frac{\rho^8}{R^8} \right)^{k+1} \left( 2\rho \left\{ \frac{\partial^2 G}{\partial x^a \partial x^b} - \frac{\partial^2 G}{\partial x^b \partial x^a} \right\} - \left\{ F^0_{1v,k} ; F^1_{1v,k} \right\} \right) \, dp \, dy = 0,
\]
uniformly, $0 < a \leq x \leq b < 1$, where $k = 0, 1, 2, \ldots, l \geq M$, $f(x)$ is summable on $(0, 1)$, and

$$F_{I, k}(x, y, \rho) = \sum_{i=0}^{i=k} i^{i+1} \rho^i e^{i(x-y)} \sum_{a+\beta=k-i} A_{a\beta}(x)B_{\beta}(y),$$

$$F_{I', k}(x, y, \rho) = \sum_{i=0}^{i=k} (-i)^{i+1} \rho^i e^{-i(x-y)} \sum_{a+\beta=k-i} A_{a\beta}(x)B_{\beta}(y),$$

$$F_{IIV, k}(x, y, \rho) = \sum_{i=0}^{i=k} (-i)^{i+1} \rho^i e^{i(x-y)} \sum_{a+\beta=k-i} A_{a\beta}(x)B_{\beta}(y),$$

$$F_{IIV, k}(x, y, \rho) = \sum_{i=0}^{i=k} i^{i+1} \rho^i e^{i(x-y)} \sum_{a+\beta=k-i} A_{a\beta}(x)B_{\beta}(y).$$

The functions $A(x), B(y)$ are those defined in our preceding paper in Theorem III' and Lemma XIV. The expression

$$\lim_{r \to 0} \int_{C_r} \left( 1 - \frac{\lambda^k}{\Delta x} \right)^{k+1} \frac{\partial^k}{\partial x^k} \int_0^1 f(y) \int_0^1 \left( 1 - \frac{\lambda^k}{\Delta x} \right)^{k+1} G(x, y; \lambda) d\lambda dy,$$

$k = 0, 1, 2, \ldots, l \geq M$, is therefore equivalent on any interval $(a, b)$ to a linear combination with coefficients $A_{a\beta}(x)$ of means of order $k+l$, formed from the Fourier series and their derived series up to order $k$ for the functions $f(x)B_0(x) = f(x), f(x)B_1(x), \ldots, f(x)B_k(x)$. On any interval $(a, b)$ the expansion problems associated with an irregular differential system of the second order of type $M$ are thus phrased as problems in the theory of Fourier series. In particular

$$\lim_{r \to 0} \int_0^1 f(y) \int_0^1 \left( 1 - \frac{\lambda^k}{\Delta x} \right)^{k+1} (G(x, y; \lambda) - \bar{G}(x, y; \lambda)) d\lambda dy = 0, \quad l \geq M,$$

uniformly, $0 < a \leq x \leq b < 1$.
M. H. STONE

\[ W_1(u) = u'(0) + Au'(1) + Bu(1), \]
\[ W_2(u) = u(0) - Au(1), \]
\[ \tau_1 v_1(y) + \tau_2 v_2(y) = \begin{bmatrix} u_1(y) & u_2(y) \\ \tau_1 & \tau_2 \\ u_1(y) & u_2(y) \\ u_1'(y) & u_2'(y) \end{bmatrix}, \]
we can write
\[
2\rho \left\{ \frac{\partial^k G}{\partial x^k} \right\} = 2\rho \left\{ u_1^{(k)}(x)v_1(y) - u_2^{(k)}(x)v_2(y) \right\}
\]
\[
\begin{bmatrix} u_1^{(k)}(x) & u_2^{(k)}(x) \\ W_1(u_1) & W_1(u_2) + Au_1'(1)v_1(y) + Bu_1(1)v_1(y) - u_2'(0)v_2(y) \\ W_2(u_1) & W_2(u_2) - Au_1(1)v_1(y) - u_2(0)v_2(y) \end{bmatrix}
\]

Employing a familiar notation, we have on \( S \)
\[
2\rho \left\{ u_1^{(k)}(x)v_1(y) - u_2^{(k)}(x)v_2(y) \right\} = \begin{bmatrix} F_1,_{_k} ; F_1,_{_k} \\ + \left\{ e^{i(x-y)m_1(x,y,\rho)/\rho} ; e^{-i(x-y)m_2(x,y,\rho)/\rho} \right\} \right\}
\]
\[ W_1(u_1) = \rho i[1] + A\rho i e^{i[1]} + B e^{i[1]} = \rho m(\rho), \]
\[ W_1(u_2) = -\rho i[1] - A\rho i e^{-i[1]} + B e^{-i[1]} = \rho m(\rho) e^{-ii}, \]
\[ W_2(u_1) = [1] - A e^{i[1]} = m(\rho), \]
\[ W_2(u_2) = [1] - A e^{-i[1]} = m(\rho) e^{-ii}, \]
\[ A u_1'(1)v_1(y) + Bu_1(1)v_1(y) - u_2'(0)v_2(y) = \frac{A}{2} e^{i(x-y)}[1] - \frac{B_i}{2\rho} e^{i(x-y)}[1] \]
\[ - \frac{1}{2} e^{ii}[1] = m(y,\rho), \]
\[ - A u_1(1)v_1(y) - u_2(0)v_2(y) = m(y,\rho)/\rho, \]
\[ Au_1'(1) \int_{\alpha}^{\beta} v_1(y)dy + Bu_1(1) \int_{\alpha}^{\beta} v_1(y)dy - u_2'(0) \int_{\alpha}^{\beta} v_2(y)dy \]
\[ = m(x,\rho)/\rho, \ 0 \leq \alpha \leq 1, \]
\[ - Au_1(1) \int_{\alpha}^{\beta} v_1(y)dy - u_2(0) \int_{\alpha}^{\beta} v_2(y)dy = \frac{m(x,\rho)}{\rho^2}, \ 0 \leq \alpha \leq 1. \]
The last two results are consequent upon the fact that

\[ e^{pi} \int_a^z v_1(y) dy = -\frac{i}{2\rho} \int_a^z e^{pi(1-\nu)} [1] dy = -\frac{i}{2\rho} \frac{e^{pi(1-\alpha)} - e^{pi(1-\beta)}}{\rho i} \]

\[ + \frac{i}{2\rho} \int_a^z e^{pi(1-\nu)} [0] dy = m(x, \rho)/\rho, \]

\[ \int_a^z v_2(y) dy = \frac{i}{2\rho} \int_a^z e^{pi\nu} [1] dy = m(x, \rho)/\rho^2. \]

Finally

\[
\begin{vmatrix}
W_1(u_1) & W_1(u_2) \\
W_2(u_1) & W_2(u_2)
\end{vmatrix} = \frac{\rho^{M-1}e^{pi}}{C_M(e^{pi}[1] + \mu \rho^{M}e^{pi}[1] + (-1)^M[1])} = \rho^{M-1}m(\rho)e^{pi}
\]

by Lemmas I and II. Hence on \( S' \) we find

\[ 2\rho \left( \frac{\partial^k G}{\partial x^k} - \frac{\partial^k G}{\partial x^k} \right) = \{F_0^0; F_1^1\} \equiv \left\{ e^{pi(\nu-\nu)} m_1(x, y, \rho)/\rho ; e^{pi(\nu-\nu)} m_2(x, y, \rho)/\rho \right\} \]

\[ + \rho^{M+k}e^{pi}m_3(x, y, \rho) + \rho^{M+k}e^{pi(1-\nu)}m_4(x, y, \rho), \]

\[ \int_a^z \left( 2\rho \left( \frac{\partial^k G}{\partial x^k} - \frac{\partial^k G}{\partial x^k} \right) - \{F_0^0; F_1^1\} \right) dy \]

\[ = \int_a^z \left\{ e^{pi(\nu-\nu)} m_1(x, y, \rho)/\rho ; e^{pi(\nu-\nu)} m_2(x, y, \rho)/\rho \right\} dy \]

\[ + \rho^{M+k-1}e^{pi}m_3(x, \rho) + \rho^{M+k-1}e^{pi(1-\nu)}m_4(x, \rho). \]

By Lemmas III, V' of our antecedent paper,

\[ \int_{\gamma_l} \left( 1 - \frac{\rho^k}{R^k} \right)^{k+l} \left( 2\rho \left( \frac{\partial^k G}{\partial x^k} - \frac{\partial^k G}{\partial x^k} \right) - \{F_0^0; F_1^1\} \right) d\rho, \quad l \geq M, \]

is uniformly bounded, \( 0 < a \leq x \leq b < 1, 0 \leq y \leq 1 \), for all \( \gamma_l \) on \( S' \). Lemmas V' and VI' show that

\[ \lim_{R \to \infty} \int_{\gamma_l} \int_{\gamma_l} \left( 1 - \frac{\rho^k}{R^k} \right)^{k+l} \left( 2\rho \left( \frac{\partial^k G}{\partial x^k} - \frac{\partial^k G}{\partial x^k} \right) - \{F_0^0; F_1^1\} \right) d\rho d\gamma = 0, \quad l \geq M, \]

and also

\[ \lim_{R \to \infty} \int_{\gamma_l} \int_{\gamma_l} \left( 1 - \frac{\rho^k}{R^k} \right)^{k+l} \left( 2\rho \left( \frac{\partial^k G}{\partial x^k} - \frac{\partial^k G}{\partial x^k} \right) - \{F_0^0; F_1^1\} \right) d\rho d\gamma = 0, \quad l \geq M, \]
uniformly, $0 < a \leq x \leq b < 1$. An application of the theorem of Lebesgue* quoted as Theorem IV in our previous paper shows that

$$\lim_{R \to \infty} \int_0^1 f(y) \int_{\tau_1} \left( 1 - \frac{\rho^k}{R^k} \right)^{k+1} \left( 2p \frac{\partial^k G}{\partial x^k} ; \frac{\partial^k G}{\partial x^k} \right) - \{F_{1,l}^0 ; F_{1,l}^1 \} dy = 0, \quad l \geq M,$$

uniformly, $0 < a \leq x \leq b < 1$.

Since $u_1$ and $u_2$ on $S'_f$ are changed formally into $u_1$ and $u_2$ on $S'_v$ when $\rho$ is replaced by $-\rho$, it is possible to obtain the asymptotic form for

$$2p \frac{\partial^k G}{\partial x^k} ; \frac{\partial^k G}{\partial x^k}$$

on $S'_v$ by replacing $\rho$ by $-\rho$ in that established for $S'_v$. Thus we see almost immediately that

$$\lim_{R \to \infty} \int_0^1 f(y) \int_{\tau_v} \left( 1 - \frac{\rho^k}{R^k} \right)^{k+1} \left( 2p \frac{\partial^k G}{\partial x^k} ; \frac{\partial^k G}{\partial x^k} \right) - \{F_{1,v}^0 ; F_{1,v}^1 \} dy = 0, \quad l \geq M,$$

uniformly, $0 < a \leq x \leq b < 1$.

By Lemma XIII of our preceding paper we have

$$\int_0^1 f(y) \int_{\tau_s} \left( 1 - \frac{\lambda^k}{\Lambda^k} \right)^{k+1} \left( \frac{\partial^k G}{\partial x^k} ; \frac{\partial^k G}{\partial x^k} \right) d\lambda dy = \frac{\partial^k}{\partial x^k} \int_0^1 f(y) \int_{\tau_s} \left( 1 - \frac{\lambda^k}{\Lambda^k} \right)^{k+1} G d\lambda dy,$$

and it is easy to complete the present theorem in a manner analogous to that used for Theorems XXXII and XXXII' of that paper. For $k=0$,

$$F_{1,0}^0 = -ie^{\pi i(x-y)}, \quad F_{1,0}^1 = -ie^{-\pi i(x-y)},$$

$$F_{1v,0}^0 = +ie^{\pi i(x-y)}, \quad F_{1v,0}^1 = +ie^{-\pi i(x-y)}.$$

We know that

$$\lim_{R \to \infty} \int_0^1 f(y) \int_{\tau_1} \left( 1 - \frac{\rho^k}{R^k} \right)^l (\tilde{G} - \{ -ie^{\pi i(x-y)} ; -ie^{-\pi i(x-y)} \}) dy = 0, \quad l \geq 0,$$

$$\lim_{R \to \infty} \int_0^1 f(y) \int_{\tau_v} \left( 1 - \frac{\rho^k}{R^k} \right)^l (\tilde{G} - \{ ie^{-\pi i(x-y)} ; ie^{\pi i(x-y)} \}) dy = 0, \quad l \geq 0,$$

uniformly, $0 < a \leq x \leq b < 1$, as the evaluation of these limits occurs in the proof sketched for Theorem IX' in our paper on the regular expansion problems. It is immediately evident that

$$
\lim_{r \to \infty} \int_0^1 f(y) \int_{G_r} \left(1 - \frac{\lambda^k}{\Lambda^k}\right)^l (G - \bar{G}) d\lambda dy = 0, \quad l \geq M,
$$

uniformly, $0 < a \leq x \leq b < 1$. This completes the proof of the theorem.

From various known properties of Fourier series and the term-by-term derivative series of Fourier series, we deduce the theorems which follow. The details of proof are strictly analogous to those given under the corresponding theorems of § VI of the paper on Birkhoff series.

**Theorem VI.** The expansions

$$
\frac{1}{2\pi i} \frac{\partial^k}{\partial x^k} \int_0^1 f(y) \int_{G_r} \left(1 - \frac{\lambda^k}{\Lambda^k}\right)^{k+1} G(x, y; \lambda) d\lambda dy, \quad l \geq M,
$$

associated with an irregular differential system of the second order of type $M$ are such that their behavior at $x = x_0$ interior to $(0, 1)$ is independent of the nature of the summable function $f(x)$ outside an arbitrarily small neighborhood of $x_0$.

**Theorem VII.** If $f(x)$ is summable, $0 \leq x \leq 1$,

$$
\lim_{r \to \infty} \frac{1}{2\pi i} \int_0^1 f(y) \int_{G_r} \left(1 - \frac{\lambda^k}{\Lambda^k}\right)^{k+1} G(x, y; \lambda) d\lambda dy = f(x)
$$

almost everywhere, $0 < x < 1$, if $l \geq M$; if $f(x)$ is continuous the convergence is uniform, $0 < a \leq x \leq b < 1$.

**Theorem VIII.** If $\varphi(x)$ is a $k$-fold integral in the sense of Lebesgue, $0 \leq x \leq 1$, then

$$
\lim_{r \to \infty} \frac{1}{2\pi i} \frac{\partial^k}{\partial x^k} \int_0^1 \varphi(y) \int_{G_r} \left(1 - \frac{\lambda^k}{\Lambda^k}\right)^{k+1} G(x, y; \lambda) d\lambda dy = \varphi^{(k)}(x), \quad l \geq M,
$$

almost everywhere, $0 < x < 1$; and if $\varphi^{(k)}(x)$ is continuous the convergence is uniform, $0 < a \leq x \leq b < 1$.

**IV. The irregular expansion problems of type 1**

If in our differential system we take $g(x) = 0$, there results a special system which is of type 1 or of type $\Omega$. Hence it is only in the case of systems of type 1, $B \neq 0$, that we can compare the systems
\[ u'' + (\lambda + g)u = 0, \quad u'' + \lambda u = 0, \]
\[ u'(0) + Au(1) + Bu(1) = 0, \quad u'(0) + Au'(1) + Bu(1) = 0, \]
\[ u(0) - Au(1) = 0, \quad u(0) - Au(1) = 0. \]

If we denote by \( G, \overline{G} \) the Green's functions for these two differential systems respectively, it is our purpose to study the integral

\[
\frac{1}{2\pi i} \int_0^1 \int_{C_v} f(y) (G(x, y; \lambda) - \overline{G}(x, y; \lambda)) d\lambda dy.
\]

It will be seen to have the limit zero uniformly, \( 0 < a \leq x \leq b < 1 \), as \( \nu \to \infty \).

We then make a special study of the second system, with interesting results.

The notations \( p, \Sigma', S'_1, S'_1, \Gamma, \gamma_1, \gamma_1, R, C_v \) have meanings entirely analogous to those in § III. We do not go into details.

We first prove

**Lemma III.** On \( S'_1 \), \( (e^{2pi} + \mu p e^{i} + (-1))/(e^{2pi} + \mu p e^{i} + (-1)) = [1] \), and on \( S'_1 \), \( (-e^{-p} + \mu p e^{-i} + 1)/(e^{-p} + \mu p e^{-i} + 1) = [1] \).

If \( \mu = 0 \) the lemma is Lemma VIII' of our preceding paper. If \( \mu \neq 0 \) we recall that in the term \( \mu p e^{i} + [1] \), \( [1] = 1 + E_i(p)/p^2 \). Consequently

\[
\frac{e^{2pi} + \mu p e^{i} + (-1)}{e^{2pi} + \mu p e^{i} + (-1)} = 1 + \frac{e^{2pi} + \mu p e^{i} + (-1)}{e^{2pi} + [1] + (-1)[1]}
\]

\[
= 1 + \frac{e^{2pi} + \mu p e^{i} + (-1)}{[1] + \mu p e^{i} + (-1)[1]}
\]

by Lemma II, for all \( p \) on \( S'_1 \). Similar reasoning applies to the expression on \( S'_1 \).

We can now obtain

**Theorem IX.** If \( f(x) \) is summable on \((0, 1)\), then

\[
\lim_{\nu \to \infty} \int_0^1 f(y) \int_{C_v} \left( 1 - \frac{L_i}{\Lambda_i} \right)^l (G(x, y; \lambda) - \overline{G}(x, y; \lambda)) d\lambda dy = 0, \quad l \geq 0,
\]

uniformly, \( 0 < a \leq x \leq b < 1 \).

We first show that

\[
\lim_{R \to \infty} \int_0^1 f(y) \int_{\gamma_1} \left( 1 - \frac{p}{R^8} \right)^l (G - \overline{G}) 2\rho d\rho dy = 0, \quad l \geq 0,
\]

uniformly, \( 0 < a \leq x \leq b < 1 \); the result holds if \( \gamma_1 \) is replaced by \( \gamma_1 \), by reasoning whose details are now familiar; the theorem follows immediately.
We find by expanding the formula of Theorem V

\[
2\rho G(x, y; \rho^2) = 2\rho \left\{ u_1(x)v_1(y) ; - u_2(x)v_2(y) \right\} + \frac{2\rho e^{\rho i}}{B} \frac{\delta_{11}u_1(x)v_1(y) + \delta_{12}u_1(x)v_2(y) + \delta_{21}u_2(x)v_1(y) + \delta_{22}u_2(x)v_2(y)}{e^{2\rho i} + \mu e^{\rho i}} - [1],
\]

where

\[
\delta_{11} = A^2(u_1'(1)u_2(1) - u_1(1)u_2'(1)) - A(u_1(1)u_2'(0) + u_1'(1)u_2(0)) - Bu_1(1)u_2(0)
\]
\[= 2A^2 i\rho [1] - A e^{\rho i}[c] - B e^{\rho i}[1] = 2i\rho [A^2],\]

\[
\delta_{12} = - A(u_2(1)u_2'(0) + u_2(0)u_2'(1)) - Bu_2(0)u_2(1)
\]
\[= - 2A i\rho e^{-\rho i}[1] - B e^{-\rho i}[1] = - 2i\rho e^{-\rho i}[A],\]

\[
\delta_{21} = A(u_1(1)u_1'(0) + u_1'(1)u_1(0)) + Bu_1(1)u_1(1)
\]
\[= 2A i\rho e^{\rho i}[1] + B e^{\rho i}[1] = 2i\rho e^{\rho i}[A],\]

\[
\delta_{22} = (u_2(0)u_1'(0) - u_2'(0)u_1(0) + A(u_1'(1)u_2(0) + u_1(1)u_2'(0)) + Bu_1(1)u_2(0)
\]
\[= 2i\rho [1] + A e^{\rho i}[c] + B e^{\rho i}[1] = 2i\rho [1],\]

for \(\rho\) on \(S_1\). Using the asymptotic forms for \(u_1, u_2, v_1, v_2\) and the result of Lemma III we find

\[
2\rho G(x, y; \rho^2) = \left\{ - i e^{\rho i(x-y)}[1] ; - ie^{\rho i(x-y)}[1] \right\}
\]
\[+ \frac{1}{B} \frac{e^{\rho i}e^{\rho i(1-y)}[\Delta_{11}] + e^{\rho i}e^{\rho i} [\Delta_{12}] + e^{\rho i(1-y)} e^{\rho i} [\Delta_{21}] + e^{\rho i(1-y)} e^{\rho i} [\Delta_{22}]}{e^{2\rho i} + \mu e^{\rho i} - 1},\]

where the terms \([\Delta]\) in the numerator are of the forms

\[
\Delta(x, \rho) \left(1 + \frac{B_1(y)}{\rho i} + \frac{E_2(y, \rho)}{\rho^2}, \right), \quad \Delta(x, \rho) \left(1 - \frac{B_1(y)}{\rho i} + \frac{E_2(y, \rho)}{\rho^2} \right),
\]

and where

\[
\Delta_{11}(x, \rho) = 2\rho [A^2],
\]
\[
\Delta_{12}(x, \rho) = - 2\rho [A],
\]
\[
\Delta_{21}(x, \rho) = 2\rho [A],
\]
\[
\Delta_{22}(x, \rho) = - 2\rho [1].
\]
In particular we have

\[2pG(x, y; \rho^2) = \left\{ -ie^{\pi i(z-v)}; -ie^{-\pi i(z-v)} \right\} + \frac{1}{B} \left( \frac{1}{e^{\pi i} + \mu e^{\pi i} - 1} \right) (\Delta_{11}(x, \rho)e^{\pi i(x-y)} + \Delta_{12}(x, \rho)e^{\pi i(x-y)}) + \Delta_{21}(x, \rho)e^{\pi i(x-y+\rho)} + \Delta_{22}(x, \rho)e^{\pi i(x-y+\rho)} \]

for \( \rho \) on \( S_1 \).

We see immediately that for \( \rho \) on \( S_1 \)

\[2p(G(x, y; \rho^2) - G(x, y; \rho^2)) = \left\{ e^{\pi i(x-y)}m_1(x, y, \rho)/\rho ; e^{\pi i(x-y)}m_2(x, y, \rho)/\rho \right\} + e^{\pi i(x-y)}m_3(x, y, \rho) + e^{\pi i(x-y)}m_4(x, y, \rho).\]

Thus, by Lemmas III and V' of our preceding paper,

\[\int_{\gamma_1}^{*} \left( 1 - \frac{\rho^2}{R^2} \right) 2p(G - \tilde{G}) d\rho, \ l \geq 0, \]

is uniformly bounded, \( 0 < a \leq x \leq b < 1, 0 \leq y \leq 1, \) for all \( \gamma_1 \) on \( S_1 \).

To discuss the integral

\[\int_{a}^{*} \int_{\gamma_1}^{*} \left( 1 - \frac{\rho^2}{R^2} \right) 2p(G - \tilde{G}) d\rho dy, \ l \geq 0,\]

we observe that

\[\int_{a}^{*} e^{\pi i(x-y)} \left( 1 + \frac{B_1(y)}{\rho i} + \frac{E_1}{\rho^2} \right) dy = \frac{e^{\pi i(x-y)}}{\rho i} + \frac{B_1(x)e^{\pi i(x-y)} - B_1(x)e^{\pi i(x-y)}}{\rho^2} + \int_{a}^{*} E_1 - B_1'(y) \frac{E_1 - B_1'(y)}{\rho^2} dy = \frac{e^{\pi i(x-y)} - e^{\pi i(x-y)}}{\rho i} + \frac{m(x, \alpha, \rho)}{\rho^2},\]

\[\int_{a}^{*} e^{\pi i(y)} \left( 1 - \frac{B_1(y)}{\rho i} + \frac{E_2}{\rho^2} \right) dy = \frac{e^{\pi i(y)} - e^{\pi i(y)}}{\rho i} + \frac{m(x, \alpha, \rho)}{\rho^2}.\]
Thus we have

\[
\int_a^x 2\rho(G - \bar{G})\,dy = \int_a^x \left\{ e^{i(x-y)m_1(x,y,\rho)/\rho} + e^{-i(x-y)m_2(x,y,\rho)/\rho} \right\}\,dy \\
+ \frac{1}{B} \left( \frac{1}{e^{2\rho i} + \mu e^{\rho i} - 1} \right) e^{i\rho i} \int_a^x \left( e^{i(1-\nu)[\Delta_{11}] - \Delta_{11}(x,\rho)e^{i(1-\nu)}\,dy \right) + \ldots + e^{i(1-\nu)} \int_a^x \left( e^{i\rho i}[\Delta_{22}] - \Delta_{22}(x,\rho)e^{i\rho i}\,dy \right),
\]

where the coefficients of \( e^{\rho i}, e^{i(1-\nu)} \) are of the form \( m_3(x,\alpha,\rho)/\rho, m_4(x,\alpha,\rho)/\rho \) respectively; we compute, for instance,

\[
\int_a^x \left( e^{i(1-\nu)[\Delta_{11}] - \Delta_{11}(x,\rho)e^{i(1-\nu)}\,dy \right) = (\Delta_{11}(x,\rho) - \Delta_{11}(x,\rho)) \frac{e^{i(1-\alpha)} - e^{i(1-\nu)}}{\rho^2}
\]

Hence we find

\[
\int_a^x 2\rho(G - \bar{G})\,dy = \int_a^x \left\{ e^{i(x-y)m_1(x,y,\rho)/\rho} + e^{-i(x-y)m_2(x,y,\rho)/\rho} \right\}\,dy \\
+ e^{i\rho i}m_3(x,\rho)/\rho + e^{i(1-\nu)}m_4(x,\rho)/\rho.
\]

Lemmas V' and VI' of our antecedent paper show that

\[
\int_a^x \int_{\eta_1} \left( 1 - \frac{\rho^2}{R^2} \right) \left( 1 - \frac{\rho^2}{R^2} \right) 2\rho(G(x,y;\rho^2) - \bar{G}(x,y;\rho^2))\,dp\,dy \to 0, \quad l \geq 0,
\]

as \( R \to \infty \), uniformly, \( 0 < a \leq x \leq b < 1 \).

The reasoning then follows the usual channels until we have

\[
\lim_{R \to \infty} \int_0^l f(y) \int_{\eta_1} \left( 1 - \frac{\rho^2}{R^2} \right) 2\rho(G(x,y;\rho^2) - \bar{G}(x,y;\rho^2))\,dp\,dy = 0, \quad l \geq 0,
\]

uniformly, \( 0 < a \leq x \leq b < 1 \); and

\[
\lim_{R \to \infty} \int_0^l f(y) \int_{\eta_1} \left( 1 - \frac{\lambda^2}{\Lambda^2} \right) (G(x,y;\lambda) - \bar{G}(x,y;\lambda))\,d\lambda\,dy = 0, \quad l \geq 0,
\]

uniformly, \( 0 < a \leq x \leq b < 1 \). The proof is thus completed.
Because of the result just obtained, it is of interest to study the differential system
\[ u'' + \lambda u = 0, \quad \lambda = \rho^2, \quad 0 \leq x \leq 1, \]
\[ u'(-1) + Au'(-1) + Bu(-1) = 0, \quad B \neq 0, \]
\[ u(0) = A u(1) = 0. \]

We find that there are three cases to consider according as \( A = -1, A = +1, A^2 - 1 \neq 0; \) we shall call them Cases I, II, III, and take them up in order.

In Case I the differential system and its adjoint are respectively
\[ u'' + \rho^2 u = 0, \quad v'' + \rho^2 v = 0, \]
\[ u'(0) - u'(1) + Bv(1) = 0, \quad v'(0) + v'(1) - Bv(0) = 0, \]
\[ u(0) + u(1) = 0, \quad v(0) - v(1) = 0. \]

The characteristic values of \( \rho \) are found from the equation \( e^{\rho i} - e^{-\rho i} = 0; \) in fact, they are all simple and are given by \( \rho = k\pi, k = \pm 1, \pm 2, \ldots \).

We need consider only positive values of \( k \). The corresponding solutions of the differential system are then
\[ u_1 = \sqrt{2} \sin \pi x + \frac{2\sqrt{2}}{B} \pi \cos \pi x, \quad v_1 = \sqrt{2} \sin \pi x, \]
\[ u_2 = \sqrt{2} \sin 2\pi x, \quad v_2 = \sqrt{2} \sin 2\pi x + \frac{2\sqrt{2}}{B} 2\pi \cos 2\pi x, \]
\[ u_{2m} = \sqrt{2} \sin 2m\pi x, \quad v_{2m} = \sqrt{2} \sin 2m\pi x + \frac{2\sqrt{2}}{B} 2m\pi \cos 2m\pi x, \]
\[ , \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \]
\[ u_{2m+1} = \sqrt{2} \sin (2m + 1)\pi x + \frac{2\sqrt{2}}{B} (2m + 1)\pi \cos (2m + 1)\pi x, \]
\[ v_{2m+1} = \sqrt{2} \sin (2m + 1)\pi x, \]
as can be verified by direct substitution. For these solutions we find
\[ \int_0^1 u_i v_j dx = \begin{cases} 0, & i \neq k \\ 1, & i = k \end{cases}. \]

The expansion problem is therefore that of representing an arbitrary summable function in terms of the infinite series
\[ \sum_{k=1}^{\infty} a_k u_k, \quad a_k = \int_0^1 f v_k dx. \]
The sum of the first $N$ terms of this series can be written

$$
\sum_{k=1}^{k=N} a_k u_k = \sum_{k=1}^{k=N} a_k \sqrt{2} \sin k\pi x + \frac{4}{B} \sum_{k=1}^{k=N} \frac{d}{dx} (a_k^* \cos k\pi x + b_k^* \sin k\pi x),
$$

where

$$
a_k' = \sqrt{2} \int_0^1 f(y) \sin k\pi y dy,
$$

$$
a_k'' = -\int_0^1 f(y) \cos 2m\pi y dy,
$$

$$
a_k^{2m+1} = 0,
$$

$$
b_k'' = 0,
$$

$$
b_k^{2m+1} = \int_0^1 f(y) \sin (2m + 1)\pi y dy.
$$

If $F_1(x)$ is defined for the interval $(0, 2)$ by the equations

$$
F_1(x) = 0, \quad 0 \leq x \leq 1,
$$

$$
F_1(x) = \frac{f(x - 1) + f(2 - x)}{2}, \quad 1 \leq x \leq 2,
$$

its expansion in terms of Fourier series on the interval $(0, 2)$ is given by

$$
A_0 + \sum_{k=1}^{k=N} (A_k \cos k\pi x + B_k \sin k\pi x),
$$

where

$$
A_0 = \frac{1}{2} \int_0^2 F_1(y) dy,
$$

$$
A_k = \int_0^2 F_1(y) \cos k\pi y dy = \int_0^1 \frac{f(y) + f(1 - y)}{2} \cos k\pi (y + 1) dy = a_k^*,
$$

$$
B_k = \int_0^2 F_1(y) \sin k\pi y dy = \int_0^1 \frac{f(y) + f(1 - y)}{2} \sin k\pi (y + 1) dy = b_k^*,
$$

by a series of obvious manipulations. In other words, the expression

$$
0 + \sum_{k=1}^{k=N} \frac{d}{dx} (a_k^* \cos k\pi x + b_k^* \sin k\pi x)
$$

is the sum of the first $2N+1$ terms of the term-by-term derived series of the Fourier series for $F_1(x)$, a function identically zero, $0 \leq x < 1$. We recall at this point some of the theorems concerning the derived series of Fourier
series. In particular the Cesàro mean of order \( l > 0 \) for the present series converges uniformly to zero, \( 0 < a \leq x \leq b < 1. \) The term \( \sum a_k \sqrt{2} \sin k\pi x \) is the ordinary sine series on \((0, 1)\).

Thus from Theorem VI of our preceding paper and Theorem IX of the present one we have

**Theorem X.** If \( G(x, y; \lambda) \) is the Green's function for an irregular differential system of the second order of type 1, Case I, and if \( f(x) \) is summable on \((0, 1)\), then the expression

\[
\frac{1}{2\pi i} \int_0^1 f(y) \int_{C_r} \left( 1 - \frac{\lambda^4}{\Delta^4} \right)^l G(x, y; \lambda) d\lambda dy, \quad l \geq 0,
\]

is equivalent on any interval \((a, b)\) completely interior to \((0, 1)\) to a sum of means of order \( l \) formed from the sine series on \((0, 1)\) for \( f(x) \) and from the derived series of the Fourier series on \((0, 2)\) for \( F_1(x) \), where \( F_1(x) \) is the function defined above. In consequence,

\[
\lim_{l \to \infty} \frac{1}{2\pi i} \int_0^1 f(y) \int_{C_r} \left( 1 - \frac{\lambda^4}{\Delta^4} \right)^l G(x, y; \lambda) d\lambda dy = f(x), \quad l > 0,
\]

almost everywhere, \( 0 < x < 1; \) the convergence is uniform on \((a, b)\) if \( f(x) \) is continuous on \((0, 1)\).

This theorem is stronger in the case \( M = 1, A = -1, \) than Theorem V; it has also the advantage of revealing clearly the precise nature of the irregularity in the expansion problem.

In Case II, \( A = +1, \) we obtain entirely similar results. The differential system can be solved and the formal series set up as before. It is found that the expansion of an arbitrary summable function \( f(x) \) is representable as the sum of the sine series on \((0, 1)\) for \( f(x) \) and the term-by-term derived series of the Fourier series on \((0, 2)\) for \( F_2(x) \), where

\[
F_2(x) = 0, \quad 0 \leq x \leq 1,
\]

\[
F_2(x) = \frac{f(2 - x) - f(x - 1)}{2}, \quad 1 \leq x \leq 2.
\]

It is therefore possible to state the following theorem.

THEOREM XI. If \( G(x,y;\lambda) \) is the Green's function for an irregular differential system of the second order of type 1, Case II, then the expression

\[
\frac{1}{2\pi i} \int_0^1 f(y) \int_0^1 \left( 1 - \frac{\lambda \Delta^i}{\Lambda^4} \right) G(x,y;\lambda) d\lambda \, dy, \quad l \geq 0,
\]

formed for any summable function \( f(x) \), is equivalent on any interval \((a, b)\) completely interior to \((0, 1)\) to a sum of means of order \( l \) formed from the sine series for \( f(x) \) on \((0, 1)\) and from the derived series of the Fourier series for \( F_1(x) \) on \((0, 2)\), where \( F_1(x) \) is the function defined above. In consequence

\[
\lim_{r \to \infty} \frac{1}{2\pi i} \int_0^1 f(y) \int_0^1 \left( 1 - \frac{\lambda \Delta^i}{\Lambda^4} \right) G(x,y;\lambda) d\lambda \, dy = f(x), \quad l > 0,
\]

almost everywhere, \( 0 < x < 1 \); the convergence is uniform on \((a, b)\) if \( f(x) \) is continuous on \((0, 1)\).

To discuss Case III, \( A^2 - 1 \neq 0 \), we first prove

**Lemma IV.** If \( \rho = r + is \), \( 0 < C < |\mu| \), then

\[
| \frac{1}{e^{2\rho t} + \mu e^{s t}} - 1 | \leq Ke^{s/r}, \quad 0 \leq s \leq \log Cr, \quad r \geq 0,
\]

for \( |\rho| \) sufficiently large; and

\[
| \frac{1}{1 + \mu e^{s t} - e^{2\rho t}} | \leq Ke^{-s/r}, \quad -\log Cr \leq s \leq 0, \quad r \geq 0,
\]

for \( |\rho| \) sufficiently large.

We take up the first inequality only, the other being treated similarly. We have

\[
e^{2\rho t} + \mu e^{s t} - 1 = \mu e^{s t}[1] - 1.
\]

Hence

\[
| e^{2\rho t} + \mu e^{s t} - 1 | = | \mu e^{s t}[1] - 1 |
\]

\[
= re^{-s} \left| \mu \left( 1 + \frac{is}{r} \right) (\cos r + i \sin r)[1] - \frac{e^s}{r} \right|
\]

\[
\geq re^{-s} \left( | \mu | | 1 + \frac{is}{r} | | [1] | - C \right) > \frac{re^{-s}}{K}, \quad 0 \leq s \leq \log Cr, \quad r \geq 0,
\]

for \( |\rho| \) sufficiently large, since the term in the last parenthesis has the positive limit \( |\mu| - C \) as \( |\rho| \to \infty \), uniformly for the range of \( s \) considered.
We can now prove

**Theorem XII.** If \( G(x,y;\lambda) \) is the Green's function for an irregular differential system of the second order of type 1, Case III; \( G(x,y;\lambda) \) is the Green's function for the Fourier differential system of the second order

\[
\begin{align*}
&u'' + \lambda u = 0, \\
&u'(0) - u'(1) = 0, \\
&u(0) - u(1) = 0;
\end{align*}
\]

and \( \phi(x) \) is of bounded variation on \((0, 1)\); then

\[
\lim_{l \to \infty} \frac{1}{2\pi i} \int_0^1 \phi(y) \left( 1 - \frac{\lambda^l}{\Lambda^l} \right) G(x,y;\lambda) d\lambda dy = 0, \quad l \geq 0,
\]

uniformly, \( 0 < a \leq x \leq b < 1 \). Thus

\[
\lim_{l \to \infty} \frac{1}{2\pi i} \int_0^1 \phi(y) \left( 1 - \frac{\lambda^l}{\Lambda^l} \right) G(x,y;\lambda) d\lambda dy = \frac{\phi(x + 0) + \phi(x - 0)}{2}, \quad l \geq 0,
\]

\( 0 < x < 1 \); the convergence is uniform on \((a, b)\) if \( \phi(x) \) is continuous on \((0, 1)\).

It suffices to prove the theorem for a monotone function \( \phi(x) \) and, by Theorem IX, the Green's function for the system

\[
\begin{align*}
&u'' + \lambda u = 0, \\
&u'(0) + Au'(1) + Bu(1) = 0, \\
&u(0) - Au(1) = 0, \quad B(1 - A^2) \neq 0.
\end{align*}
\]

We apply the second law of the mean for integrals to the expressions

\[
\begin{align*}
\int_0^1 \phi(y) e^{\lambda y} dy = \phi(+0) \int_0^{t_1} e^{\lambda y} dy + \phi(1-0) \int_{t_1}^1 e^{\lambda y} dy = \frac{m(\rho)}{\rho}, \\
\int_0^1 \phi(y) e^{\lambda y} dy = \phi(+0) \int_0^{t_2} e^{\lambda y} dy + \phi(1-0) \int_{t_2}^1 e^{\lambda y} dy = \frac{m(\rho)}{\rho}.
\end{align*}
\]

On substituting these results in the expression for \( G \) given in Theorem IX, we find

\[
\begin{align*}
\int_0^1 \phi(y) 2\rho \left( 1 - \frac{\rho^l}{R^l} \right) G(x,y;\rho^2) dy = \int_0^1 \phi(y) \left\{ -i e^{\lambda y} \right\} \\
- \left\{ -i e^{-\lambda y} \right\} \left( 1 - \frac{\rho^l}{R^l} \right) dy + \frac{e^{\lambda y} m_1(\rho) + e^{\lambda (1-x)} m_2(\rho)}{e^{2\rho i} + \mu e^{\rho i} - 1}, \quad l \geq 0.
\end{align*}
\]
We now show that
\[
\lim_{R \to \infty} \int_{\gamma_1} \frac{e^{i\omega_1}m_1(\rho) + e^{i(1-\omega)}m_2(\rho)}{e^{2\rho i} + \mu e^{\rho i} - 1} \, d\rho = 0,
\]
uniformly, \(0 < a \leq \omega \leq b < 1\). To do this we write \(\rho = Re^{i\theta}, 0 \leq \theta \leq \pi/2\), on \(\gamma_1\), and then investigate the integrals for \(0 \leq \theta \leq \theta_1, \theta_1 \leq \theta \leq \pi/4, \pi/4 \leq \theta \leq \pi/2\), where \(\theta_1\) satisfies the equation \(R \sin \theta_1 = \log CR \sin \theta_1\). That \(\theta_1\) exists and is unique is seen very readily; it is the argument of the point of intersection of \(\gamma_1\) and the curve \(C\rho = e^\omega\). Then we have, if \(\delta > 0\) is the lesser of \(a, 1-b\), and if \(|m_1| \leq M/2, |m_2| \leq M/2\), because of Lemma IV,
\[
\left| \int_{\theta_1}^{\theta_1} \frac{e^{i\omega_1}m_1 + e^{i(1-\omega)}m_2}{e^{2\rho i} + \mu e^{\rho i} - 1} \, Re^{i\theta} d\theta \right| \leq MK \int_{\theta_1}^{\theta_1} \frac{e^{R(1-\delta)\sin \theta}}{\cos \theta} \, d\theta \leq \frac{MK}{\cos \theta_1} \int_{\theta_1}^{\theta_1} \frac{e^{R(1-\delta)\sin \theta}}{\cos \theta} \, d\theta = \frac{MK}{\cos \theta_1} \frac{e^{R(1-\delta)}}{R(1-\delta)} \to 0, \theta_1 \to 0,
\]
as \(R \to \infty\). Again, by Lemma II,
\[
\left| \int_{\theta_1}^{\pi/4} \frac{e^{i\omega_1}m_1 + e^{i(1-\omega)}m_2}{e^{2\rho i} + \mu e^{\rho i} - 1} \, Re^{i\theta} d\theta \right| \leq MK \int_{\theta_1}^{\pi/4} e^{-\delta R \sin \theta} R d\theta \leq \frac{MK}{\delta \cos(\pi/4)} \frac{e^{-R \sin(\pi/4)} - e^{-\delta \sin \theta_1}}{(e^{-R \sin(\pi/4)} - e^{-\delta \sin \theta_1})} \to 0
\]
as \(R \to \infty\). Finally
\[
\left| \int_{\pi/4}^{\pi/2} \frac{e^{i\omega_1}m_1 + e^{i(1-\omega)}m_2}{e^{2\rho i} + \mu e^{\rho i} - 1} \, Re^{i\theta} d\theta \right| \leq MK \int_{\pi/4}^{\pi/2} Re^{-\delta R \sin(\pi/4)} d\theta \to 0
\]
as \(R \to \infty\). We have established the desired result.

It follows at once that
\[
\lim_{R \to \infty} \int_{0}^{1} \varphi(y) \int_{y}^{1} \left(1 - \frac{\rho_i}{R^\delta}\right)^l (2pG - \{ - ie^{i(z-y)}; - ie^{-i(z-y)}\}) d\rho dy = 0, l \geq 0,
\]
uniformly, \( 0 < a \leq x \leq b < 1 \). We know that we can replace \( G \) by \( \bar{G} \), the Green's function for the differential system

\[
\begin{align*}
    u'' + \lambda u &= 0, \\
    u'(0) - u'(1) &= 0, \\
    u(0) - u(1) &= 0,
\end{align*}
\]

in this expression. Thus

\[
\lim_{\tau \to \infty} \int_0^1 \varphi(y) \int_{\eta_1} \left(1 - \frac{R^k}{R^l}\right)^l 2\rho (G - \bar{G}) d\rho dy = 0, \quad \lambda \geq 0,
\]

and

\[
\lim_{\tau \to \infty} \int_0^1 \varphi(y) \int_{\eta_1} \left(1 - \frac{\lambda^k}{\lambda^l}\right)^l (G(x, y ; \lambda) - \bar{G}(x, y ; \lambda)) d\lambda dy = 0, \quad \lambda \geq 0,
\]

uniformly, \( 0 < a \leq x \leq b < 1 \). The remainder of the theorem follows at once. The differential system

\[
\begin{align*}
    u'' + \lambda u &= 0, \quad 0 \leq x \leq 1, \\
    u'(0) + A u'(1) + B u(1) &= 0, \\
    u(0) - A u(1) &= 0, \quad B \neq 0,
\end{align*}
\]

was so considered in Cases I and II that knowledge concerning the behavior at \( x = 0 \) and at \( x = 1 \) of the expansions associated with them was contained in the theorems proved; these two points are obviously points at which the irregularity of the differential system renders the expansions especially peculiar. In Case III we must study the expansions at these points separately. We take the characteristic equation in the form \( \sin \rho = \bar{\mu} \rho \) instead of \( e^{\rho i+\mu \rho} - e^{-\rho i} = 0 \). For large \( |\rho| \) the characteristic values corresponding to roots of this equation are all simple. We denote them by \( \rho_K, \rho_{K+1}, \rho_{K+2}, \ldots \), where \( |\rho_{k+1}| \geq |\rho_k|, \ k = K, K+1, \ldots \). Since \( A^2 - 1 \neq 0 \), the functions

\[
U_k = \sin \rho_k x + A \sin \rho_k (1-x)
\]

and

\[
V_k = A \sin \rho_k x - \sin \rho_k (1-x) \quad (k = K, K+1, \ldots)
\]

satisfy the differential system and its adjoint for \( \rho = \rho_k \).
Then
\[ \int_0^{1} U_i V_k dy = 0, \quad i \neq k, \quad i, k \geq K, \]
\[ \int_0^{1} U_k V_k dy = A \int_0^{1} (\sin^2 \rho_k y - \sin^2 \rho_k (1 - y)) dy \]
\[ + (A^2 - 1) \int_0^{1} \sin \rho_k y \sin \rho_k (1 - y) dy \]
\[ = \frac{A^2 - 1}{2} \int_0^{1} (\cos \rho_k (2y - 1) - \cos \rho_k) dy \]
\[ = \frac{1 - A^2}{2} \left( \cos \rho_k - \frac{\sin \rho_k}{\rho_k} \right) = \frac{1 - A^2}{2} \left( \cos \rho_k - \bar{\mu} \right). \]

The expansion of an arbitrary summable function thus takes the form
\[ \sum_{k=1}^{\infty} \int_0^{1} f(y) R_k(x, y) dy + \sum_{k=1}^{\infty} \frac{2}{1 - A^2} \frac{U_k(x)}{\cos \rho_k - \bar{\mu}} \int_0^{1} f V_k dy. \]

In the case that \( A = 0 \), the boundary condition \( u(0) = 0 \) shows us that for \( x = 0 \) this expansion converges to zero; hence we consider the case \( x = 0 \) only when \( A \neq 0 \). We shall discuss the convergence at \( x = 0, x = 1 \) of the above series for a function \( f(x) \) continuous with its first three derivatives on \( (0, 1) \). It is unnecessary to treat the first \( K - 1 \) terms for our purpose. We have at once
\[ \int_0^{1} f V_k dy = - f(y) (A \cos \rho_k y + \cos \rho_k (1 - y))/\rho_k \bigg|_{y=0}^{y=1} \]
\[ + f'(y) (A \sin \rho_k y - \sin \rho_k (1 - y))/\rho_k^2 \bigg|_{y=0}^{y=1} \]
\[ + f''(y) (A \cos \rho_k y + \cos \rho_k (1 - y))/\rho_k^3 \bigg|_{y=0}^{y=1} \]
\[ - \frac{1}{\rho_k^3} \int_0^{1} f'''(y) (A \cos \rho_k y + \cos \rho_k (1 - y)) dy. \]

The first two terms combine as \( (\alpha \cos \rho_k + \beta)/\rho_k \) where \( \alpha, \beta \) are constants; \( \alpha \), in particular, is the expression \( f(0) - Af(1) \). Since we have
\[
\left| \frac{\cos \rho \xi}{\rho} \right| = \frac{1}{|\rho|} \left( \cosh^2 s \xi \cos^2 \rho \xi + \sinh^2 s \xi \sin^2 \rho \xi \right)^{1/2} \\
= \frac{1}{|\rho|} \left( \cosh^2 s \xi - \sin^2 \rho \xi \right)^{1/2} \leq \cosh s \xi / |\rho| \\
\leq \cosh s \xi / |\rho| \leq Q
\]

for \( 0 \leq \xi \leq 1 \), \( \rho = \tau_k + is_k \), \( k = K, K+1, \cdots \), by the results of Theorem IV, we can write the sum of the last two terms as \( m_k / \rho_k^2 \) where \( m_k \) is bounded, \( k = K, K+1, \cdots \). We have, then, to consider the series

\[
\sum_{k=0}^{K-1} \frac{2}{1 - A^2} \frac{U_k(x)}{\rho_k} \left( \frac{\alpha \cos \rho_k + \beta}{\cos \rho_k - \mu} + \frac{m_k \rho_k}{\rho_k^2 (\cos \rho_k - \mu)} \right)
\]

at \( x = 0, x = 1 \). Since \( \sin \rho_k = \rho_k \mu \) these series are

\[
\frac{2A^2}{1 - A^2} \sum_{k=K}^{\infty} \left( \frac{\alpha \cos \rho_k + \beta}{\cos \rho_k - \mu} + \frac{m_k \rho_k}{\rho_k^2 (\cos \rho_k - \mu)} \right),
\]

\[
\frac{2\mu}{1 - A^2} \sum_{k=K}^{\infty} \left( \frac{\alpha \cos \rho_k + \beta}{\cos \rho_k - \mu} + \frac{m_k \rho_k}{\rho_k^2 (\cos \rho_k - \mu)} \right).
\]

Since \( \cos \rho_k = \pm \sqrt{1 - \sin^2 \rho_k} = \pm \sqrt{1 - \rho_k^2} \rho_k^2 \) we have

\[
\liminf_{k \to \infty} \left| \frac{\cos \rho_k}{\cos \rho_k - \mu} \right| > 0,
\]

and the series \( \sum \cos \rho_k / (\cos \rho_k - \mu) \) is divergent. Similarly, we find

\[
\left| \frac{m_k \rho_k}{\rho_k^2 (\cos \rho_k - \mu)} \right| \leq \frac{M}{|\rho_k|^2} (k = K, K + 1, \cdots).
\]

Since by Theorem IV \( \sum 1 / |\rho_k|^2 \) is comparable to \( \sum 1 / k^2 \), the series \( \sum m_k \rho_k / \rho_k^2 (\cos \rho_k - \mu) \) is convergent. Lastly we show that \( \sum 1 / (\cos \rho_k - \mu) \) converges. If \( C_i \) is a simple closed contour on \( \Sigma' \) surrounding \( \rho_K, \cdots, \rho_{K+i} \), then

\[
\sum_{k=K}^{K+i-l} \frac{1}{\cos \rho_k - \mu} = \frac{1}{2\pi i} \int_{C_i} \frac{d\rho}{\sin \rho - \mu},
\]

by the theory of residues. We shall take \( C_i \) as being the contour made up of two concentric semi-circles on \( \Sigma' \), namely \( \Gamma_0 \) and \( \gamma_1 + \gamma_1 + \cdots + \gamma_4 \), joined by segments of the imaginary axis which we shall call \( \gamma_1 \) and \( \gamma_4 \) respectively. We find

\[
\int_{\gamma_1} \frac{d\rho}{\sin \rho - \mu} = - \int_{\gamma_4} \frac{d\rho}{\sin \rho - \mu}
\]
by replacing $\rho$ by $-\rho$ in either integral. By work like that of Theorem XII we have

$$
\int_{\gamma_1} \frac{d\rho}{\sin \rho - \mu \rho} = \int_{\gamma_1} \frac{2ie^{i\rho}d\rho}{e^{2i\rho} + \mu e^{i\rho} - 1} \to 0, \quad \int_{\gamma_1 v} \frac{d\rho}{\sin \rho - \mu \rho} \to 0,
$$
as $R \to \infty$. By the use of these facts we find

$$
\lim_{l \to \infty} \sum_{k=K}^{K+1} \frac{1}{\cos \rho_k - \mu} = \frac{1}{2\pi i} \int_{\gamma_x} \frac{d\rho}{\sin \rho - \mu \rho},
$$
and the desired result is proved.

In short, if $\alpha = f(0) - Af(1)$ is different from zero, the expansions for $f(x)$, continuous together with its first three derivatives on $(0, 1)$, in Case III diverge at $x=0$ and $x=1$, except when $A=0$, $x=0$; if $\alpha=0$ they converge. In Case III, therefore, the expansions present special irregularities at the end points of the interval of definition.
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