1. Introduction. Our present object is to carry out application of Laplace integrals (leading to convergent factorial series developments) to the fullest possible extent in the field of linear differential equations,

\[ L(y) = \sum_{k=0}^{n} d_{n-k}(x) y^{(k)}(x) = 0; \]

and, secondly, in the field of linear difference equations

\[ L(y) = \sum_{k=0}^{n} d_{n-k}(x) y(x + k) = 0. \]

In both (A) and (B) the coefficients are given by convergent series of the form

\[ d_{n-k}(x) = \sum_{\alpha=-m}^{\infty} d_{n-k,\alpha} x^{-\alpha/p} \quad \text{(integer } p \geq 1), \]

and \( d_0(x), d_n(x) \neq 0 \). In view of the fact that the two mentioned fields are to a considerable degree analogous, it has been found convenient to give the developments for both of these in a single paper.

Another outstanding method, a method which previously had been applied with complete success in the two indicated fields, as well as in the field of \( q \)-difference equations, is that based on the study of asymptotic properties of solutions. In this connection the starting point is given by the full sets of formal series solutions (in general divergent), which are known to exist in all cases. Existence of a complete set of formal series solutions for a difference equation (B), as well as other results of a formal character, have been established by G. D. Birkhoff.‡ For differential equations (A) existence of a full set of formal solutions follows from a work of E. Fabry.†

* Presented to the Society, December 27, 1934; received by the editors April 18, 1934.
asymptotic (analytic) theories of linear differential, difference and \(q\)-difference equations, respectively, the coefficients in the involved equations are either representable by convergent series of the form (1) or, more generally, they are merely asymptotic (in certain regions) to such, possibly divergent, series. In all essential particulars these three theories have been completely treated (*under no restrictions on the formal series solutions*) as follows. A joint work by G. D. Birkhoff and W. J. Trjitzinsky gives the developments for difference equations (B).* A paper by Trjitzinsky establishes the general asymptotic theory for \(q\)-difference equations.† Finally, the general asymptotic theory for differential equations (A) has been developed by Trjitzinsky.‡ Broadly speaking, at the basis of the several general asymptotic theories, referred to above, to a very substantial degree lie the ideas and methods due to Birkhoff or inspired by his work.

Important earlier developments, especially in the field of difference equations, are due to C. R. Adams, R. D. Carmichael, H. Galbrun, E. Hilb, O. Perron, S. Pincherle, H. Späth§ and some others.

While the asymptotic theory has been shown to yield full sets of analytic solutions (with appropriate asymptotic properties) in all cases, the situation is different inasmuch as the method of Laplace integrals and application of
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factorial series is concerned. This method, whenever successful, enables one to express a formal series solution with the aid of convergent factorial series. In every such case we have a situation when a possibly divergent formal series solution is "summed" by an essentially "exponential" method; however, this method is known to be applicable not in all cases. Basically and predominantly developments of this type rest on numerous important works of N.E. Nörlund* in the theory of factorial series and in connection with application of these series to difference equations. Among the works of others, involving application of Laplace integrals and factorial series to differential and difference equations, outstanding is a sequence of papers due to J. Horn.†

As will be seen from the Main Theorems (§§7, 12) the program of applying Laplace integrals and factorial series to equations (A) and (B) is capable of being extended considerably beyond the results of the earlier writers. On the other hand, certain examples (in §§7 and 12) will demonstrate the fact that these theorems cannot be extended (in a certain sense).

It is also to be noted that, in view of the reciprocal relationship between equations (A) and (B) on one side and corresponding linear systems on the other, results of the type established in these pages will hold for linear systems as well.

Numerous works, which we have not mentioned explicitly, are referred to in the several papers and books indicated in the footnotes of this introduction. However, we have indicated directly the more relevant ones of the previous contributions.

**Part I. Linear differential equations**

2. Some preliminary facts concerning differential equations. An equation (A) possesses a full set of formal series solutions $s_i(x)$ of the form

$$s_i(x) = e^{Q_i(x)}x^{\sigma_i(x)}, \quad Q_i(x) = \sum_{r=0}^{i-1} q_r^i x^{(i-r)/n_i} \quad (i = 1, \ldots, n),$$

where the $\sigma_i(x)$ are of the form

$$\sigma_i(x) = \sum_{h=0}^{m_i} \log^h x \eta^{m_i}(x),$$

---
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(1b) \[ \eta^{m_i}(x) = \sum_{s=0}^{\infty} \eta^{s} \frac{x^{-s}}{k_t} \quad (h = 0, 1, \ldots, m_i); \]

here \( l_i, m_i, k_i \) are integers \((m_i \geq 0; k_i = r_i \cdot p; \text{integer } r_i \geq 1)\).

The formal series can be all arranged in logarithmic groups. The exponential factors,

\[ e^{Q(x)} x^r, \]

of the series belonging to a particular group are the same.* The elements of such a group can be so ordered,

\[ e^{Q(x)} x^{r} \sigma_{i+1}(x), e^{Q(x)} x^{r} \sigma_{i+2}(x), \ldots, e^{Q(x)} x^{r} \sigma_{i+j}(x), \]

that \( m_{i+1} = 0, m_{i+2} = 1, \ldots, m_{i+j} = j - 1 \). A series of the type of (1a) will be termed a \( \sigma \)-series.

Horn assumes that all the roots of the characteristic equation, corresponding to (A), are simple. Under this supposition all the formal series will be normal; moreover, no \( \sigma \)-series factor will contain any logarithms (that is, for each formal solution \( m_i = 0 \)). It will be convenient to state his result in a form slightly different from his. By means of a transformation of the type \( x^k = z \), where \( k \) is suitably chosen, the equation (A) is brought to the form of a new equation (A\(_i\)), the latter equation differing from the original one in the value of the integer \( p \), while \( d_0, d_\neq 0 \) and the coefficients of the new equation contain no positive (integral or fractional) powers of \( z \). For simplicity the notation originally introduced for the equation (A) will be maintained for the modified equation (A\(_i\)). The connection between the results valid for (A) and those valid for (A\(_i\)) is obvious. Now, under Horn's hypothesis equation (A\(_i\)) possesses a set of \( n \) (linearly independent) solutions of the form

\[ e^{Q_i(x)} x^{r_i} y_i(x) \quad (i = 1, 2, \ldots, n). \]

Here the \( Q_i(x) \) are given by (1) (with \( k_i = p \)) and the \( y_i(x) \) are of the form

\[ y(x) = \eta^\theta + \sum_{\nu=1}^{p} x^{1-\nu/p} \eta^{\nu^\theta}(x), \]

where the \( \eta^{\nu^\theta}(x) \) are convergent factorial series of the type

\[ \eta^{\nu^\theta}(x) = \sum_{s=0}^{\infty} \frac{0}{x(x - \gamma) \cdots (x - s\gamma)}, \]

*However, the values of \( r \), associated with the same group, may differ by rational fractions.
\(|\gamma|\) is sufficiently great, is the same for all solutions and \(\angle \gamma\) is allowed to have any value except certain ones, depending on the roots of the characteristic equation.\(^*\) Moreover, the series (4a) all converge in a certain half plane. Formally, of course, solutions (3) are compatible with a set of (possibly divergent) formal series solutions.

If the characteristic equation of \((A_i)\) has a simple root, then to this root there will correspond a convergent solution of the form ((3), (4), (4a)). To every simple root of the characteristic equation of \((A_i)\) there corresponds such a convergent solution. This fact, although not demonstrated by Horn, is a rather easy consequence of his work. However, we shall proceed to prove a result reaching much further. Before formulating our objective more precisely the distinction will be first drawn between “normal” and “anormal” formal series solutions. A formal solution \(s_i(x)\) of \((A_i)\), as given by (1), (1a), (1b), is said to be normal when \(k_i = p\) (cf. (1b)); the coefficients of \((A_i)\) are in powers of \(x^{1/p}\). If this is not the case (that is, when the integer \(r_i\), of (1b), is greater than unity) a formal series \(s_i(x)\) will be said to be anormal. A formal solution of \((A)\) will be normal or anormal according to the nature of the corresponding solutions of \((A_i)\).

In the sequel, unless stated to the contrary, the equation \((A)\) will be taken in the form \((A_i)\). Consider a root \(\rho\) of multiplicity \(\phi (\geq 1)\). It may happen that the \(\phi\) formal series solutions, corresponding to this root, are all anormal; in some cases some of the \(\phi\) formal solutions, associated with such a multiple root, are normal while others are anormal. The third alternative—the one from now on assumed—is that all the formal solutions (1), belonging to the particular root under consideration, are normal. Moreover, it will be assumed that there is just one corresponding logarithmic group. It will be shown, under this assumption, that all the formal solutions under consideration are expressible with the aid of convergent Laplace integrals, leading to convergent factorial series developments. An example in §7 will make it evident that in a more general case a result of this type need not hold.

3. Conditions for existence of formal solutions of the type specified in §2. The \(\phi\) normal formal solutions, corresponding to a root of multiplicity \(\phi\), form a logarithmic group (cf. §2) and they may be written as follows:

\[
(1) \quad s_i(x) = e^{Q(x)} x^r \sum_{h=0}^{j-1} \log^h x \, \eta_j^{i-1}(x) \quad (j = 1, 2, \ldots, \phi),
\]

where

\[
(1a) \quad \eta_j^{i-1}(x) = \sum_{s=0}^{\infty} \eta_{s}^{j-1} x^{-s/p} \quad (h = 0, 1, \ldots, j - 1).
\]

\(^*\) For the exact situation concerning \(\angle \gamma\) cf. Horn's work on differential equations, loc. cit.
The equation (A1) (cf. beginning of §2) will maintain its form* after the transformation
\[ y(x) = e^{Q(x)} x^r \tilde{y}(x). \]

Accordingly, without any loss of generality, it may be assumed that in (1)
\[ (1b) \quad e^{Q(x)} x^r \equiv 1. \]

Moreover, it will be assumed, as it may be without entailing any loss of generality, that not all the
\[ (1c) \quad \eta^j \quad (j = 1, 2, \ldots, \phi) \]
are zero. However, (1b) implies certain conditions on the coefficients of (A1).

In view of our purpose it will be essential to determine these conditions.

We note first that, when \( h(\geq 0) \) is an integer,
\[ \frac{d^r}{dx^r} \log^h x = \sum_{\beta=0}^{h} \log^{h-\beta} x C_{\beta}^h \left[ (-1)^{r+\beta} \nu! g_{r,\beta} x^{-\nu} \right], \]
where, for \( \nu \geq \beta \geq 1, \)
\[ (2a) \quad g_{r,\beta} = \sum_{n_1, n_2, \ldots, n_\beta, h_1, h_2, \ldots, h_\beta} \frac{1}{n_1 n_2 \cdots n_\beta}, \]
while \( g_{r,\beta} = 0 \) for \( \nu < \beta. \) The summation in (2a) is extended over all the positive integral values of \( n_1, n_2, \ldots, n_\beta \) such that \( n_1 + \cdots + n_\beta = \nu; \) moreover, \( g_{0,0} = 1 \) while the \( g_{r,0} \) and the \( g_{0,r} \) are all zero for \( \nu > 0. \) In view of (1b), on making use of (2), we get
\[ s_j^{(k)}(x) = \sum_{h=0}^{i-1} \sum_{\beta=0}^{k} C_{\beta}^h \left( \frac{d^r}{dx^r} \log^h x \right)_{h\eta} \frac{1}{i-1(k-r)}(x) \]
\[ = \sum_{h=0}^{i-1} \sum_{\beta=0}^{h} \sum_{s=0}^{\infty} C_{\beta}^h C_{s} C_{k-s} (-1)^{r+\beta} \nu! (k - \nu) \frac{1}{g_{r,\beta}} \frac{1}{h-\beta} \log^h x x^{-s/p-k}. \]

Since
\[ \sum_{h=0}^{i-1} \sum_{\beta=0}^{h} a_{h,\beta} l_{h-\beta} = \sum_{h=0}^{i-1} \sum_{\beta=0}^{h-1} a_{h,\beta,\beta} l_h, \]
it follows that
\[ s_j^{(k)}(x) = \sum_{h=0}^{i-1} \sum_{s=0}^{\infty} C_{\beta}^h \left( \frac{d^r}{dx^r} \log^h x \right)_{h\eta} \frac{1}{i-1(k-r)} x^{-s/p-k}. \]

* In particular, the coefficients of the equation will still be in powers of \( x^{1/p}. \)

† Formula (2) can be proved, for instance, on the basis of the multinomial theorem of algebra. The \( C_{\beta}^h \) denote binomial coefficients.
where

\[(4a) \quad s_{h,s} = \sum_{\beta=0}^{j-1-h} \sum_{r=0}^{k} C_r^k C_{\beta}^{h+\beta} C_{k-r} (-1)^{r+\beta} \nu_l(k - \nu) lg_{r,\beta} h+\beta \eta_{s}^{j-1}.\]

As a consequence of the easily verifiable relation

\[(5) \quad \sum_{k=0}^{n} \sum_{s=0}^{\infty} b_{k,s} x^{-s/p-k} = \sum_{\lambda=0}^{\infty} \sum_{w=0}^{p-1} x^{-(\lambda p+w)/p} \sum_{k=0}^{\lambda} b_{k, (\lambda-k)p+w}\]

it follows from (4) that formally

\[(6) \quad L(s, x) = \sum_{\lambda=0}^{n} \sum_{w=0}^{\infty} d_{n-k, \lambda} x^{-\lambda/p} \sum_{s=0}^{j-1} \sum_{\eta_{s}}^{\infty} s_{h, s} \log x x^{-(s/p+k)}\]

Here

\[(7) \quad W_{h, \lambda p+w}^{j} = \sum_{k=0}^{\lambda} \sum_{\nu_{s}}^{\infty} d_{n-k, (\lambda-k)p+w-s}^{j-1-h} \sum_{r=0}^{k} C_r^k C_{\beta}^{h+\beta} C_{k-r} (-1)^{r+\beta} \nu_l(k - \nu) lg_{r,\beta} h+\beta \eta_{s}^{j-1}.\]

In view of the assumed existence of \( \phi \) formal solutions (1) it is inferred that the equations

\[(7a) \quad W_{h, \lambda p+w}^{j} = 0\]

\([\lambda = 0, 1, \ldots; h = j-1, j-2, \ldots, 0; w = 0, 1, \ldots, p-1; j = 1, 2, \ldots, \phi]\)

are necessarily formally solvable for the \( \lambda \eta_{s}^{j-1} \). Now

\[\sum_{k=0}^{\lambda} \sum_{s=0}^{(\lambda-k)p+w} a_{k,s} \eta_{s} = \sum_{s=0}^{\lambda} \sum_{k=0}^{(\lambda s)} a_{k,s} \eta_{s},\]

where \( k(s) = \lambda (s = 0, 1, \ldots, w), k(s) = \lambda - 1 (s = w+1, \ldots, p+w), k(s) = \lambda - 2 (s = p+w+1, \ldots, 2p+w), \ldots, k(s) = 0 (s = (\lambda - 1)p+w+1, \ldots, \lambda p+w) \). This relation leads to the following:

\[\sum_{k=0}^{\lambda} \sum_{s=0}^{(\lambda-k)p+w} a_{k,s} \eta_{s} = \sum_{s=0}^{\lambda} \sum_{k=0}^{(\lambda s)} a_{k,s} \eta_{s}\]

\[+ \sum_{m=1}^{\lambda} \sum_{s'=0}^{m p+w} \sum_{k=0}^{\lambda-s} a_{k,s} \eta_{s} \quad [s' = (m - 1)p + w + 1].\]
In (7) replace \( h \) by \( j - H \) \((H = 1, 2, \cdots, j)\). Application of (8) to (7) will then yield

\[
W_{j-H: \lambda_p+w} = \sum_{i=0}^{H-1} j_{i-H: \lambda}^{j-1} + \sum_{\varepsilon=0}^{\infty} \sum_{\beta=0}^{H-1} C_{\beta}^{j-H+\varepsilon} \sum_{\varepsilon'=0}^{j-1} \frac{\partial^{j-H+\varepsilon} x_{\lambda+\varepsilon'}}{\partial \lambda^{\varepsilon'}} = 0
\]

(9)

\[\lambda = 0, 1, \cdots; H = 1, 2, \cdots, j; w = 0, 1, \cdots, p - 1; s' \text{ as in (8)}.\]

Here and in the sequel

(9a)

\[
\sum_{\varepsilon=0}^{H-1} \sum_{\beta=0}^{i-p+w} b_{\varepsilon,\beta} = \sum_{\varepsilon=0}^{H-1} \sum_{\beta=0}^{i-p+w} b_{\varepsilon,\beta} - b_{0,H-1};
\]

moreover,

(9b)

\[
J_{\sigma:w}^{\beta:s} = \sum_{k=0}^{\sigma} \sum_{r=0}^{\beta} C_{\sigma}^{k} C_{k-r}^{s/p} (-1)^{r+\beta} \nu!(k - \nu)! g_{r,\beta} d_{n-k, (\sigma-k)p+w}
\]

\((0 \leq \beta \leq \sigma; s \geq 0; 0 \leq w \leq p - 1).\)

It is observed that (9b) defines all the \( J_{\sigma:w}^{\beta:s} \) occurring in the second members of (9).

From equations (9; \( \lambda = 0; H = 1; w = 0, 1, \cdots, p - 1 \)) we find that

(10)

\[
J_{0:w}^{0:0} = 0 \quad (w = 0, 1, \cdots, p - 1);
\]

this, however, as follows from (9b), is equivalent to

(10a)

\[
d_{n,w} = 0 \quad (w = 0, 1, \cdots, p - 1).
\]

At this point it will be convenient to introduce the

Definition. A number \( d_{i,i} \) will be said to be of index \( \sigma \) if \( i = n - k \) and \( j = (\sigma - k)p+w \), where \( 0 \leq k \leq \sigma \) and \( 0 \leq w \leq p - 1 \).

Thus the implication of (10) is that all the \( d_{i,i} \) of index zero are zero. We note that, as a consequence of the original hypothesis concerning existence of solutions, the characteristic equation of the differential equation \((A_1)\),

(11)

\[
E(\rho) = \sum_{k=0}^{n} d_{n-k,0} \rho^k = 0,
\]

has a root \( \rho = 0 \) whose multiplicity is precisely \( \phi \). Thus

(11a)

\[
d_{n,0} = d_{n-1,0} = \cdots = d_{n-\phi+1,0} = 0, \quad d_{n-\phi,0} \neq 0.
\]
In particular, then, it is to be noted that not all the \( d_{i,i} \) of index \( \phi \) are zero. Suppose

\[
j_{\sigma; w}^{0,0} = j_{\sigma; w}^{1,0} = \cdots = j_{\sigma; w}^{\sigma,0} = 0 \quad (w = 0, 1, \cdots, p - 1)
\]

for \( \sigma = 0, 1, \cdots, \lambda - 1 \) \((1 \leq \lambda \leq \phi - 1)\). From (10) it is seen that (12) is true for \( \lambda = 1 \). We have, by (9b),

\[
j_{\lambda; w}^{\beta,0} = \sum_{k=\beta}^{\lambda} (-1)^{k+\beta} k! g_{k,\beta} d_{n-k, (\lambda-k)p+w}.
\]

Accordingly, by (12), in view of the relations \( j_{\sigma; w}^{\sigma,0} = 0 \), it follows that

\[
d_{n-\sigma, w} = 0 \quad (\sigma = 0, 1, \cdots, \lambda - 1; w = 0, 1, \cdots, p - 1);
\]

furthermore the relations

\[
j_{n-1,0}^{\sigma-1,0} = 0
\]

yield, by virtue of (14),

\[
d_{n-(\sigma-1), 2p+w} = 0 \quad (\sigma = 1, 2, \cdots, \lambda - 1; w = 0, 1, \cdots, p - 1).
\]

From

\[
j_{\sigma; w}^{\sigma-2,0} = 0 \quad (\sigma = 2, \cdots, \lambda - 1; w = 0, \cdots, p - 1),
\]

by (14) and (14a),

\[
d_{n-(\sigma-2), 2p+w} = 0 \quad (\sigma = 2, \cdots, \lambda - 1; w = 0, \cdots, p - 1).
\]

On using the relations

\[
j_{\sigma; w}^{\sigma-H,0} = 0 \quad (\sigma = H, H+1, \cdots, \lambda - 1; w = 0, 1, \cdots, p - 1)
\]

in succession for \( H = 0, 1, \cdots, \lambda - 1 \) it follows by induction that

\[
d_{n-(\sigma-H), Hp+w} = 0 \quad (\sigma = H, H+1, \cdots, \lambda - 1; w = 0, 1, \cdots, p - 1)
\]

for \( H = 0, 1, \cdots, \lambda - 1 \). The subscripts in (14a) can also be considered as extending over the values

\[
H = 0, \cdots, \sigma; \quad \sigma = 0, 1, \cdots, \lambda - 1; \quad w = 0, 1, \cdots, p - 1.
\]

Consequently, on letting in (14a) \( H = \sigma - k \), (14a) is seen to be equivalent to

\[
d_{n-k, (\sigma-k)p+w} = 0 \quad (k = 0, 1, \cdots, \sigma; w = 0, 1, \cdots, p - 1),
\]

where \( (\sigma-k)p+w \leq p - 1 \).
where \( \sigma = 0, 1, \cdots, \lambda - 1 \). That is, (12) implies that all the \( d_{i,j} \) of indices \( 0, 1, \cdots, \lambda - 1 \) are zero. The converse is also true.

All the \( d_{i,j} \) in the second members of (9b) are of index \( \sigma \); hence a further consequence of (12) would be

\[
\int_{\alpha}^{\beta} \cdot \cdot \cdot = 0 \quad (\beta = 0, 1, \cdots, \sigma; \ w = 0, 1, \cdots, \rho - 1; \ \sigma = 0, 1, \cdots, \lambda - 1; \ s = 0, 1, \cdots).
\]

In view of (16) from the equations

\[
W_{j-1:0} = W_{j-2:0} = \cdots = W_{j-\lambda:0} = 0
\]

we obtain in succession

\[
J_{\lambda:0}^{\gamma,0} = J_{\lambda:0}^{\lambda,0} = \cdots = J_{\lambda:0}^{\lambda,0} = 0.
\]

Suppose now, more generally, that

\[
J_{\lambda:0}^{\gamma,0} = 0 \quad (\beta = 0, 1, \cdots, \lambda)
\]

for \( v = 0, 1, \cdots, w - 1 \) \( (1 \leq w \leq \rho - 1) \); in (17a) the relations (17b) have been established for \( w = 1 \). Consider the equations

\[
W_{i-1:0}^{j} = W_{i-2:0}^{j} = \cdots = W_{i-\lambda:0}^{j} = 0.
\]

By (16) the numbers \( J_{\lambda:0}^{\gamma,0} \) occurring in the second members of (9), are all zero; moreover, in consequence of (17b) the \( J_{\lambda:0}^{\gamma,0} \) (in (9)) are all zero for \( w - s \leq w - 1 \). Thus, equations (18) are of the form

\[
W_{i-1:0}^{j} = J_{\lambda:0}^{H-1,0} = J_{\lambda:0}^{H-1,0} + \sum_{\beta=0}^{H-2} C_{\beta} J_{\lambda:0}^{H-\beta} = 0.
\]

On using (18a) in succession for \( H = 1, 2, \cdots, \lambda + 1 \) it is found that

\[
J_{\lambda:0}^{H-1,0} = 0 \quad (H = 1, 2, \cdots, \lambda + 1);
\]

that is, relations (17b) necessarily hold for \( v = w \), if they hold for \( v = 0, 1, \cdots, w - 1 \) \( (1 \leq w \leq \rho - 1) \). Thus, by induction, (12) has been established for \( \sigma = 0, 1, \cdots, \lambda \). This fact completes an induction in a larger sense; that is, (12) is seen to be true for \( \lambda = 1, 2, \cdots, \phi - 1 \). Just as the two italicized statements in connection with (15) and (16) had been established on the basis of (12) (as originally formulated), we now conclude that all the \( d_{i,j} \) of indices \( 0, 1, \cdots, \phi - 1 \) are zero and that

\[
\sum_{i=\alpha}^{\beta} \cdot \cdot \cdot = 0 \quad (\beta < \alpha).
\]

* In (18a) and throughout the paper \( \sum_{i=\alpha}^{\beta} = 0 \) whenever \( \beta < \alpha \).
It is noted that, in consequence of (19), (9) holds for \( \lambda=0, 1, \ldots, \phi-1; H=1, \ldots, j; w=0, 1, \ldots, \rho-1; j=1, \ldots, \phi) \), while for these values of the subscripts and superscripts the equalities (9) do not yield any information concerning the coefficients of the formal solutions, whose existence has been postulated. It remains to consider the equations (9) for \( \lambda \geq \phi \). On account of (19), in (9), \( m \leq \lambda - \phi \). For \( \lambda = \phi \) these equations give

\[
(20) \quad J_{\phi;0}^{0,0} f_{-H}^{i} = \sum_{\beta=0}^{H-1} C_{\beta}^{i-H+\beta} J_{\phi;w}^{\beta,0} f_{-H+\beta}^{i-1}
\]

\( (H = 1, 2, \ldots, j; w = 0, 1, \ldots; (s, \beta) \neq (w, 0)). \)

In particular,

\[
J_{\phi;0}^{0,0} f_{-1}^{j} = 0 \quad \text{for} \quad j = 1, \ldots, \phi,
\]

so that necessarily

\[
J_{\phi;0}^{0,0} d_{n,0}^{i} = 0.
\]

For \( \lambda > \phi \), (9) yields the relations

\[
(22) \quad J_{\phi;0}^{0,0} f_{-H}^{i} = \sum_{\beta=0}^{H-1} C_{\beta}^{i-H+\beta} J_{\phi;w}^{\beta,0} f_{-H+\beta}^{i-1}
\]

\[
- \sum_{m=1}^{\lambda-\phi} \sum_{\beta=0}^{m-1} C_{\beta}^{i-H+\beta} J_{\lambda-m-w}^{\beta,0} f_{-H+\beta}^{i-1}
\]

\( [\lambda = \phi + 1, \phi + 2, \ldots; H = 1, 2, \ldots, j; w = 0, 1, \ldots, \rho - 1; j = 1, 2, \ldots, \phi; (s, \beta) \neq ((\lambda - \phi) \rho + w, 0); s' \text{ as in (8)}]. \)

The equations (20), (22) are solvable in the following order:

\[
\lambda = \phi \begin{cases} 
H = 1; w = 0, 1, \ldots, \rho - 1 \\
H = 2; \ldots \ldots \ldots \ldots \\
\vdots \\
H = j; \ldots \ldots \ldots \ldots 
\end{cases} ; 
\lambda = \phi + 1 \begin{cases} 
H = 1; w = 0, 1, \ldots, \rho - 1 \\
H = 2; \ldots \ldots \ldots \ldots \\
\vdots \\
H = j; \ldots \ldots \ldots \ldots 
\end{cases} ; \lambda = \phi + 2, \ldots .
\]
In (20) and (22), by (21) and (9b),

\[(24) \quad J_{\phi,0}^{0,\phi+\omega} = \sum_{k=1}^{\phi} C_k \frac{((\lambda-\phi) p+\omega)/p}{k! d_{n-k,\phi-k} p} \]

\[ (\lambda = \phi, \phi + 1, \ldots ; \omega = 0, 1, \ldots , p - 1). \]

Since \( d_{n-\phi,0} \neq 0 \) only a finite number of the left members in (24) may vanish. Whenever, for some \( \omega \) (\( 0 \leq \omega \leq p - 1 \)) and for some \( \lambda \) (\( \lambda \geq 0 \)), a number \( J_{\phi,0}^{0,\phi+\omega} = 0 \) the corresponding \( i-H_i_{\lambda-\phi}^{i-1} \) is left undefined. On the other hand, for such a pair of values \( (\omega, \lambda) \), the second member in (22) or, if \( \lambda = \phi \), the second member in (20) will be necessarily zero. The \( i-H_i_{\lambda-\phi}^{i-1} \) involved in such a member have known values or some of them may have been previously left undefined. The totality of relationships of such an origin, finite in number, implies certain conditions on the \( i-H_i_{\lambda-\phi}^{i-1} \) and on the coefficients of \( (A_i) \); the latter conditions are necessarily satisfied in view of the assumed existence of solutions of stated type. Some of the \( i-H_i_{\lambda-\phi}^{i-1} \) may be arbitrary.* The precise nature of the conditions implied by the vanishing of (24) is immaterial for our purposes.

**Lemma 1.** Consider a root of multiplicity \( \phi \), of the characteristic equation associated with the differential equation \( (A_i) \). In order that, corresponding to this root, there should exist a linearly independent set of \( \phi \) formal solutions of type (1), (1a), (1b) the following conditions are necessary and sufficient.

(i) \( d_{n-\phi,0} \neq 0, \quad d_{n,\phi} = 0. \)

(ii) All the \( d_{i,j} \), whose indices (cf. Definition) are 0, 1, \( \ldots \), \( \phi - 1 \), are zero.

(iii) If any of the \( J_{\phi,0}^{0,\phi+\omega} \), defined by (24), are zero (there may be only a finite number of such \( J \)) then the \( d_{i,j} \) satisfy conditions implied by the vanishing of the corresponding second members of (22) or (20).

4. The mixed system of differential equations. In the sequel, unless stated to the contrary, it will be assumed that by means of the transformation of the type specified in the beginning of §3 the differential equation \( (A_i) \) has been brought to such a form that there exist \( \phi \) (linearly independent) formal solutions (1; §3), for which (1b; §3) holds. These solutions may be written as follows:

\[(1) \quad s_j(x) = \sum_{h=0}^{i-1} \log x \left( \frac{x^{i-1} \sum_{w=1}^{p} x^{(p-w)/p} i_{-\lambda+\omega}^{i-1} (x)}{i_{\lambda+\omega}^{i-1} (x)} \right) \quad (j = 1, \ldots , \phi), \]

* In general, whenever some of the numbers (24) are zero, associated with the root, under consideration, of the characteristic equation there will exist more than one formal series solution of \( (A_i) \), not involving logarithms.
where

\[(1a) \quad h \eta_w(x) = \sum_{\lambda=0}^{\infty} h \eta_{\lambda} x^{-\lambda-1} \quad (k = 0, 1, \ldots, j-1; w = 1, \ldots, p).\]

On the other hand, the coefficients \(d_{n-k}(x)\) of \((A_i)\) may be expressed in the form

\[(2) \quad d_{n-k}(x) = d_{n-k,0} + \sum_{p=1}^{p} x^{(p-w)/p} d_{n-k,p}(x),\]

\[(2b) \quad d_{n-k,p}(x) = \sum_{\lambda=0}^{\infty} d_{n-k,\lambda} x^{-\lambda-1} \quad (k = 0, 1, \ldots, n).\]

For the purposes at hand it will be essential to establish a “mixed” linear differential system, whose coefficients are in negative integral powers of \(x\) and which are formally satisfied by the series \((1a)\). We have

\[
\frac{d^{k-m}}{dx^{k-m}} \left( \frac{j-1}{h \eta_0} + \sum_{\lambda=0}^{\infty} x^{(p-w)/p} h \eta_{\lambda}(x) \right)
\]

\[
= \frac{j-1}{h \eta_0} + \sum_{\lambda=0}^{\infty} \sum_{\delta=0}^{\infty} C_\delta C_{\delta}(p-w)/p \delta! h \eta_{\lambda}(x) x^{(p-w)/p-\delta}.
\]

By \((3)\) and by \((2; \S 3)\) it follows from \((1)\) that

\[
s_j^{(k)}(x) = \sum_{h=0}^{j-1} \sum_{m=0}^{k} \sum_{\beta=0}^{h} m! g_{m,\beta} x^{-m}
\]

\[
\times \left[ \frac{j-1}{h \eta_0} + \sum_{\lambda=0}^{\infty} \sum_{\delta=0}^{\infty} C_\delta C_{\delta}(p-w)/p \delta! h \eta_{\lambda}(x) x^{(p-w)/p-\delta} \right].
\]

This may be written in the form

\[(4a) \quad s_j^{(k)}(x) = \sum_{h=0}^{j-1} \log x [S_1^{k,j} + S_2^{k,j}],\]

where

\[(4b) \quad S_1^{k,j} = \sum_{\beta=0}^{j-1} \sum_{h=0}^{j} \sum_{m=0}^{h} m! g_{m,\beta} x^{-m},\]

\[(4c) \quad S_2^{k,j} = \sum_{\beta=0}^{j-1} \sum_{\delta=0}^{\infty} C_{\delta} C_{\delta}(p-w)/p \delta! h \eta_{\lambda}(x) x^{(p-w)/p-\delta} \times \frac{(m-\delta)! g_{m-\delta,\beta} x^{-m}}{h \eta_{\lambda}(x) x^{(p-w)/p}}.
\]
Thus
\[
L(s_j) = \sum_{h=0}^{j-1} \sum_{h=0}^{n} \log x \sum_{k=0}^{p} \sum_{r=1}^{p} x^{(p-r)/p} d_{n-k,r}(x) + S_1^{k,i} d_{n-k,0} + S_2^{k,i} \sum_{r=1}^{p} x^{(p-r)/p} d_{n-k,r}(x) = 0.
\]

In (5)
\[
S_1^{k,i} \sum_{r=1}^{p} x^{(p-r)/p} d_{n-k,r}(x)
\]
(6)\[
= \sum_{u=1}^{p} \left( \sum_{\beta=0}^{j-1} \sum_{\delta=0}^{k} C^h_{\beta} (-1)^{k+\beta} g_{k,\beta} d_{n-k,w}(x) x^{-k} \right) x^{(p-w)/p}.
\]

and, by virtue of the relation
(7)\[
\sum_{u=1}^{p} \sum_{r=1}^{p} a_{u,r} x^{(2p-w-v)/p} = \sum_{u=1}^{p} x^{(p-w)/p} \left[ \sum_{u=1}^{p} x a_{u-v,r} + \sum_{r=0}^{p} a_{p+v-r,w} \right],
\]
we have
\[
S_2^{k,i} \sum_{r=1}^{p} x^{(p-r)/p} d_{n-k,r}(x)
\]
(8)\[
= \sum_{u=1}^{p} x^{(p-w)/p} \left[ \sum_{u=1}^{w-1} \sum_{m=0}^{k} \sum_{\beta=0}^{j-1} \sum_{\delta=0}^{k} C_{m-\delta}^k C_{\beta}^{h+\beta} C_{\delta}^{k-m+\delta} x^{(p-w-r)/p} (m-\delta)! \right.
X \delta! (-1)^{m-\delta} g_{m-\delta,\beta} d_{n-k,w}(x) x^{j-1(k-m) -(m-1)}
+ \sum_{r=1}^{w} \sum_{m=0}^{k} \sum_{\beta=0}^{j-1} \sum_{\delta=0}^{k} C_{m-\delta}^k C_{\beta}^{h+\beta} C_{\delta}^{k-m+\delta} s_{m-r} (m-\delta)! \delta! (-1)^{m-\delta} g_{m-\delta,\beta} d_{n-k,w}(x) x^{j-1(k-m)}
\]

By (4b), (4c), (6) and (8) we obtain from (5)
(9)\[
L(s_j(x)) = \sum_{h=0}^{j-1} \sum_{h=0}^{n} \sum_{u=1}^{p} x^{(p-w)/p} W_{h,w}^{j-1} = 0.
\]

Here
(9a)\[
W_{h,w}^{j-1} = W_{1}^{h,w,j-1} + W_{2}^{h,w,j-1} + W_{3}^{h,w,j-1} + W_{4}^{h,w,j-1}
\]
where
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\[ W_{1, w, j-1} = \xi(w) \sum_{k=0}^{n-j} \sum_{\beta=0}^{j-1} C_{\beta}^{h+\beta} (-1)^{k+\beta} k! g_{k, \beta} d_{n-k, 0} x^{-k} \]

(9b)

\[ + \sum_{k=0}^{n-j} \sum_{\beta=0}^{j-1} C_{\beta}^{h+\beta} (-1)^{k+\beta} k! g_{k, \beta} d_{n-k, w(x)} x^{-k} \]

\[(\xi(w) = 0 \text{ for } w \not= p; \xi(p) = 1),\]

\[ W_{2, w, j-1} = \sum_{k=0}^{n} \sum_{m=0}^{j-1} \sum_{\beta=0}^{m} m^{k+m} C_{m-\delta}^{h+\beta} C_{\delta}^{k+\delta} (p-\gamma)/p (m - \delta)! \]

\[ \times \delta! (-1)^{m-\delta+\beta} g_{m-\delta, \beta} d_{n-k-m, 0} h+\beta \eta_{w}^{j-1(k)}(x) x^{-m} \]

(9c)

\[ W_{3, w, j-1} = \sum_{k=0}^{n} \sum_{m=0}^{j-1} \sum_{\beta=0}^{m} m^{k+m} C_{m-\delta}^{h+\beta} C_{\delta}^{k+\delta} (p-\gamma)/p \]

\[ \times (m - \delta)! \delta! (-1)^{m-\delta+\beta} g_{m-\delta, \beta} d_{n-k-m, w-p} h+\beta \eta_{w}^{j-1(k)}(x) x^{-m} \]

(9d)

\[ W_{4, w, j-1} = \sum_{k=0}^{n} \sum_{m=0}^{j-1} \sum_{\beta=0}^{m} m^{k+m} C_{m-\delta}^{h+\beta} C_{\delta}^{k+\delta} (p-\gamma)/p \]

\[ \times (m - \delta)! \delta! (-1)^{m-\delta+\beta} g_{m-\delta, \beta} d_{n-k-m, w+p} h+\beta \eta_{w}^{j-1(k)}(x) x^{-m} \]

and

(9e)

Now, in view of the formal facts involved, (9) implies that the \( h+\beta \eta_{w}^{j-1}(x) \) necessarily satisfy the set of equations

\[ W_{h, w}^{j-1} = 0 \]

\[ (h = 0, \ldots, j-1; w = 1, \ldots, p; j = 1, \ldots, \phi). \]

On making use of (9a), (9b), (9c), (9d) and (9e) equations (10) are seen to be equivalent to the differential system

\[ T_{h, w}^{j-1} = \sum_{\beta=0}^{n-j} \sum_{k=0}^{j-1} \sum_{\beta=0}^{j-1} \rho_{\beta, k}(x) \eta_{h+\beta}^{j-1(k)}(x) = g_{w, h}(x) \]

(A2)

\[ (h = 0, 1, \ldots, j-1; w = 1, \ldots, p), \]

where the \( h+\beta \eta_{w}^{j-1}(x) \) are to be regarded as variables; moreover, (A2) is formally satisfied by the series (1a). The coefficients in (A2) are given by

\[ \rho_{\beta, k}(x) = \sum_{m=0}^{n-k} \sum_{\beta=0}^{n} C_{m-\delta}^{h+\beta} C_{\delta}^{k+\delta} (p-\gamma)/p (m - \delta)! \]

\[ \times (-1)^{m-\delta+\beta} g_{m-\delta, \beta} d_{n-k-m, w-p} h+\beta \eta_{w}^{j-1(k)}(x) x^{-m} \]

\[ (j = 1, \ldots, w - 1), \]
\[ h_{\nu, \omega} \beta a_{r, k}(x) = \sum_{m=0}^{n-k} \sum_{n=0}^{m} C_{m-n+\delta \beta} C_{\delta k+\delta} (p-\nu)/p (m - \delta)! \delta! \]

\[ \times (-1)^{m-\delta+\beta} g_{m-\delta, \beta} d_{n-k-m, \nu+w-\delta}(x) x^{-m} \]  \[ (\nu = w + 1, \ldots, \rho), \]

\[ h_{\nu, \omega} \beta a_{r, k}(x) = \sum_{m=0}^{n-k} \sum_{n=0}^{m} C_{m-n+\delta \beta} C_{\delta k+\delta} (p-\omega)/p (m - \delta)! \delta! (-1)^{m-\delta+\beta} \]

\[ \times (m - \delta)! \delta! \times (-1)^{m-\delta+\beta} g_{m-\delta, \beta} d_{n-k-m, \nu+w-\delta}(x) x^{-m} \]

and

\[ (\nu = 0, 1, \ldots, \rho), \]

\[ g_{\nu, \omega, \nu} (x) = - W_{1}^{\nu, \omega, \nu-1} \]

(cf. (9b)).

Further calculation leads us to conclude that

\[ h_{\nu, \omega} \beta a_{r, k}(x) = \sum_{\lambda=0}^{\infty} h_{\nu, \omega} \beta a_{r, \lambda}(x) x^{-\lambda}, \]

\[ g_{\nu, \omega, \nu} (x) = \sum_{\lambda=0}^{\infty} g_{\nu, \omega, \nu-1}(x) x^{-\lambda}, \]

where the series involved all converge in a neighborhood of infinity, and

\[ h_{\nu, \omega} \beta a_{r, k}(x) = \sum_{\mu=0}^{n-k} \sum_{\lambda=0}^{m-\beta} C_{m-\nu+\beta \lambda+\beta \delta} C_{\delta k+\delta} (p-\nu)/p (m - \delta)! \delta! (-1)^{m-\delta+\beta} \]

\[ \times g_{m-\delta, \beta} d_{n-k-m, \lambda-w-\delta}(x) x^{-m} \]

\[ (\nu = w + 1, \ldots, \rho - 1), \]

\[ h_{\nu, \omega} \beta a_{r, k}(x) = \sum_{\mu=0}^{n-k} \sum_{\lambda=0}^{m-\beta} C_{m-\nu+\beta \lambda+\beta \delta} C_{\delta k+\delta} (p-\omega)/p (m - \delta)! \delta! \]

\[ \times (m - \delta)! \delta! \times (-1)^{m-\delta+\beta} g_{m-\delta, \beta} d_{n-k-m, \lambda-w-\delta}(x) x^{-m} \]

\[ (\nu = w + 1, \ldots, \rho), \]

\[ h_{\nu, \omega} \beta a_{r, k}(x) = \sum_{\mu=0}^{n-k} \sum_{\lambda=0}^{m-\beta} C_{m-\nu+\beta \lambda+\beta \delta} C_{\delta k+\delta} (p-\omega)/p (m - \delta)! \delta! \]

\[ \times (m - \delta)! \delta! \times (-1)^{m-\delta+\beta} g_{m-\delta, \beta} d_{n-k-m, \lambda-w-\delta}(x) x^{-m} \]

\[ (\nu = w + 1, \ldots, \rho - 1), \]

\[ (\nu = 0, 1, \ldots, \rho), \]

\[ g_{\nu, \omega, \nu} (x) = - W_{1}^{\nu, \omega, \nu-1} \]

(cf. (9b)).

It is noted that, according to Definition of §3, the \( d_{i,j} \) occurring in (12a) are of index \( \lambda + k \), while those in (12b) are of index \( \lambda + k - 1 \), and the index of the \( d_{i,j} \) in (12c) is \( \lambda + k \). Thus, by (ii) of Lemma 1,

\[ \beta a_{r, k; \lambda} = \begin{cases} \lambda + k \leq \phi - 1 & (\nu \leq \omega); \\ \lambda + k \leq \phi & (\nu > \omega). \end{cases} \]
It is observed, moreover, that in the summations of (12a) and (12b) we have $\beta \leq \lambda$ and $\beta \leq \lambda - 1$, respectively; also, in the first summation in (12c) $\lambda - \beta \geq 0$, while in the second summation $\beta \leq \lambda - 1$. Hence

$$(13a) \quad \beta_{\alpha_{\lambda}, k; \lambda}^{h, w} = 0 \begin{cases} \lambda \leq \beta - 1 & (\xi \leq w); \\ \lambda \leq \beta & (\xi > w). \end{cases}$$

Finally, since in (12a) and (12b) $\beta \leq n - k$, we conclude that

$$(13b) \quad \beta_{\alpha_{\lambda}, k; \lambda}^{h, w} = 0 \quad (\beta + k > n; \xi \neq w).$$

In particular,

$$(14) \quad \beta_{\alpha_{w}, k; \beta}^{h, w} = C_{\beta}^{k+\beta} C_{\beta}^{k+\beta} \beta_{\alpha_{\lambda}, \beta}^{h, w} d_{n-k-\beta, 0},$$

so that

$$(14a) \quad \beta_{\alpha_{w}, k; \beta}^{h, w} = 0 \quad (k + \beta \leq \phi - 1), \quad \beta_{\alpha_{w}, k; \beta}^{h, w} \neq 0 \quad (k + \beta = \phi).$$

Also it is observed that

$$(15) \quad \beta_{\alpha_{\lambda}, k; \lambda}^{h, w} = d_{n-k, w-1} \quad (\xi = 1, \ldots, w - 1).$$

**Lemma 2.** Write the $\phi$ formal solutions (1; §3), (1b; §3), corresponding to a root of multiplicity $\phi$ of the characteristic equation associated with the differential equation (A$_1$), in the form (1), (1a). The formal series (1a) (with $j$ fixed) will satisfy a “mixed” differential system (A$_2$), whose coefficients are convergent series given by (12), (12a), (12b), (12c), (11c). The coefficients in the series (12) will satisfy (13), (13a), (13b), (14a).

5. The corresponding system of integral equations. In the sequel, unless stated otherwise, we shall write

$$t = |t| e^{it}$$

where $i = (-1)^{1/2}$; moreover, the integrals

$$\int_{0}^{\infty}, \quad \int_{0}^{t}$$

will be supposed to be extended over the ray $(0, \infty)$, of angle $\bar{t}$, and the rectilinear segment $(0, t)$, respectively. The variable $x$ will be so restricted that

$$(1) \quad \lim_{t \to 0} |e^{itx}| = 0 \quad (\text{every } \alpha > 0),$$
when $|t| \to \infty$ along the ray $(0, \infty)$ of angle $\ell$. As is well known, we have then formally

\begin{equation}
\label{2}
a(x) = \sum_{s=1}^{\infty} a_s x^{-s} = \int_{0}^{\infty} \tilde{a}(t) e^{tz} dt,
\end{equation}

where

\begin{equation}
\label{2a}
\tilde{a}(t) = \sum_{r=0}^{\infty} \bar{a}_r t^{r-1}, \quad \bar{a}_r = \frac{(-1)^r a_r}{(r - 1)!}.
\end{equation}

Thus the series (1a; §4) are formally representable as follows:

\begin{equation}
\label{3}
h_{\eta \omega}^{-1}(x) \left( \sum_{\lambda=0}^{\infty} h_{\eta \omega p+w}^{-1}(x^{-\lambda-1}) \right) = \int_{0}^{\infty} h_{\eta \omega}^{-1}(t) e^{tz} dt,
\end{equation}

where

\begin{equation}
\label{3a}
h_{\eta \omega}^{-1}(t) = \sum_{r=0}^{\infty} \tilde{h}_{\eta \omega r}^{-1}(t); \quad \tilde{h}_{\eta \omega r}^{-1} = \frac{(-1)^{r+1} h_{\eta \omega r}^{-1}}{r!}.
\end{equation}

With the part within the parenthesis deleted, (3) is to be considered as a transformation which will be applied to the differential system (A2). The coefficients in (3a) had been previously defined by (20, 22, 23; §3). The latter relations, while useful in proving Lemma 1, are impracticable for the purpose of establishing convergence of the series (3a) (in the neighborhood of $t=0$). Their convergence, however, will be proved in the sequel with the aid of a system of integral equations and a dominant system of integral equations (§6). Besides, the integral system, to be established below, is to serve a certain other purpose (§7).

In carrying out the transformation (3) it is observed that, formally,

\begin{equation}
\label{4}
h_{\eta \omega}^{-1}(x) = \int_{0}^{\infty} h_{\eta \omega}^{-1}(t) e^{tz} dt
\end{equation}

and that, for $\lambda \geq 1$,

\begin{equation}
\label{4a}x^{-\lambda} h_{\eta \omega}^{-1}(x) = - \int_{0}^{\infty} \left[ \int_{0}^{t} \frac{(\tau - t)^{\lambda-1}}{(\lambda - 1)!} \tilde{h}_{\eta \omega r}^{-1}(\tau) d\tau \right] e^{tz} dt
\end{equation}

provided

\begin{equation}
\left[ e^{tz} \int_{0}^{t} h_{\eta \omega}^{-1}(t) dt \right]_{H=0}^{\infty} = 0
\end{equation}

(k = 0, 1, \ldots, n; h = 0, \ldots, j - 1; w = 1, \ldots, p; H = 1, 2, \ldots).
In (5) the displayed integration is iterated $H$ times.* Furthermore, by (4a) and (12; §4)

\[ f^A_{h,w} \left( \begin{array}{c} \lambda \, \nu \varepsilon \\ 0 \end{array} \right) = \end{array} \right] dt.

By virtue of (2), we have for the last member of (A2)

\[ g_{h,w,i}(x) = \int_0^\infty e^{itx} \tilde{g}_{h,w,i}(t) dt, \tag{6a} \]

\[ g_{h,w,i}(t) = \sum_{r=1}^\infty \tilde{g}_{h,w,i}(t) = \frac{(-1)^v}{(v-1)!} g_{h,w,i}. \tag{6b} \]

On account of convergence of the left members in (6a) it is observed that the left members in (6b) are entire functions. On making use of (6) and (6a) it is seen that the system (A2) is formally satisfied if

\[ \sum_{\beta=0}^{i-1} \sum_{t=1}^p \beta a_{t,k}^{h,w,j} = \sum_{\beta=0}^{i-1} \sum_{t=1}^p \int_0^t \beta c_{t}^{h,w}(t, \tau) d\tau + g_{h,w,i}(t) \]

\[ \frac{(\lambda - 1)!}{(\mu - 1)!} g_{h,w,i}. \tag{7} \]

Here

\[ \beta b_{t}^{h,w}(t) = \sum_{k=0}^{n} \beta a_{t,k}^{h,w} t^k, \tag{7a} \]

\[ \beta c_{t}^{h,w}(t, \tau) = \sum_{\lambda=1}^{\infty} \sum_{t=0}^{n} \beta a_{t,k}^{h,w} \frac{(\tau - t)^{\lambda-1} - t^k}{(\lambda - 1)!} \frac{\tau}{\lambda}, \tag{7b} \]

and the series (7b) are entire in $t$ and $\tau$.

Since by (13b; §4)

\[ \beta a_{t,k}^{h,w} = 0 \quad (\beta > 0; \xi \leq w), \quad (\xi > w), \]

it follows from (7a) that

\[ \beta b_{t}^{h,w}(t) = 0 \quad (\beta > 0; \xi \leq w), \tag{8} \]

\[ \beta b_{t}^{h,w}(t) = 0 \quad (\xi > w). \tag{8a} \]

* Those of the steps which at first can be considered as valid only in a formal sense will be finally justified. Thus, absolute convergence of the integrals (3) (for certain suitably defined functions), as well as the relations (5), will be later established.
Thus, the only functions (7a) which could possibly be not identically zero are the $\partial_t^{h,w}(t)$ $(\xi \leq w)$; in view of (7a) and (15; §4) they are of the form

$$\tag{9} \partial_t^{h,w}(t) = \sum_{k=0}^n d_{n-k,w-t} t^k = b^{w-t}(t) \quad (\xi = 1, \ldots, w).$$

In particular, since $d_{n-\phi,0} \neq 0$, $b^0(t) \neq 0$. Thus the left members in (7) may be replaced by

$$\tag{10} \sum_{i=1}^{w} b^{w-t}(t) \lambda^{-1} \eta_{\xi}^{-1}(t).$$

The coefficients in the system (7) will be now investigated in a greater detail. From (7b) we have

$$\tag{11} \beta_{\xi}(t, \tau) = \sum_{s=0}^{\infty} \sum_{q=0}^{\infty} \beta_{\xi:s,q} t^s \tau^q$$

so that

$$\tag{11a} \beta_{\xi:s,q}^{h,w} = \sum_{r=0}^{q} C_r \frac{(-1)^s}{(s+r)!} \frac{\beta_{\xi:s,q-r:s+r+1}}{\beta_{\xi:s,q}} \quad (r \geq q - n).$$

Thus, on noting (13; §4), it is observed that

$$\tag{12} \beta_{\xi:s,q}^{h,w} = 0 \quad (s + q \leq \phi - 2; \xi \leq w),$$

$$\tag{12a} \beta_{\xi:s,q}^{h,w} = 0 \quad (s + q \leq \phi - 1; \xi > w);$$

moreover, by virtue of (13a; §4), the summation in the right member of (11a) is extended so that $r \leq q$ and

$$r \geq 0; r \geq q - n; r \geq \beta - 1 - s \quad \text{(when $s + q \geq \phi - 1$ and $\xi \leq w$),}$$

$$r \geq 0; r \geq q - n; r \geq \beta - s \quad \text{(when $s + q \geq \phi$ and $\xi > w$).}$$

To establish properties at infinity we first note that, in view of the satisfied conditions of convergence,

$$\tag{13} |\beta_{\xi:s,q}^{h,w}|, \quad |g_{\lambda}^{h,w}| < R^\lambda.$$

These inequalities are valid for all possible values of the superscripts and subscripts.$\dagger$ By (13), (7b) and (6b) we shall have (exclusive of a small vicinity

$\dagger \rho^\lambda$ here denotes a power of $\rho$.}
of \( \tau = 0 \)

\[
| \beta \gamma_{t}^{h,w} (t, \tau) | < R\rho \sum_{\lambda = 1}^{\infty} \sum_{k=0}^{n} \frac{(\rho | t - \tau |)^{\lambda-1}}{(\lambda - 1)!} | \tau | ^{k} < R'' | \tau | ^{n} e^{t^{|t-\tau|}}
\]

and

\[
| \frac{\beta \gamma_{t}^{h,w,i}(t)}{p} | < R\rho \sum_{\nu = 1}^{\infty} \frac{(\rho | t |)^{\nu-1}}{(\nu - 1)!} < R'' | \phi | ^{1}. \quad (14a)
\]

Consider the coefficients in the left members of (7) (cf. (10)). It is noted that, since the \( d_{n-k,w-1} (\tau = 1, \cdots , w) \) in (9) are of index \( k \), application of Lemma 1 will yield the result

\[
\phi_{t}^{h,w}(t) = \phi_{t}^{h,w}(t) = \phi_{t}^{h,w}(t) = \phi_{t}^{h,w}(t) + \cdots + \phi_{t}^{h,w}(t)
\]

\[
(\tau = 1, \cdots , w). \quad (15)
\]

On the other hand, since \( d_{n-\phi,0} \neq 0, \)

\[
| \frac{d(t)}{b(t)} | < d | t |^{-n-\phi}, \quad (\phi = 0, \cdots , \infty). \quad (15a)
\]

Let \( P \) denote the complex \( t \)-plane excluding small sectors, each with vertex at \( t=0 \) and containing the poles of \( d(t) \) (15a) in their interiors.

From (15) and (15a) it follows that

\[
| d(t) | < d | t |^{-n-\phi}, \quad (\phi = 0, \cdots , \infty). \quad (16)
\]

\[
| d^{w-\phi}(t) | < d | t |^{-n-\phi} \quad (\tau = 1, \cdots , w) \quad (16a)
\]

when \( t \) is in \( P \), exclusive of a small vicinity of \( t = 0 \).

We shall now proceed to derive a modified integral system. From (7), in view of the notation introduced in (15) and (15a),

\[
\phi_{t}^{h,w} \gamma_{w}^{j-1}(t) = - \sum_{s=1}^{w} d(t) b^{w-s}(t) \gamma_{s}^{j-1}(t) + d(t) \gamma_{w}^{h,w,i}(t)
\]

\[
+ \sum_{\beta=0}^{j-1} \int_{0}^{t} d(t) \beta \gamma_{t}^{h,w}(t, \tau) \gamma_{h+\beta}^{j-1}(\tau) d\tau \quad (h = 0, \cdots , j - 1; w = 1, \cdots , p). \quad (17)
\]

It will be demonstrated that (17) can be brought to the form

\[
\phi_{t}^{h,w} \gamma_{w}^{j-1}(t) = \sum_{\beta=0}^{j-1} \int_{0}^{t} \beta \gamma_{t}^{h,w}(t, \tau) \gamma_{h+\beta}^{j-1}(\tau) d\tau + \gamma_{w}^{h,w,i}(t)
\]

\[
(h = 0, \cdots , j - 1; w = 1, \cdots , p). \quad (A_3)
\]
It is noted first that from (17; \(w = 1\)) the equations (\(A_3; w = 1\)) are obtained, with

\[
\begin{align*}
* \beta c^h_1 (t, \tau) &= d(t) \beta c^h_1 (t, \tau), \\
* g^{h,1,i} (t) &= d(t) \tilde{g}^{h,1,i} (t).
\end{align*}
\]

Suppose that, for \(\sigma = 1, 2, \ldots, w - 1\) \((2 \leq w \leq p)\),

\[
* \beta c^h \nu (t, \tau) = \int_0^{\tau - 1} \sum_{\beta = 1}^{w - 1} \sum_{\tau = 1}^{\nu - 1} \beta c^h \nu (t, \tau) h + \tilde{g}^{h, \nu - 1} (\tau) d\tau + * g^{h, \nu, i} (t).
\]

Substitution of (19) in (17) will result in equations of form \((A_3)\), where

\[
* \beta c^h w (t, \tau) = d(t) \beta c^h w (t, \tau) - d(t) d^{w - t} (t) \sum_{\sigma = 1}^{w - 1} * \beta c^h \sigma (t, \tau),
\]

\[
* g^{h, w, i} (t) = d(t) \tilde{g}^{h, w, i} (t) - \sum_{\sigma = 1}^{w - 1} d(t) d^{w - t} (t) * g^{h, \sigma, i} (t).
\]

Relations (20), (20a) have been established for \(w = 1\) in (18), (18a). Thus, it follows by induction that (7) is equivalent to the system \((A_3)\), where the coefficients are defined in terms of those of (7) by means of the recursion relations (20), (20a).

In view of (15a), of the nature of the coefficients in (7) and of (20) and (20a) it is concluded that the coefficients in \((A_3)\) are meromorphic functions (in \(t\)), whose \(t\)-poles are at the non-zero roots of the characteristic equation of \((A_1)\) [of \((A)_\Sigma\), of course]. The \(* \beta c^h w (t, \tau)\) are entire in \(\tau\). Accordingly,

\[
* \beta c^h w (t, \tau) = \sum_{\sigma = 0}^{\infty} \sum_{q = 0}^{\infty} * \beta c^{\sigma + q, q} (t, \tau),
\]

\[
* g^{h, w, i} (t) = \sum_{\sigma = 0}^{\infty} * g^{\sigma + q, q} (t, \tau);
\]

here the involved series converge for \(|t| < \rho\). On using (18), (15a) and (12), (12a) we obtain

\[
* \beta c^{h,1} \Sigma = 0 \begin{cases} s + q \leq \phi - 2 & (\tau = 1); \\
 s + q \leq \phi - 1 & (\tau > 1). \end{cases}
\]

Assume the truth of the following (for \(\sigma = 1\) already established in (22)): 

\[
* \beta c^{h, \sigma} \Sigma = 0 \begin{cases} s + q \leq \phi - 2 & (\tau \leq \sigma), \\
 s + q \leq \phi - 1 & (\tau > 1). \end{cases}
\]
In view of (20), (15), (15a), (12) and (12a), the relations (22a) would imply that

\[
\begin{align*}
\left[ \frac{h^v_w}{\beta^c_{s+q}} \right]_{s+q} = 0 & \quad (s + q \leq \phi - 2) \\
\left[ \frac{h^v_w}{\beta^c_{s+q}} \right]_{s+q} = 0 & \quad (s + q \leq \phi - 1)
\end{align*}
\]

(23)

(\& \leq w),

(\& > w).

By induction it is inferred at once that (23) holds for all values of the involved subscripts and superscripts.

Let \( P_0 \) denote \( P \) (cf. definition following (15a)) with a sufficiently small vicinity of the origin excluded. By (18), (18a), (16), (14) and (14a)

\[
\left| \frac{g^v_w}{\beta^c_{s+t}} \right| < dR'' \quad \left| \frac{t}{\tau} \right| < \frac{t}{\tau} e^{p(t-\tau)}
\]

(24)

(24a) \( |g^v_w(t)| < dR'' \left| \frac{t}{\tau} \right| e^{p(t-\tau)} \left| t \right| > \left| \frac{t}{\tau} \right| e^{p(t-\tau)} \left| t \right| \leq \beta > 0; \beta \) small)

for \( t \) in \( P_0 \). It will be proved that, for \( t \) in \( P_0 \) and \( R_0 \) sufficiently great,

\[
\left| \frac{h^v_w}{\beta^c_{s+t}} \right| < R_0 \left| \frac{t}{\tau} \right| e^{p(t-\tau)} \left| t \right| > \left| \frac{t}{\tau} \right| e^{p(t-\tau)} \left| t \right| \leq \beta > 0; \beta \) small
\]

(25)

(25a) \( |g^v_w(t)| < R_0 \left| \frac{t}{\tau} \right| e^{p(t-\tau)} \left| t \right| > \left| \frac{t}{\tau} \right| e^{p(t-\tau)} \left| t \right| \leq \beta > 0; \beta \) small

for all values of the involved subscripts and superscripts. Suppose that, for some positive \( R_1 \), for \( t \) in \( P_0 \) and \( |\tau| \geq \beta \),

\[
\left| \frac{h^v_w}{\beta^c_{s+t}} \right| < R_1 \left| \frac{t}{\tau} \right| e^{p(t-\tau)} \left| t \right| > \left| \frac{t}{\tau} \right| e^{p(t-\tau)} \left| t \right| \leq \beta > 0; \beta \) small
\]

(26)

(26a) \( |g^v_w(t)| < R_1 \left| \frac{t}{\tau} \right| e^{p(t-\tau)} \left| t \right| > \left| \frac{t}{\tau} \right| e^{p(t-\tau)} \left| t \right| \leq \beta > 0; \beta \) small

(\( \sigma = 1, \ldots, w - 1; 2 \leq w \leq \beta \)).

By (20), (16), (14), (16a) we would have in virtue of (26)

\[
\left| \frac{h^v_w}{\beta^c_{s+t}} \right| < \left| t \right| e^{p(t-\tau)} \left( e^{p(t-\tau)} \left| d(R'' + d\phi R_1) \right| \right)
\]

(27)

On the other hand, in view of (20a), (16), (14a) and (16a) the implication of (26a) would be

\[
\left| \frac{g^v_w}{\beta^c_{s+t}} \right| < \left| t \right| e^{p(t-\tau)} \left| t \right| > \left| t \right| e^{p(t-\tau)} \left| t \right| \leq \beta > 0; \beta \) small
\]

(27a)

Here (27) and (27a) have been established for \( t \) in \( P_0 \) and for \( |\tau| \geq \beta \). The truth of (25) and (25a) follows by induction.

We formulate the above developments of this section in the Lemma.
Lemma 3. The formal series $\eta_j^{-1}(t)$ (cf. (3a)), connected with the formal series (1; §4) by means of (1a; §4), satisfy a certain integral system (A3). The coefficients of this system are defined by convergent series (21), (21a); they are meromorphic functions in $t$, whose only finite $t$-singularities are poles at the non-zero roots of the characteristic equation of (A3) (cf. (A), also). The $h_{\gamma H'}(t, \tau)$ are entire in $\tau$. Moreover, inasmuch as properties at $(t=0, \tau=0)$ are concerned, these coefficients satisfy (23). On the other hand, essential properties at infinity are characterized by (25) and (25a); these inequalities are valid for $|\tau| \geq \rho > 0$ ($\rho$ sufficiently small) and for $t$ in $P_0$ (cf. definition preceding (24)).

6. The dominant system of integral equations. In proving convergence of the formal solutions $\eta_j^{-1}(t)$ (3a; §5), of the integral system (A3), the method of successive approximations (used with success by J. Horn in analogous, but simpler, situations) leads to apparently unsurmountable algebraic difficulties. Accordingly, a different method will be employed. We shall establish a dominant system of integral equations; that is, a system from the convergence of whose solutions convergence of a set of solutions of (A3) can be inferred. It will be necessary, first, to derive in detail the relations satisfied by the coefficients of the $\eta_j^{-1}(t)$. On using (3a; §5) and (21; §5) it follows that

$$\int_0^t \frac{h_{\tau w}(t, \tau)}{h_{\gamma H'}(t, \tau)} h_j^{-1}(\tau) d\tau = \sum_{\beta=0}^{\infty} \sum_{H=0}^{\infty} \sum_{\nu=0}^{\infty} \frac{h_{\tau w} \cdot h_j^{-1}}{H + \nu + 1}.$$ 

Also, by (3a; §5),

$$t^\phi \eta_j^{-1}(t) = \sum_{q=-\phi-1}^{\infty} \frac{j}{h_{\gamma H'}(q, \phi+1)}.$$ 

Substitution of (1), (1a) and (21a; §5) in (A3) gives, after a suitable arrangement of terms,

$$\sum_{q=-\phi-1}^{\infty} \frac{j}{h_{\gamma H'}(q, \phi+1)} t^{\phi+1} = \sum_{q=0}^{\infty} \left[ \sum_{p=0}^{\infty} \sum_{r=1}^{p} \sum_{\beta=0}^{\infty} \left( \sum_{H=0}^{\infty} \frac{h_{\tau w} \cdot h_j^{-1}}{H + \nu + 1} \right) \frac{t^{\phi+1}}{H + \nu + 1} \right].$$ 

By virtue of (23; §5) it is concluded that in (2)

$$h_{\gamma w; q} = 0 \quad (k = 0, 1, \ldots, j - 1; w = 1, \ldots, \rho).$$

Thus (2) is formally possible if
(3) \[ \sum_{\beta=0}^{j-1-h} \sum_{r=1}^{p} \sum_{q=0}^{q-1} \beta K_{h,w}^{r,\phi q+1} \frac{\pi^{i-h}}{\phi + \beta q + 1} + \frac{\pi^{j-1-h}}{\phi + \beta q + 1} = \sum_{\beta=0}^{j-1-h} \sum_{r=1}^{p} \sum_{q=0}^{q-1} \beta K_{h,w}^{r,\phi q+1} \frac{\pi^{i-h}}{\phi + \beta q + 1} + \frac{\pi^{j-1-h}}{\phi + \beta q + 1} \]

(3a) \[ \sum_{\beta=0}^{j-1-h} \sum_{r=1}^{p} \sum_{q=0}^{q-1} \beta K_{h,w}^{r,\phi q+1} \frac{\pi^{i-h}}{\phi + \beta q + 1} + \frac{\pi^{j-1-h}}{\phi + \beta q + 1} = \sum_{\beta=0}^{j-1-h} \sum_{r=1}^{p} \sum_{q=0}^{q-1} \beta K_{h,w}^{r,\phi q+1} \frac{\pi^{i-h}}{\phi + \beta q + 1} + \frac{\pi^{j-1-h}}{\phi + \beta q + 1} \]

From (3) and (3a) it is inferred that

\[ K(h, w, q; \phi q+1) = \sum_{\beta=0}^{j-1-h} \sum_{r=1}^{p} \sum_{q=0}^{q-1} \beta K_{h,w}^{r,\phi q+1} \frac{\pi^{i-h}}{\phi + \beta q + 1} + \frac{\pi^{j-1-h}}{\phi + \beta q + 1} \]

(4) \[ + \sum_{\beta=0}^{j-1-h} \sum_{r=1}^{p} \sum_{q=0}^{q-1} \beta K_{h,w}^{r,\phi q+1} \frac{\pi^{i-h}}{\phi + \beta q + 1} + \frac{\pi^{j-1-h}}{\phi + \beta q + 1} \]

\[ (h = 0, 1, \ldots, j - 1; w = 1, \ldots, p; q = \phi - 1, \phi, \phi + 1, \ldots) \]

where

(4a) \[ K(h, w, q; \phi q+1) = 1 - \sum_{\beta=0}^{j-1-h} \sum_{r=1}^{p} \sum_{q=0}^{q-1} \beta K_{h,w}^{r,\phi q+1} \frac{\pi^{i-h}}{\phi + \beta q + 1} + \frac{\pi^{j-1-h}}{\phi + \beta q + 1} \]

We note that the \( K(h, w, q; \phi q+1) \) may vanish, if at all, only for a finite number of values of \( h, w, q \). The equation (4) may be solved in succession according to the scheme

(5) \[ q = \phi - 1 \]

\[ \begin{align*}
    h &= j - 1 (w = 1, \ldots, p) \\
    h &= j - 2 (w = 1, \ldots, p) \\
    \ldots & \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
    h &= 0 (w = 1, \ldots, p)
\end{align*} \]

If some of the \( K(h, w, q; \phi q+1) \) are zero, a remark entirely analogous to that following (24; §3) will be valid, and some of the \( \pi^{i-h} \) may be arbitrary (this, of course, corresponds to the possible arbitrariness of some of the \( \pi^{i-h} \)). It is also observed that none of the \( \phi q+1 \), occurring in (4a), are involved in the second members of (4).

Let (4) denote the set of equations (4), where the \( \pi^{i-h} \), the \( \phi q+1 \) and the \( \phi q+1 \) are replaced by \( \pi^{i-h} \), \( \phi q+1 \) and \( \phi q+1 \), respectively. Choose

(6) \[ \phi q+1 = c > 0 \]

\[ (H = 0, 1, \ldots, \phi - 1; w = 1, \ldots, p; h = 0, \ldots, j - 1) \]
where \( c \) is sufficiently small so that

\[(6a) \quad K(h, w, q; \varepsilon) > 0 \quad (q \geq \phi - 1; w = 1, \ldots, p; h = 0, \ldots, j - 1).\]

By (6a) and since

\[
\lim_{q \to \infty} K(h, w, q; *c) = \lim_{q \to \infty} K(h, w, q; \varepsilon) = 1,
\]

we have, excluding the values \( h, w, q \) for which \( K(h, w, q; *c) = 0 \),

\[(6b) \quad 0 < \frac{K(h, w, q; \varepsilon)}{|K(h, w, q; *c)|} < B(> 1)
\]

\((w = 1, \ldots, p; h = 0, \ldots, j - 1; q \geq \phi - 1).\]

Furthermore, take

\[(7) \quad \xi \leq \omega \leq \rho + u \leq \phi - 2 \quad (1 \leq \xi \leq w),
\]

\[(7a) \quad \xi + 1 = 0 \quad (j - 1, 0, \ldots, \phi - 2);\]

on the other hand, let the other \( \varepsilon \) and \( \bar{c} \) (that is, those not referred to in (6), (7), (7a)) be positive and greater than the absolute values of the corresponding \( *c \) and \( *g \). Since \( K(h, w, q; \varepsilon) \neq 0 \) for any of the involved values of \( h, w, q \) it is observed that equations (4) determine all the \( h^{-1} \) uniquely. By virtue of (6a), and in view of the assumptions concerning the \( \varepsilon \) and the \( \bar{c} \) we conclude that the \( h^{-1} \) are all positive. We now prove that, with \( B \) of (6b) sufficiently great,

\[(8) \quad \frac{h^{-1}}{\eta^{-1}} \leq \frac{C}{B^{i+1}} \quad h = 0, 1, \ldots, j - 1; w = 1, \ldots, p; l = 0, 1, \ldots,\]

Of course, when there is any arbitrariness in the determination of the \( \eta^{-1} \), we shall take some particular set of the \( \eta^{-1} \). By (4a) there exists an integer \( q_0 \geq \phi - 1 \) such that

\[(9) \quad K(h, w, q; *c) \neq 0 \quad (h = 0, 1, \ldots, j - 1; w = 1, \ldots, p; q = q_0, q_0 + 1, \ldots).\]

Let the \( \eta^{-1} \) be assigned some particular admissible set of values. There will exist then a number \( B \) so that not only (6b) holds but also

\[(9a) \quad \frac{\eta^{-1}}{\eta^{-1}} \leq \frac{C}{B^{i+1}} \quad h = 0, 1, \ldots, j - 1; w = 1, \ldots, p; l = 0, 1, \ldots, q_0 - \phi + 1).\]

The essential fact is observed that, for \( q \geq q_0 \), equations (4) define the
\[ h^{-1 \eta \omega ; q-\phi+1} (q \geq q_0) \text{ uniquely in terms of certain other } h^{-1 \eta \omega} \], previously defined or selected in a definite manner. Suppose now that

\[ | h^{-1 \eta \omega} | < C^{l+1} \cdot h^{-1 \eta \omega} \]

(9b)

\( (h = 0, 1, \ldots, j - 1; w = 1, \ldots, p; l = 0, \ldots, q - \phi) \)

where \( q - 1 \geq q_0 \) (this secures \( q - \phi \geq q_0 - \phi + 1) \).

Since the \( g_{\beta \lambda}^{h, \omega} \) are forms, with positive coefficients, linear in the \( \bullet c \), it follows that

\[ | g_{\beta \lambda}^{h, \omega} | < g_{\beta \lambda}^{h, \omega} \]

(10)

for all involved values of the subscripts and superscripts. In view of (10) and (6b), application of (9b) to (4) would yield the inequalities

\[ | h^{-1 \eta \omega; q-\phi+1} | < \frac{B}{K(h, w, q; \bar{c})} \left[ g_{\beta \lambda}^{h, \omega} + \sum_{\beta=1}^{j-1-h} g_{\beta \lambda}^{h, \omega} + \sum_{\beta=0}^{j-1-h} \sum_{\beta}^{j-1} \sum_{\beta}^{w-1} g_{\beta \lambda}^{h, \omega} + \sum_{\beta=0}^{j-1-h} \sum_{\beta}^{w-1} \sum_{\beta}^{p} g_{\beta \lambda}^{h, \omega} \right] \]

(11)

From (11; \( h = j - 1; w = 1 \))

\[ | h^{-1 \eta \omega; q-\phi+1} | < \frac{B}{K(j - 1, 1, q; \bar{c})} \left[ g_{\beta \lambda}^{h, \omega} + \sum_{\beta=1}^{j-1-h} g_{\beta \lambda}^{h, \omega} + \sum_{\beta=0}^{j-1-h} \sum_{\beta}^{w-1} g_{\beta \lambda}^{h, \omega} + \sum_{\beta=0}^{j-1-h} \sum_{\beta}^{w-1} \sum_{\beta}^{p} g_{\beta \lambda}^{h, \omega} \right] \]

(11a)

The latter inequality is obtained using the fact that \( C > 1 \) and that the expression within the brackets in the second member of (11a) would be equal to \( K(j - 1, 1, q; \bar{c}) \) if \( C \) were replaced by unity. This type of reasoning is employed in the sequel, but no explicit reference will be made to it. Assume that

\[ | i-1 \eta \omega; q-\phi+1 | < B^{C^{q-\phi+1}} | i-1 \eta \omega; q-\phi+1 | (t = 1, \ldots, w - 1; 2 \leq w \leq p) \]

By virtue of (11b), (11) would imply that

\[ | i-1 \eta \omega; q-\phi+1 | < \frac{B^{C^{q-\phi+1}}}{K(j - 1, w, q; \bar{c})} \left[ g_{\beta \lambda}^{h, \omega} - \sum_{\beta=1}^{j-1-h} g_{\beta \lambda}^{h, \omega} + \sum_{\beta=0}^{j-1-h} \sum_{\beta}^{w-1} g_{\beta \lambda}^{h, \omega} + \sum_{\beta=0}^{j-1-h} \sum_{\beta}^{w-1} \sum_{\beta}^{p} g_{\beta \lambda}^{h, \omega} \right] \]

(12)
By induction it is seen that (11b) is valid for \( \zeta = 1, \cdots, p \). In particular
\begin{equation}
| i^{-1} \eta q^{-1} \theta^{-1} | < B^p C^{q^{-1}} \eta q^{-1} \theta^{-1} \quad (\zeta = 1, \cdots, p).
\end{equation}
Suppose that, for \( \lambda = j - 1, j - 2, \cdots, h + 1 \) \((0 \leq h \leq j - 2)\),
\begin{equation}
| k \eta q^{-1} \theta^{-1} | < B^{(j-\lambda)} C^{q^{-1}} \eta q^{-1} \theta^{-1} \quad (\zeta = 1, \cdots, p).
\end{equation}
By (11) we then would have
\begin{equation}
| \frac{B}{K(h, 1, q; \tilde{c})} \left[ \sum_{\beta=0}^{\frac{h-1}{j-1}} \beta K_{1, q^{-1}} (q(\tilde{c}) \eta q^{-1} \theta^{-1})^{j-1} \right] < B^{(j-\lambda)} C^{q^{-1}} \eta q^{-1} \theta^{-1} \quad (\zeta = 1, \cdots, p).
\end{equation}
Assume now that
\begin{equation}
| \frac{B}{k \eta q^{-1} \theta^{-1} | < B^{(j-\lambda)} C^{q^{-1}} \eta q^{-1} \theta^{-1} \quad (\zeta = 1, \cdots, w - 1; 2 \leq w \leq p); \end{equation}
in (14a) these inequalities have been demonstrated for \( w = 2 \). From (11) we would have
\begin{equation}
| \frac{B}{k \eta q^{-1} \theta^{-1} | < B^{(j-\lambda)} C^{q^{-1}} \eta q^{-1} \theta^{-1} \quad (\zeta = 1, \cdots, p).
\end{equation}
Thus (15) holds for \( \zeta = w \) and, consequently, for \( \zeta = 1, \cdots, p \). Whence it follows that
\begin{equation}
| \frac{B}{k \eta q^{-1} \theta^{-1} | < B^{(j-\lambda)} C^{q^{-1}} \eta q^{-1} \theta^{-1} \quad (\zeta = 1, \cdots, p).
\end{equation}
This, however, means that (14) would hold for \( \lambda = h \) if (14) holds for \( \lambda = j - 1, j - 2, \cdots, h + 1 \). For \( \lambda = j - 1 \) (14) is observed to be true; thus, (14) holds for
\[ \lambda = j - 1, j - 2, \ldots, 0. \] The latter fact implies that

\[ | \frac{d^{j-1}}{dt^{j-1}} \mathcal{f}(t, \phi+1) | < C^{2+\phi+2} \frac{d^{j-1}}{dt^{j-1}} \mathcal{f}(t, \phi+1) \quad (h = 0, 1, \ldots, j - 1; \xi = 1, \ldots, \phi). \]

Since (16) is a consequence of (9b), inequalities (8) are seen to be proved. We observe that the following fact has been demonstrated.

Let the \( \xi \) and the \( \eta \) be numbers satisfying (6), (6a), (cf. (4a)), (7), (7a) and also satisfying the italicized statement immediately following (7a). Let the coefficients in the series

\[ \sum_{\xi=0}^{j-1} h^{\xi} = \sum_{\xi=0}^{j-1} h^{\xi} \sum_{\xi=0}^{j-1} h^{\xi} = \sum_{\xi=0}^{j-1} h^{\xi} \sum_{\xi=0}^{j-1} h^{\xi} \]

be defined by the equations (4), formed with the mentioned \( \xi \) and \( \eta \) and characterized in the italics preceding (6). In view of (8), whenever the series (17) all converge in a vicinity of \( t = 0 \), the same will be true (in a possibly smaller vicinity of \( t = 0 \)) for any set of formal solutions \( \mathcal{f}(t) \) (cf. (3a; §5)) of the integral system (A2).

We are now in the position to form a system of integral equations

\[ t^{\phi} \mathcal{f}(t, \phi+1) = \sum_{\xi=0}^{j-1} h^{\xi} \sum_{\xi=0}^{j-1} h^{\xi} = \sum_{\xi=0}^{j-1} h^{\xi} \sum_{\xi=0}^{j-1} h^{\xi} \]

This system is satisfied by the set of formal series (17), defined by (4). Choose \( c' \) sufficiently small. Let \( r \) be a sufficiently large positive number. Moreover, we shall choose

\[ (18a) \quad \beta_{\xi}^{\xi}(t, r) = \sum_{\xi=0}^{j-1} h^{\xi} \sum_{\xi=0}^{j-1} h^{\xi} \]

except that

\[ (18d) \quad \sigma_{\xi}^{\xi}(t, r) = c r^{\xi+1} \sum_{\xi=0}^{j-1} h^{\xi+1} \sum_{\xi=0}^{j-1} h^{\xi+1} \]
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These series, of course, all converge in the vicinity of \((t=0, \tau=0)\). It is seen that the constants, occurring in the second members of (4), will then be

\[(19)\]
\[
\begin{align*}
\gamma_{\theta, \psi}^{\lambda, \psi} &= \frac{1}{1 - \rho(t)(1 - \tau)} - \sum_{\rho \leq \psi - 2} \rho^{\psi} \tau^{\psi} \quad (\psi \leq \psi), \\
\gamma_{\psi, \psi}^{\lambda, \psi} &= \frac{1}{1 - \rho(t)(1 - \tau)} - \sum_{\rho \leq \psi - 1} \rho^{\psi} \tau^{\psi} \quad (\psi > \psi),
\end{align*}
\]

while

\[(19a)\]
\[
\gamma_{\theta, \psi}^{\lambda, \psi} = c_{\psi} / (1 - \tau),
\]

The corresponding set of equations (4) is not practicable for a proof of convergence of the solutions (17) of \((\tilde{A}_3)\). Hence use will be made of a different set of relations, obtainable by utilizing the special form of \((\tilde{A}_3)\). In fact, \((18a)\), \((18b)\), \((18c)\), \((18d)\) are equivalent to

\[(20)\]
\[
\begin{align*}
\gamma_{\theta, \psi}^{\lambda, \psi} (t, \tau) &= \frac{1}{1 - \rho(t)(1 - \tau)} - \sum_{\rho \leq \psi - 2} \rho^{\psi} \tau^{\psi} \quad (\psi \leq \psi), \\
\gamma_{\psi, \psi}^{\lambda, \psi} (t, \tau) &= \frac{1}{1 - \rho(t)(1 - \tau)} - \sum_{\rho \leq \psi - 1} \rho^{\psi} \tau^{\psi} \quad (\psi > \psi),
\end{align*}
\]

except that

\[(20c)\]
\[
\gamma_{\theta, \psi}^{\lambda, \psi} (t, \tau) = c_{\psi} (1 - \tau) - \sum_{\rho \leq \psi - 1} \rho^{\psi} \phi_{\psi}.\]

Substitution of \((20)\), \((20a)\), \((20b)\), \((20c)\) in \((\tilde{A}_3)\) results in

\[(21)\]
\[
\begin{align*}
(t^\phi - rt^\phi + 1) \gamma_{\theta, \psi}^{\lambda, \psi} (t) &= \frac{1}{1 - \rho(t)(1 - \tau)} - \sum_{\rho \leq \psi - 2} \rho^{\psi} \tau^{\psi} \\
- (1 - c) r^\phi \sum_{h=0}^{\phi-1} (t^\phi - H - rt^\phi) \int_0^t \frac{\phi_{\psi - 1} (\tau)}{1 - \tau} d\tau \\
- \sum_{\beta=0}^{\phi - 1} \sum_{l=0}^{\phi - 1} \sum_{\rho \leq \phi - 2} (r^\rho \phi - r^\rho + \rho + 1, \phi + 1) \int_0^t \frac{\phi_{\psi - 1} (\tau)}{1 - \tau} d\tau \\
- r^\phi \sum_{\beta=0}^{\phi - 1} \sum_{l=0}^{\phi - 1} \sum_{u=0}^{\phi - 1} (t^{\phi - u} - rt^{\phi - u}) \int_0^t \frac{\phi_{\psi - 1} (\tau)}{1 - \tau} d\tau + rt^\phi
\end{align*}
\]

\((h = 0, \ldots, j - 1; \psi = 1, \ldots, p)\).

On using (17) the following formal relations are obtained:

\[(21a)\]
\[
\int_0^t \frac{\phi_{\psi - 1} (\tau)}{1 - \tau} d\tau = \sum_{s=0}^{\phi + 1} \left( \sum_{\lambda=0}^{\phi + 1 - \lambda} \frac{\phi_{\psi - 1} \phi_{\psi - 1 - \lambda}}{\phi + s} \right) t^\phi,
\]
\begin{equation}
\int_0^t \tau^u \frac{h \bar{\eta}_t^{j-1}(\tau)}{\phi + s} \, d\tau = \sum_{\lambda=0}^{\infty} h \bar{\eta}_t^{j-1} \frac{\tau^{s+u+1}}{s + u + 1},
\end{equation}

\begin{equation}
(t^{\phi - 1 - H} - r t^{\phi - H}) \int_0^t \tau^H \frac{h \bar{\eta}_t^{j-1}(\tau)}{\phi + s} \, d\tau = \sum_{\lambda=0}^{\infty} \left( \frac{h \bar{\eta}_t^{j-1}}{s + H + 1} - \frac{r h \bar{\eta}_t^{j-1}}{s + H} \right) t^{\phi + \phi};
\end{equation}

moreover, by virtue of the relationship

\begin{equation}
\sum_{s=0}^{\infty} \sum_{i=0}^{\phi - 2} a_{\sigma,i} t^{\phi + -i+1} = \sum_{s=0}^{\infty} \sum_{i=0}^{\phi - 2} a_{\sigma+i-1,i} t^{\phi + s} \quad \text{(here } a_{\sigma,i} = 0 \text{ for } \sigma < 0),
\end{equation}

it follows that

\begin{equation}
\sum_{\rho_u = -2}^{\phi + u \rho - 2} \left( r^{\rho + u \rho - 2} - r^{\rho + u + 1 \rho + 1} \right) \int_0^t \tau^u \frac{h \bar{\eta}_t^{j-1}(\tau)}{\phi + s} \, d\tau
\end{equation}

Substituting (21a), (21b), (21c), (21d) in (21) and observing that for \( s < 0 \) the coefficient of \( t^{\phi + s} \) in the second member of (21d) may be written as

\begin{equation}
\sum_{\lambda=0}^{s+i-1} \frac{h \bar{\eta}_t^{j-1}}{\phi + s} \frac{r^{s+i-1-\lambda}}{\phi + s}
\end{equation}

and that for \( s \geq 0 \) this coefficient may be expressed as

\begin{equation}
\sum_{\lambda=0}^{s-i} \frac{h \bar{\eta}_t^{j-1}}{\phi + s} \frac{r^{s+i-1-\lambda}}{\phi + s} - \sum_{u=0}^{s-i} \frac{r^{s+i-1}}{\phi + s + 1}
\end{equation}

we obtain

\begin{equation}
\frac{h \bar{\eta}_t^{j-1}}{\phi + s} = r \frac{h \bar{\eta}_t^{j-1}}{\phi + s} + \sum_{\beta=0}^{s-i} \sum_{H=0}^{s-H+1} \left( \sum_{\lambda=0}^{c'} \frac{h \bar{\eta}_t^{j-1}}{\phi + s} \right) \frac{r^{s+i-1-\lambda}}{\phi + s} \frac{h \bar{\eta}_t^{j-1}}{\phi + s} + (1 - c') \sum_{H=0}^{s-H+1} \frac{h \bar{\eta}_t^{j-1}}{\phi + s + 1} \frac{r^{s+i-1-\lambda}}{\phi + s} + (1 - c') \sum_{H=0}^{s-H+1} \frac{h \bar{\eta}_t^{j-1}}{\phi + s + 1} \frac{r^{s+i-1-\lambda}}{\phi + s} + (1 - c') \sum_{H=0}^{s-H+1} \frac{h \bar{\eta}_t^{j-1}}{\phi + s + 1} \frac{r^{s+i-1-\lambda}}{\phi + s} + (1 - c') \sum_{H=0}^{s-H+1} \frac{h \bar{\eta}_t^{j-1}}{\phi + s + 1} \frac{r^{s+i-1-\lambda}}{\phi + s} \xi(s)r
\end{equation}

(\( s = 0, 1, \ldots ; h = 1, \ldots, j - 1; w = 1, \ldots, p \)),

where
\[ \xi(s) = \begin{cases} 0 & (s > 0), \\ 1 & (s = 0). \end{cases} \]

On writing
\[ q_s = \sum_{H=0}^{s-1} \frac{r^{s-H}}{s+H+1}, \quad q_s = \sum_{H=0}^{s} \frac{r^{s+H}}{s+H}, \quad g(s) = 1 - c'q_s, \]
c\(^r\) being small enough so that \( g(s) > 0 \) for all \( s > 0 \), and observing that in (22) all the \( n^{-j-1} (\zeta > w) \) cancel, we have
\[
g(s) \prod_{n=1}^{j} h^{s-n+1} = q_s \sum_{t=1}^{s-1} h^{s-t} + q_s \sum_{\beta=1}^{s} \sum_{t=1}^{j} h^{s-t} h^{s-t-1} + \sum_{\beta=0}^{s-w} \sum_{t=1}^{s} \frac{r^{s-H}}{\phi + s} h^{s-t} h^{s-t-1} 
\]
\[ + \xi(s) r \quad (s = 0, 1, \ldots; w = 0, \ldots, j - 1; \phi = 1, \ldots, p). \]

In view of (23) there exists a number \( k \) so that
\[
1 \quad \frac{1}{g(s)}, \quad (rg(s - 1) + \bar{q}_{s-1}) < k,
\]
and such that, for \( s \geq 1 \),
\[
q_s, \quad \frac{r^s}{\phi + s} < \frac{k}{s}.
\]

Accordingly, the following inequalities are obtained from (24):
\[
\prod_{n=1}^{j} h^{s-n+1} < k^j \left( \sum_{t=1}^{s-1} h^{s-t} + \sum_{\beta=1}^{s} \sum_{t=1}^{j} h^{s-t} h^{s-t-1} \right)
\]
\[
+ k^2 \sum_{\beta=0}^{s-w} \sum_{t=1}^{s} h^{s-t} h^{s-t-1} h^{s-t-1} h^{s-t-1} + \frac{k^2}{s} \sum_{\beta=0}^{s-w} \sum_{t=1}^{s} \sum_{\lambda=0}^{j-1} h^{s-t} h^{s-t-1} h^{s-t-1} h^{s-t-1}
\]
\[
(h = 0, \ldots, j - 1; w = 1, \ldots, p; s = 1, 2, \ldots).
\]

With the aid of (26) convergence of the series (17) will be proved. For some positive \( a \)
\[
\prod_{n=1}^{j} h^{s-n+1} < a \quad (h = 0, 1, \ldots, j - 1; w = 1, \ldots, p).
\]

Let \( s_0 (\geq 1) \) be a fixed integer. Depending on \( s_0 \), there exists a positive num-
ber \( \rho \), which will be taken \( r > r \), so that

\[(27a) \sum_{j=0}^{j-1} \sum_{w=1}^{p} < a \rho^1 \]

(\( l = 0, 1, \cdots, s_0 - 1; h = 0, 1, \cdots, j - 1; w = 1, \cdots, p \)).

By (26), formed for \( s = s_0 \), it will follow that

\[(28) \sum_{j=0}^{j-1} \sum_{w=1}^{p} < k^2 \sum_{\beta=0}^{w-1} \sum_{j=0}^{j-1-h} \sum_{w=1}^{p} + k^2 \sum_{j=0}^{j-1-h} \sum_{w=1}^{p} + a \rho \rho^{\frac{w-1}{w}} \]

(\( h = 0, 1, \cdots, j - 1; w = 1, \cdots, p \)),

where \( \rho_1 = 2k^2 \rho \) and so is independent of \( \rho \) and \( s_0 \). In particular, from (28) we have

\[i-1 \sum_{j=0}^{j-1} \sum_{w=1}^{p} < a \rho \rho^{\frac{w-1}{w}} .\]

Suppose now that

\[i-1 \sum_{j=0}^{j-1} \sum_{w=1}^{p} < a \rho \rho^{\frac{w-1}{w}} \]

(\( \zeta = 1, \cdots, w - 1; 2 \leq w \leq p \)),

where \( \rho_{w-1} \) is independent of \( \rho \) and \( s \). From (28) it would then follow that

\[i-1 \sum_{j=0}^{j-1} \sum_{w=1}^{p} < a \rho \rho^{\frac{w-1}{w}} \]

(\( \rho_w = k^2 \rho \rho_{w-1} + \rho_1 \)).

Accordingly, by induction we have

\[i-1 \sum_{j=0}^{j-1} \sum_{w=1}^{p} < a k \rho \rho^{\frac{w-1}{w}} \]

(\( \zeta = 1, 2, \cdots, p \)),

where \( k_1 \) is independent of \( \rho \) and \( s \). Assume the truth of the following inequalities, reducing to (29) for \( h = j - 2 \):

\[i-1 \sum_{j=0}^{j-1} \sum_{w=1}^{p} < a k_{j-h-1} \rho \rho^{\frac{w-1}{w}} \]

(\( h = j - 1, j - 2, \cdots, h + 1; \zeta = 1, \cdots, p; 0 \leq h \leq j - 2 \)),

where \( k_{j-h-1} \) is independent of \( \rho \) and \( s_0 \). From (28) we then find that

\[i-1 \sum_{j=0}^{j-1} \sum_{w=1}^{p} < a k_{j-h-1,1} \rho \rho^{\frac{w-1}{w}} ,\]

where \( k_{j-h-1,1} = k^2 \rho \rho_{j-h-1} + \rho_1 \) so that \( k_{j-h-1,1} \) is independent of \( \rho, s_0 \). It is furthermore noted that the inequalities

\[i-1 \sum_{j=0}^{j-1} \sum_{w=1}^{p} < a k_{j-h-1, w-1} \rho \rho^{\frac{w-1}{w}} \]

(\( \zeta = 1, \cdots, w - 1; 2 \leq w \leq p \)),

where \( k_{j-h-1, w-1} \) is assumed independent of \( \rho \) and \( s_0 \), together with (30) would imply, by virtue of (28), that
(31a) \[ a^j \eta_{j-1}^{i-1} < a k_{i-h-1, w} \rho^{s-1}, \]
(31b) \[ k_{i-h-1, w} = k^2 \rho k_{i-h-1, w-1} + \phi \rho k_{i-h-1} + \rho_i. \]
Thus,
(32) \[ \eta_{j-1}^{i-1} < a k_{i-h} \rho^{s-1} \]

\( k_{i-h} \) being independent of \( \rho \) and \( s_0 \). The inequalities (30) imply (32); whence we conclude that for some \( \kappa \), independent of \( \rho \) and \( s_0 \),

\[ \eta_{j-1}^{i-1} < a k_{i-h} \rho^{s-1} \]

(\( \lambda = j - 1, j - 2, \ldots, 0; \xi = 1, \ldots, \rho \)).

Choose the number \( \rho \), first introduced in (27a), so that \( \rho \geq \kappa \). In view of (33) it is then observed that (27a) holds not only for \( l = 0, \ldots, s_0 - 1; h = 0, 1, \ldots, j - 1; w = 1, \ldots, \rho \), as originally stated, but necessarily also for \( l = s_0; h = 0, \ldots, j - 1; w = 1, \ldots, \rho \). Since inequalities (28) remain valid, when \( s_0 \) is replaced by any positive integer \( s \), provided only that

\[ \eta_{j-1}^{i-1} < a k_{j-1} \rho^{s-1} \]

(\( l = 0, 1, \ldots, s - 1; h = 0, \ldots, j - 1; w = 1, \ldots, \rho \)),
it follows that (34) is valid for \( l = 0, 1, \ldots; h = 0, \ldots, j - 1; w = 1, \ldots, \rho \).

By virtue of (34) the formal solutions (17) of the dominant system of integral equations \( (A_3) \) all converge for \( |t| < 1/\rho \).

7. The main theorem for differential equations. On taking account of the two italicized statements, one at the very end of §6 and the other preceding \( (A_3) \) (§6), the truth of the following lemma becomes evident.

**Lemma 4.** Suppose that a system of integral equations \( (A_3) \) (cf. §5) is given with the following properties:

(i) The coefficients of the system are series of the form (21; §5), (21a; §5) convergent for \( |t| < \rho' \), \( |\tau| < \rho' \).
(ii) (23; §5) is satisfied.
(iii) The system possesses a full set of formal series solutions \( \eta_{j-1}^{i-1}(t) \) of the form (3a; §5).

Under these conditions, the elements of any set of formal solutions, referred to in (iii), will all necessarily converge in some vicinity of the origin.

It is to be noted that this lemma makes no reference to properties of the coefficients of \( (A_3) \) at \( t = \infty, \tau = \infty \); it also makes no reference to the manner in which such a system might have originated. In view of Lemma 3, it is

* \( \kappa \), in general, depends on \( r \).
observed that Lemma 4 is applicable to the particular system (A₃), established in §5. The formal solutions of the latter system, therefore, all converge in some neighborhood of the origin. We shall now prove the following Lemma, referring to properties at infinity of the analytic continuations of the analytic functions so defined near  \( t = 0 \).

**Lemma 5.** Suppose that a system of integral equations (A₃) is given which satisfies the conditions of Lemma 3. The elements \( \eta^{j-1}_{\omega}(t) \) \((h = 0, \ldots, j-1; w = 1, \ldots, p)\) belonging to any particular set of solutions of (A₃) (as follows by Lemma 4, they are necessarily analytic at \( t = 0 \)) have analytic continuations in \( P_0 \) (cf. italics preceding (24; §5)) for which

\[
| \eta^{j-1}_{\omega}(t) | < Ce^{qt} \quad (h = 0, 1, \ldots, j - 1; w = 1, \ldots, p),
\]

along every ray \( i(= \angle t) \) in \( P_0 \). In (1) \( C \) and \( q \) are positive, sufficiently great, and are independent of \( \bar{i} \) and \( |t| \).

The proof of this Lemma will be somewhat similar to that which J. Horn gives in proving certain inequalities analogous to (1). We confine ourselves to some particular set of solutions of (A₃). \( C \) will be chosen a fixed value such that

\[
| \eta^{j-1}_{\omega;0} | < C \quad \text{for } (h = 0, 1, \ldots, j - 1; w = 1, \ldots, p).
\]

Then

\[
| \eta^{j-1}_{\omega}(t) | < Ce^{qt} \quad (h = 0, \ldots, j - 1; w = 1, \ldots, p)
\]

for \( |t| \leq r^0 \) \((r^0 \text{ some positive number})\) and for every \( q \geq 0 \). It will be supposed that the constant \( \beta \), occurring in (25; §5), had been chosen suitably small and so that

\[
0 < \beta < r^0.
\]

Suppose the Lemma is not true. Then, for some \( r' > r^0 \), the inequalities

\[
| \eta^{j-1}_{\omega}(t) | < Ce^{qt} \quad (h = 0, \ldots, j - 1; w = 1, \ldots, p)
\]

will be valid for \( |t| < r' \), along every ray \( i(= \angle t) \) in \( P \) (cf. definition following (15a; §5)), while, for some \( h = h' \) and \( w = w' \), we shall have

\[
| \eta^{j-1}_{\omega'}(t) | = Ce^{qt'} \quad (t = t' = r'e^{\bar{i}t}; \bar{i} \text{ in } P).
\]

It is clear that (4) continues to hold, with \( < \) replaced by \( \leq \), when \( t \) is on any ray \( i \) of \( P_0 \), while \( |t| \leq r' \). Let the integrations involved below be along the
ray $l'$. From (A₂) (§5), by virtue of (4), (4a) and (25a; §5), it then follows that

$$|t'\phi_{\lambda}(\tau)| = |t'\phi_t e^{|\lambda l'|}|$$

(5)

$$< \sum_{\beta=0}^{\nu-1} \sum_{i=1}^p \int_0^{l'} |\phi_{\beta}(\lambda, \tau)| Ce^{q|l'|} d\tau + R_0 |t'\phi| e^{-n|l'|}.$$  

It is observed that

$$0 < \sum_{\beta=0}^{\nu-1} \sum_{i=1}^p \int_0^{l'} |\phi_{\beta}(\lambda, \tau)| Ce^{q|l'|} d\tau < \ne^{|\bar{l}|} ,$$

where $\bar{l}$ is independent of $l'$ and $q$. Thus from (5), on using (25; §5), we obtain the inequality

$$(\nu')e^{-q' < l\ne^{|\bar{l}|} + R_0 (\nu')e^{-n|\bar{l}|}$$

(6)

$$+ \sum_{\beta=0}^{\nu-1} \sum_{i=1}^p \int_0^{l'} R_0 (\nu')e^{-\nu|\bar{l}|}Ce^{q|l'|} d\tau |$$

whence

$$1 < \frac{1}{C} l\ne^{-q'(\nu'-\bar{l})} (\nu')e^{-\nu|\bar{l}|} + \frac{1}{C} R_0 (\nu')e^{-q'\nu|\bar{l}|}$$

(6a)

$$+ R_0 \rho \phi \int_0^{l'} e^{-q'\nu|\bar{l}|} d\tau |.$$

Take $q>\rho$. It is then concluded that the integral in the second member of (6a) satisfies the inequality

$$(6b) \int_0^{l'} < \left( \int_0^{l'} e^{-q'\nu|\bar{l}|} d\tau \right) < \int_0^{l'} \ne^{-q'\nu|\bar{l}|} dx = \frac{1}{q-\rho} .$$

Since $r'>r_0>\rho$, in view of (6b) from (6a) we obtain

$$(7) 1 < \frac{1}{C} l\ne^{-q'\nu-\bar{l}} (\nu')e^{-\nu|\bar{l}|} + \frac{1}{C} R_0 (\nu')e^{-q'\nu|\bar{l}|} + \frac{R_0 \rho \phi}{q-\rho} = f(q) .$$

Now, $r_0$ is chosen independent of $q$. It is further noted that $f(q)$ is continuous in $q$, for $q>\bar{p}$; moreover,

$$\lim_{q \to \infty} f(q) = 0 .$$

Accordingly, $q(>\rho)$ may be taken sufficiently great so that $f(q) \leq 1$; for any such value of $q$ a contradiction arises to (7). Therefore the Lemma is seen
to be true. The inequalities (1) of this Lemma will hold, for instance, when $q$ is such that $f(q)=1$.

Consider a particular ray $t$ in $P$. The formal series $\sum_{j=0}^{\infty} R_j(x)$ (cf. (3; §5)), even if divergent, give rise to certain analytic functions

$$
\eta^{-1}(x) = \int_{0}^{\infty} \eta^{-1}(t) e^{ix} dt \quad (h = 0, \ldots, j - 1; w = 1, \ldots, p).
$$

The truth of this statement is a consequence of the following considerations. Suppose $x$ is in a half plane $H[\bar{t}]$, characterised by an inequality of the form

$$
R(e^{it}x) = |x| \cos (\bar{t} + x) < -q'(<0) \quad (\bar{x} = \angle x);
$$

for the present we shall take $q' = q + \epsilon$ ($\epsilon > 0$ and arbitrarily small). It then follows that the integrals (8) are all absolutely convergent. In fact, by (1) and (9),

$$
|\eta^{-1}(x)| \leq \int_{0}^{\infty} \eta^{-1}(t) \exp (|t||x| \cos (\bar{t} + \bar{x})) |t| dt < C \int_{0}^{\infty} e^{-\epsilon|t|} |t| = \frac{C}{\epsilon}
$$

$(x$ in $H[\bar{t}]$; $h = 0, \ldots, j - 1; w = 1, \ldots, p)$. The conditions (1; §5), (5; §5) have to be satisfied. The first of these is seen to hold for $x$ in $H[\bar{t}]$ since, by virtue of (9),

$$
|e^{it}| < e^{-(\epsilon+\epsilon)|t|} |t|^\alpha.
$$

On the other hand, the following inequalities will hold for the functions within the brackets of (5; §5):

$$
|e^{it} \int_{0}^{\infty} |e^{it}| \int_{0}^{\infty} |t||x| d|t| d|x| < C e^{-(\epsilon+\epsilon)|t|} \int_{0}^{\infty} |t||x| d|t| d|x| = \frac{Ce^{-(\epsilon+\epsilon)|t|} |t|^{k+H}}{(k+1) \cdots (k+H)}
$$

$(H = 1, 2, \ldots; k = 0, \ldots, n)$. Since the last expression above vanishes for $t=0$ and approaches zero as $|t| \to \infty$, the truth of (5; §5) becomes evident.

Thus, the conditions of certain theorems, due to N. E. Nörlund and of central importance in the theory of factorial series,* are seen to be valid, a fact made manifest after certain obvious transformations are carried out. We thus obtain, whenever the ray $\angle t = \bar{t}$ is in $P$,

---

\[ h \eta_{w_j}^{i-1}(x) = \sum_{i=0}^{\infty} \frac{h^a_{w_j-s}(i)}{x(x-\gamma) \cdots (x-s\gamma)} \]

\[ (h = 0, \ldots, j-1; w = 1, \ldots, p; \angle \gamma = \tilde{\gamma}) \]

where \(|\gamma|\) is suitably great, \(\tilde{\gamma} = -\tilde{i}\), and the involved series all converge in a certain half plane \(H[\tilde{i}]\). These functions are analytic solutions of the system of \textit{“mixed”} differential equations (A_2) (§4). It is clear that results of stated type hold for \(j = 1, \ldots, \phi\). Accordingly, it is observed that the \(\phi\) formal series solutions of (A_1), \(s_i(x)\) (cf. (1; §3), (1b; §3)), give rise to a corresponding set of \(\phi\) analytic solutions \(y_i(x)\), obtained by replacing the \(h \eta_{w_j}^{i-1}(x)\) of (1; §3) by the corresponding (convergent) series (10). We are thus ready to formulate the Main Theorem for differential equations.

**Theorem I.** Let a differential equation (A) (§1) be given. Suppose that corresponding to a root \(\rho_1\), of multiplicity \(\phi\), of the associated characteristic equation there exists a linearly independent set of \(\phi\) formal series solutions, all of normal type (cf. §2) and all forming one logarithmic group. Bring (A) to the corresponding form (A_1) (§2) and let \(E(\rho) = 0\) be the characteristic equation of (A_1). For every \(i\), not coincident with a value of an angle of a non-zero root of \(E(\rho) = 0\), the following is true.

\[ (A_i) \text{ possesses a set of } \phi \text{ linearly independent analytic solutions} \]

\[ y_i(x) = e^{Q(x)} x^r \sum_{h=0}^{i-1} \log x \left( \eta_0^{i-1} + \sum_{w=1}^{p} x^{(p-w)/p} \sum_{i=0}^{\infty} \frac{h^a_{w-s}(i)}{x(x-\gamma) \cdots (x-s\gamma)} \right) \]

\[ (j = 1, \ldots, \phi; \angle \gamma = \tilde{\gamma} = -\tilde{i}; Q(x) \text{ a polynomial in } x^{1/p}), \]

where \(|\gamma|\) is suitably great and the involved series all converge in a certain half plane \(H[\tilde{i}]\) (cf. (9); \(q' \) in (9) sufficiently great).

The implications of this theorem for (A) are immediate. The \(\phi\) corresponding solutions of (A) will be of the form (11), where \(x\) is replaced by a certain power of \(x\); accordingly, the series involved in these solutions will all converge in certain sectors.†

The theorem is of greatest possible completeness in the sense that even normal formal series solutions of (A) do not always lead to convergent factorial series developments, if corresponding to the multiple root, in question, there

* It is supposed, as may be without any loss of generality, that \(\rho = 0\) is the root corresponding to the formal solutions in question.

† This is a consequence of known properties of factorial series.
is more than one logarithmic group. Consideration of the following example will demonstrate this statement.

The equation

\[ L(y) = y^{(3)}(x) + a x^{-1} y^{(1)}(x) + d x^{-3} y(x) = 0 \quad (a \neq 0, d \neq 0) \]

is of the form (A1); its characteristic equation has a root, \( \rho = 0 \), of multiplicity three. Moreover, it has a formal solution

\[ y(x) = \sum_{n=0}^{\infty} y_n x^{-n} \quad (y_0 = 1). \]

In fact, substituting (13) in (12), we obtain

\[ -L(y) = \sum_{\lambda=0}^{\infty} f_\lambda x^{-\lambda - 3}, \quad f_\lambda = [\lambda(\lambda + 1)(\lambda + 2) - d] y_\lambda + a(\lambda + 1) y_{\lambda+1} \]

so that the equations \( f_\lambda = 0 \) (\( \lambda = 0, 1, \cdots \)) are seen to be uniquely solvable for the \( y_n \). We have

\[ y_{\lambda+1} = q(\lambda) y_\lambda, \quad q(\lambda) = \frac{d}{a(\lambda + 1)} - \frac{\lambda(\lambda + 2)}{a} \quad (\lambda = 0, 1, \cdots); \]

whence

\[ y_{\lambda+1} = q(0) q(1) \cdots q(\lambda) \quad (\lambda = 0, 1, \cdots). \]

It can be shown that the number of logarithmic groups is greater than one.

Suppose that corresponding to the normal solution of (12) there is some convergent factorial series development, of the form

\[ 1 + \sum_{s=0}^{\infty} \frac{a_s}{x(x-\gamma)\cdots(x-s\gamma)} \]

where \( \gamma \) is some real or complex number. By a theorem of Nörlund referred to previously, this function would be expressible by means of the convergent integral

\[ \eta(x) = 1 + \int_0^x \tilde{y}(t) e^{tx} dt, \]

where the integration is extended along a certain ray and where \( \tilde{y}(t) = \sum_{\lambda=0}^{\infty} \tilde{y}_\lambda t^\lambda \) is analytic at \( t = 0 \). Since \( \eta(x) \) satisfies (12) it would necessarily follow that

\[ \tilde{y}_\lambda = \frac{(-1)^{\lambda+1} y_{\lambda+1}}{\lambda!} \quad (\lambda = 0, 1, \cdots), \]
the $y_{\lambda+1}$ being defined by (14a). Accordingly,

$$\left| \frac{\tilde{y}_\lambda}{\tilde{y}_{\lambda-1}} \right| = \left| \frac{q(\lambda)}{\lambda} \right| = \left| \frac{d}{a\lambda(\lambda + 1)} - \frac{\lambda + 2}{a} \right|$$

so that $|\tilde{y}_\lambda/\tilde{y}_{\lambda-1}| \to \infty$, as $\lambda \to \infty$. Thus, a contradiction arises to analyticity of $\tilde{y}(t)$. Hence there exists no convergent factorial series corresponding to (13).

**Part II. Linear difference equations**

8. Some preliminary facts concerning difference equations. As had been demonstrated by Birkhoff, the difference equation (B) (§1) possesses in all cases a linearly independent set of $n$ formal series solutions

$$s_i(x) = e^{\mu_i \log x} e^{Q_i(x)} x^{r_i} \sigma_i(x) \quad (i = 1, \ldots, n),$$

where

$$Q_i(x) = \sum_{r=0}^{k_i-1} q_i x^{(k_i-r)/k_i},$$

$$\sigma_i(x) = \sum_{h=0}^{m_i} \log^h x \eta^{m_i'}(x),$$

$$\eta^{m_i'}(x) = \sum_{s=0}^{\infty} \eta^{s/m_i} x^{-s/k_i} \quad (h = 0, \ldots, m_i);$$

here the $\mu_i$ are certain rational numbers, the $m_i'$ and $k_i$ are integers ($m_i' \geq 0$; $k_i = r_i p$; integer $r_i' \geq 1$). The formal series can be arranged in logarithmic groups, the exponential factor

$$e^{\mu_i \log x} e^{Q_i(x)} x^{r_i}$$

being the same for each member of the same group.* It is convenient to group the $\mu_i$ as follows:

$$m_1 = \mu_1 = \mu_2 = \cdots = \mu_{a_1} > m_2 = \mu_{a_1+1} = \mu_{a_1+2} = \cdots = \mu_{a_2} > \cdots > m_\lambda = \mu_{a_{\lambda-1}+1} = \mu_{a_{\lambda-1}+2} = \cdots = \mu_{a_\lambda} (= \mu_\lambda) \quad (\lambda \geq 1).$$

It is to be noted that the formal facts continue to hold when the $d_{i,s}(x)$ are divergent series. To each one of the $\lambda$ $\mu$-groups, specified in (2), there corresponds a certain characteristic equation.

For the case when the coefficients of (B), except for a few positive integral powers of $x$, are expressible by convergent factorial series of the type

$$\sum_{s=0}^{\gamma} \frac{a_s}{x(x-\gamma) \cdots (x-\gamma_s)} \quad (\gamma = 1 \text{ or } -1)$$

* The definition for such groups is analogous to a similar definition in §2.
and, besides, (B) can be brought to the form of an equation of "Fuchsian type," Nörlund obtains full sets of solutions, which are expressible by means of convergent factorial series of the form (3),* thus establishing an analogy to the Fuchsian theory in the field of differential equations.

Nörlund also treats the class of equations (B) where the coefficients can be brought to the form of polynomials in x. His other restrictions on the coefficients amount precisely to the following.

(i) There is only one µ-group.
(ii) All the numbers µi are zero.
(iii) There exist no anomalous formal series solutions.†

On using Laplace transformations, leading to ordinary linear differential equations, he obtains full sets of solutions expressible with the aid of convergent factorial series (3), where γ may be complex and |γ| is sufficiently great.‡

In Horn's work we essentially have an equation (B), whose coefficients contain no fractional powers of x, and which has only one µ-group, all the µi being zero. Moreover, he assumes that all the roots of the characteristic equation (necessarily, there will be only one such equation) are distinct. Under these conditions, he obtains solutions with the aid of convergent factorial series (3) (|γ| sufficiently great; certain values of γ excepted).

Contrary to the restrictions of Nörlund's and Horn's works, in the present paper existence of several µ-groups (cf. (2)) is admitted; moreover, the coefficients of (B) are allowed to contain fractional powers of x.

Consider any particular µ-group. The µi of this group will all have the same value, say µ1. By means of a transformation of the form

\[ y(x) = e^{μx \log x} z(x) \]

(B) will be brought to the form (B1). Retaining the notation originally used in (B) (cf. §1) the new equation will be considered as the equation (B), whose coefficients are convergent series

\[ d_{n-k}(x) = \sum_{s=0}^{∞} d_{n-k,s} x^{-s/p} \quad (k = 0, 1, \ldots, n), \]

where

* Cf. Nörlund on difference equations, loc. cit., pp. 28–56; in these pages he also establishes certain other important results.
† That is, the Qr(x) and the σe(x) (cf. (1), (1a), (1b), (1c)) contain no fractional powers of x; on the other hand, logarithms in the formal series may be present.
§ In (4), p will be, in general, different from the corresponding integer in (B).
If the \( \mu \)-group under consideration is the one corresponding to a greatest \( \mu \), the equation \((B_1)\) will have coefficients for which \((4a)\), with \( m = 0 \), will hold.*

To the \( \mu \)-group, under consideration, of \((B)\) there corresponds a certain \( \mu \)-group of \((B_1)\); the \( \mu \) of the latter group will be all zero. A formal solution (with \( \mu = 0 \)) of \((B_1)\) is said to be *normal* when the corresponding polynomial \(Q(x)\) \((1a)\) and the corresponding series \(\sigma(x)\) \((1b), (1c)\) are in integral powers \(x^{1/p}\). In the contrary case, that is, when \(Q(x)\) and \(\sigma(x)\) are actually in integral powers of \(x^{1/(r'p)}\) (integer \(r' > 1\)), the formal series of \((B_1)\) is termed *anormal*. A formal solution of \((B)\), with \( \mu \) not necessarily zero, is normal or anormal according as the corresponding solution (with \( \mu = 0 \)) of \((B_1)\) is normal or anormal.

Throughout the text, leading up to the Main Theorem for difference equations (§12), we consider a root \( \rho' \) of multiplicity \( \phi \) of the characteristic equation, of \((B)\), associated with a particular \( \mu \)-group. The only restriction, and as will be shown by an example in §12 a necessary one, will be that associated with this root \( \rho' \) there is just one logarithmic group and that all the formal solutions in this group are normal. When, as will be done for convenience, the corresponding equation \((B_1)\) \((4), (4a)\) is used, the characteristic equation at hand of \((B_1)\) will be

\[
E_1(\rho) = \sum_k d_{n-k,0} e^{kp} = 0.
\]

This equation will possess a root of \( \rho = \rho_1 \) of multiplicity \( \phi \).

9. **Conditions for existence of formal solutions of the type specified in §8.**

A set of \( \phi \) linearly independent normal formal series solutions (of \((B_1)\)), which by hypothesis corresponds to the root \( \rho = \rho_1 \) of \((5; \S8)\), forms a logarithmic group. These solutions will be written in the form

\[
s_j(x) = e^{Q(x)} x^{r} \sum_{h=0}^{j-1} \log^h x \ \eta^{j-1}(x) \quad (j = 1, \ldots, \phi),
\]

where

\[
\eta^{j-1}(x) = \sum_{s=0}^{\infty} \eta^{j-1-s/p} x^{-s/p} \quad (h = 0, 1, \ldots, j - 1).
\]

Since, in \((1)\), \(Q(x)\) is in powers of \(x^{1/p}\) it follows that the transformation

\[
y(x) = e^{Q(x)} x^{r} \tilde{y}(x),
\]

* If there exists only one \( \mu \)-group, \( m = 0 \) and \( m + H = n \).
applied to (B₁), does not change the form of (B₁); in particular, the coefficients of the transformed equation will also be in powers of \(x^{1/p}\). Thus, without loss of generality, it will be assumed that
\[
(1b) \quad \phi^0(x)x^r = 1
\]
and that not all the
\[
(1c) \quad \eta_j = \frac{j - 1}{\eta_0} \quad (j = 1, \ldots, \phi)
\]
are zero. We shall presently find the conditions satisfied by the coefficients of (B₁), when this difference equation possesses solutions (1), (1a), for which (1b) holds.

Given a series
\[
(2) \quad \eta(x) = \sum_{s=0}^{\infty} \eta_s x^{-s/p},
\]
we shall have
\[
\eta(x + k) = \sum_{s=0}^{\infty} \eta_s x^{-s/p} \sum_{r=0}^{\infty} C_r x^{-r} \sum_{p=0}^{\infty} k^r x^{-r}
\]
\[
(2a) \quad = \eta_0 + \sum_{r=0}^{\infty} \sum_{p=0}^{\infty} C_r x^{-r} \sum_{w=1}^{\infty} k^r C_{r+s+w} x^{-r-(r+s+w)/p}
\]
\[
= \eta_0[k] + \sum_{\lambda=0}^{\infty} \sum_{w=1}^{\infty} \eta_{\lambda p+w}[k] x^{-(\lambda p+w)/p},
\]
where \(\eta_0(k) = \eta_0\) and
\[
(2b) \quad \eta_{\lambda p+w}[k] = \sum_{r=0}^{\lambda} \sum_{w=1}^{\infty} k^r C_{r+s+w} x^{-r-(r+s+w)/p}
\]
\(\lambda = 0, 1, \ldots; w = 1, \ldots, \rho\).

A certain expression for \(\log^+ (x+k)\) will also be needed. It is observed that
\[
\log (x+k) = \log x + \sum_{\alpha=1}^{\infty} \frac{(-1)^{\alpha+1}}{\alpha} k^\alpha x^{-\alpha}.
\]
Moreover, it can be shown without difficulty that
\[
\left( \sum_{\alpha=1}^{\infty} \frac{(-1)^{\alpha+1}}{\alpha} k^\alpha x^{-\alpha} \right)^\beta = \sum_{\alpha=0}^{\infty} (-1)^{\alpha+\beta} k^\alpha l_{\alpha,\beta} x^{-\alpha},
\]
where
\[
(3a) \quad l_{0,0} = 1, \quad l_{\alpha,0} = 0 \quad (\alpha \geq 1), \quad l_{\alpha,\beta} = 0 \quad (\alpha < \beta);
\]
the \( l_{\alpha,\beta} \) not mentioned in (3a) are all positive. We then have

\[
(3b) \quad \log (x + k) = \sum_{\beta=0}^{h} \log \frac{h-\beta}{\beta!} x \sum_{\alpha=0}^{\infty} \left( -1 \right)^{\alpha+\beta} k^{\alpha} l_{\alpha,\beta} x^{-\alpha}.
\]

By (2), (2a), (3b), on making use of the identity

\[
\sum_{h=0}^{j-1} \sum_{\beta=0}^{h} a_{h-\beta,\beta} = \sum_{h=0}^{j-1} a_{h} \sum_{\beta=0}^{\infty} b_{h+\beta,\beta},
\]

it follows that, formally,

\[
(4) \quad s_{i}(x + k) = \sum_{h=0}^{j-1} \log x \sum_{\beta=0}^{h} \sum_{\alpha=0}^{\infty} C_{\beta}^{h+\beta} \left( -1 \right)^{\alpha+\beta} k^{\alpha} l_{\alpha,\beta} x^{-\alpha} \sum_{\eta=0}^{\infty} \sum_{s=0}^{j-1} [k] x^{-s/p}.
\]

On substituting (4) in (B1) and on noting (4; §8), it is observed that

\[
L(s_{i}) = \sum_{k} d_{n-k}(x) s_{i}(x + k) = \sum_{h=0}^{j-1} \log x \cdot h f^{i-1}(x),
\]

where

\[
(5a) \quad h f^{i-1}(x) = \sum_{h=0}^{\infty} \sum_{\beta=0}^{h} \sum_{\alpha=0}^{\infty} a_{\alpha,s,\alpha} x^{-(\alpha+(s+\beta)/p)},
\]

\[
(5b) \quad a_{\alpha,s,\alpha} = \sum_{\beta=0}^{j-1} \sum_{h=0}^{\infty} a_{\alpha,s,\beta,h},
\]

\[
(5c) \quad a_{\alpha,s,\beta,h} = C_{\beta}^{h+\beta} \left( -1 \right)^{\alpha+\beta} l_{\alpha,\beta} h^{\alpha} \eta_{\alpha}^{i-1} [k] x^{-s/p}.
\]

Further examination of \( h f^{i-1}(x) \) gives

\[
(6) \quad h f^{j-1}(x) = \sum_{h=0}^{\infty} \sum_{\alpha=0}^{\infty} a_{\alpha,\alpha} x^{-(\alpha+p+\beta)/p},
\]

\[
(6a) \quad a_{\alpha,\alpha} = \sum_{s=0}^{\infty} a_{\alpha,s,\alpha,s}.
\]

It follows next that

\[
(7) \quad h f^{j-1}(x) = \sum_{h=0}^{\infty} \sum_{\alpha=0}^{\infty} \sum_{u=0}^{p-1} a_{\alpha,\alpha+u+p+\beta} x^{-(\alpha+u+p+\beta)/p} = \sum_{h=0}^{\infty} \sum_{\alpha=0}^{p-1} \sum_{\eta=0}^{\infty} \sum_{s=0}^{j-1} [k] x^{-(\eta+p+\beta)/p},
\]

where

\[
(7a) \quad h F^{j-1}_{p,\beta} = \sum_{a=0}^{p} a_{\alpha,(p-\alpha)} p+\beta.
\]

In view of (5) and (7) it is clear that the equations
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have to be satisfied. It will be necessary to get the left members of (8) in considerable detail. By (7a), (6a), (5b) and (5c) it follows that

\[ h^{j-1}_{p, \tau} = \sum_{\alpha=0}^{\rho} \sum_{\beta=0}^{\rho} \sum_{k=0}^{n} C_\beta^{h+\beta} (-1)^{\alpha+\beta} l_{\alpha, \beta} k^\alpha \times h^{\gamma-\alpha} \eta_{\gamma-\alpha} [k] d_{n-k, (\rho-\alpha) \rho + \tau - \omega} \]

(9)

where

\[ h^{j-1}_{p, \tau; 1} = \sum_{\alpha=0}^{\rho} \sum_{\beta=0}^{\rho} \sum_{k=0}^{n} C_\beta^{h+\beta} (-1)^{\alpha+\beta} l_{\alpha, \beta} k^{\alpha} \]

(9a)

\[ h^{j-1}_{p, \tau; 2} = \sum_{\alpha=0}^{\rho} \sum_{\beta=0}^{\rho} \sum_{k=0}^{n} C_\beta^{h+\beta} (-1)^{\alpha+\beta} l_{\alpha, \beta} k^{\alpha} \times h^{\gamma-\alpha} \eta_{\gamma-\alpha} \lambda \rho + \tau - \omega \]

(9b)

For convenience let

\[ \sum_{k=0}^{\rho} k^j d_{n-k, i} = \delta_i^j \]

(10)

\[ \delta_i^j = 0 \text{ for } i < 0. \]

On using the relation

\[ \sum_{\lambda=0}^{\rho-\alpha} \sum_{\rho=0}^{\rho} = \sum_{\rho=0}^{\rho} \sum_{\lambda=0}^{\rho-\alpha} \]

by virtue of (2b) we have from (9b)

\[ h^{j-1}_{p, \tau; 2} = \sum_{\beta=0}^{\rho} \sum_{\lambda=0}^{\rho-\alpha} \sum_{\rho=0}^{\rho} \left( \sum_{\lambda=0}^{\rho} C_\beta^{h+\beta} C_{\lambda-\rho}^{(\rho+\omega)/\rho} (-1)^{\alpha+\beta} l_{\alpha, \beta} \times \delta_{\rho-\alpha-\lambda} \rho + \tau - \omega \right) \]

(11)

An application of the relationship

\[ \sum_{\alpha=0}^{\rho} \sum_{\rho=0}^{\rho-\alpha} \]

(12)

\[ \sum_{\rho=0}^{\rho} \sum_{\alpha=0}^{\rho} \]

(12a)
where

\[(12a) \quad \gamma^{p,r}_{\beta:0} = \sum_{\alpha=\beta}^{p} C_{\beta}^{\lambda+\beta} (-1)^{\alpha+\beta} l_{\alpha,\beta} \delta_{(p-\alpha)p+r},\]

\[= \sum_{\alpha=\beta}^{p} \sum_{\lambda=\tau}^{p-\alpha} C_{\beta}^{\lambda+\beta} C_{\lambda-\tau} (-1)^{\alpha+\beta} l_{\alpha,\beta} \delta_{(p-\alpha-\lambda)p+r-\tau}.\]

The following definition will be introduced.

**Definition.** A number \( \delta^i \) (cf. (10)) is of index \( \sigma \) provided \( i = (\sigma - \nu) p + \zeta \), where \( 0 \leq \zeta \leq \rho - 1 \) and \( \sigma \geq \nu \).

In view of the assumed existence of a set of \( \phi \) solutions (1), for which (1b) holds, the characteristic equation (5; §8) will have \( \rho = 0 \) as a root whose multiplicity is precisely \( \phi \). As a consequence,

\[\sum_{k} d_{n-k,0} k^i = \delta^i_0 = 0 \quad (i = 0, 1, \ldots, \phi - 1),\]

but

\[\sum_{k} d_{n-k,0} k^\phi = \delta^\phi_0 \neq 0.\]

Thus, not all the \( \delta^i \) of index \( \phi \) are zero. It will now be proved that the \( \delta^i \) with indices 0, 1, \ldots, \( \phi - 1 \) are necessarily all zero.

We have

\[\lambda^{0,0}_{j-1} = \lambda^{0,0}_{j-1} \quad (j = 1, \ldots, \phi),\]

where \( \lambda^{0,0}_{j-1} \neq 0 \). As is seen from (13), \( \delta^0_0 = 0 \); but, apart from that, \( \delta^0_0 \) would necessarily have to be zero since the numbers (1c) are not all zero. It follows that

\[\lambda^{0,0}_{j-1} = 0 \quad (h = j - 1, \ldots, 0).\]

Suppose

\[\lambda^{0,i}_{0,0} = 0 \quad (h = j - 1, \ldots, 0; i = 0, 1, \ldots, \tau - 1; 1 \leq \tau \leq \rho - 1).\]

In (14) the truth of (14a) has been established for \( \tau = 1 \). On making use of (14a) we obtain

\[\lambda^{0,i}_{j-1,0} = \lambda^{0,i}_{j-1,0} \quad (h = j - 1, \ldots, 0; i = 0, 1, \ldots, \tau - 1; 1 \leq \tau \leq \rho - 1).\]

Thus, in view of (12a),
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(14b) \[ hJ_{0;0}^{0,r} = 0 \quad (h = j - 1, \ldots , 0). \]

It follows by induction that (14b) holds for \( \tau = 0, \ldots , p - 1 \). Assume now, more generally, that

(15) \[ hJ_{i;0}^{\iota,\tau} = 0 \quad (h = j - 1, \ldots , 0; \beta = 0, 1, \ldots , i; \tau = 0, 1, \ldots , p - 1), \]

for \( i = 0, \ldots , p - 1 \) \((1 \leq \rho \leq \phi - 1)\). For \( \rho = 1 \) (15) has been proved in (14b). On taking equations (15; \( h = 0 \)) in succession for \( \beta = i, \beta = i - 1, \ldots , 0 \), and at each step using the relations previously obtained, we find that

(15a) \[ l_{i, \delta_{i}^r} = l_{i-1, i-1}^r \delta_{i+1}^{r+1} = \cdots = l_{0,0}^0 \delta_{i+1}^{r+1} = 0 \quad (\tau = 0, 1, \ldots , p; i = 0, 1, \ldots , p - 1). \]

Accordingly, (15) implies that all the \( \delta_{i}^r \) whose indices are \( 0, 1, \ldots , p - 1 \) are zero.

In the sequel use will be made of the fact that the \( \delta_{i}^r \) in (12a) are of index \( \rho \) and that in (12b) the \( \delta_{i}^r \) are of index \( \rho - \nu - 1 \), for \( w \geq \tau \), and the \( \delta_{i}^r \) are of index \( \rho - \nu \), when \( w \leq \tau \). In deriving further consequences of (15) consider

(16) \[ i_{-1}F_{\rho, \tau}^{j-1} = 0, \quad i_{-2}F_{\rho, \tau}^{j-1} = 0, \ldots , \quad i_{-p-1}F_{\rho, \tau}^{j-1} = 0 \quad (\tau = 0, 1, \ldots , p - 1). \]

Whenever necessary \( j \) will be taken \( \geq \rho - 1 \). By (15)

\[ i_{-1}F_{\rho, 0}^{j-1} = i_{-1}F_{\rho, 0}^{0,0} i_{-1}^{j-1} \]

so that necessarily

(16a) \[ hJ_{0;0}^{0,0} = 0 \quad (h = j - 1, \ldots , 0). \]

On assuming, more generally,

(16b) \[ hJ_{\beta;0}^{0,0} = 0 \quad (h = j - 1, \ldots , 0; \beta = 0, 1, \ldots , H - 1; 1 \leq H \leq \rho), \]

it is observed that

\[ i_{-1-H}F_{\rho, 0}^{j-1} = i_{-1-H}F_{H;0}^{\rho,0} i_{-1}^{j-1} + \sum_{\beta=0}^{H-1} i_{-1-H}F_{\beta;0}^{\rho,0} i_{-1-H+\beta}^{j-1} \]

\[ + \sum_{\beta=0}^{H-1} \sum_{\tau=0}^{p-1} \sum_{\nu=1}^{w} i_{-1-H}F_{\beta;\tau,w}^{\rho,0,i-1}. \]

In consequence of (16b) and since the \( \delta_{i}^r \) in the \( hJ_{\beta;\tau,w}^{\rho,0,j-1} \) have indices \( \leq \rho - 1 \),
it follows, in view of the preceding italicized statement, that

\begin{equation}
\int_{-1}^{t-1} r^{p} f_p,0 = \int_{-1}^{t-1} r^{\rho,0} f_{\rho,0} t^{-1} = 0.
\end{equation}

(16c) implies that

\begin{equation}
\mathcal{J}^0_{\beta:0} = 0 \quad (h = j - 1, \ldots, 0).
\end{equation}

As (16d) follows from (16b),

\begin{equation}
\mathcal{J}^0_{\beta:0} = 0 \quad (h = j - 1, \ldots, 0; \beta = 0, 1, \ldots, \rho).
\end{equation}

Assume that, for \( r = 0, 1, \ldots, \sigma - 1 \) \((1 \leq \sigma \leq \rho - 1)\),

\begin{equation}
\mathcal{J}^0_{\beta:0} = 0 \quad (h = j - 1, \ldots, 0; \beta = 0, 1, \ldots, \rho);
\end{equation}

in (17) these relations have been proved for \( \sigma = 1 \). In view of (12a), equations (18), when examined in succession for \( \beta = \rho, \rho - 1, \ldots, 0 \) (any \( h \)), will be seen to imply

\begin{equation}
\delta_r^\sigma = \delta_{p+r}^{\rho-1} = \ldots = \delta_{p+\sigma}^0 = 0 \quad (\tau = 0, 1, \ldots, \sigma - 1).
\end{equation}

A further consequence would be the relations

\begin{equation}
\int_{-1}^{t-1} r^{p} f_p,0 \cdot t^{-1} = 0 \quad (1 \leq w \leq \sigma).
\end{equation}

On making use of (15a) and (18b) it is observed that

\begin{equation}
\int_{-1}^{t-1} r^{p} f_p,0 \cdot t^{-1} = 0
\end{equation}

so that

\begin{equation}
\mathcal{J}^0_{\beta:0} = 0 \quad (h = j - 1, \ldots, 0).
\end{equation}

Assume now a set of relations, more general than (19),

\begin{equation}
\mathcal{J}^\rho_{\beta:0} = 0 \quad (h = j - 1, \ldots, 0),
\end{equation}

where \( \beta = 0, 1, \ldots, H - 1 \) \((1 \leq H \leq \rho)\). On account of (18a) and (19a) and by virtue of certain previously established facts, the relations

\begin{equation}
\int_{-1}^{t-1} r^{p} f_p,0 \cdot t^{-1} = \int_{-1}^{t-1} r^{\rho,0} f_{\rho,0} t^{-1} = 0
\end{equation}

would then follow; that is,

\begin{equation}
\mathcal{J}^\rho_{\beta:0} = 0 \quad (h = j - 1, \ldots, 0).
\end{equation}

Hence, by induction,
for $\beta = 0, 1, \ldots, \rho$. On noting that (20) is a consequence of (18), it is observed that an induction in a more extended sense has been completed. Thus, for $\tau = 0, 1, \ldots, \rho$,

$$(21) \quad \eta_j^{p, \tau} = 0 \quad (h = j - 1, \ldots, 0; \beta = 0, 1, \ldots, \rho).$$

Therefore, it is observed that if (15) holds for $i = 0, \ldots, \rho - 1$, as originally assumed, necessarily (15) will also hold for $i = \rho$. Whence it follows that

$$(22) \quad \eta_j^{p, \tau} = 0 \quad (h = j - 1, \ldots, 0; \beta = 0, 1, \ldots, i; \tau = 0, 1, \ldots, \rho - 1)$$

for $i = 0, 1, \ldots, \phi - 1$. Just as (15a) has been established on the basis of (15), we now conclude that all the $\delta_r^\tau$, whose indices are $0, 1, \ldots, \phi - 1$, are zero. Thus, the italicized statement following (13a) has been proved.

In view of the fact just established, we obtain from (12a) and (12b)

$$(23) \quad \eta_j^{p, \tau} = 0 \quad (\rho \leq \phi - 1),$$

$$(23a) \quad \eta_j^{p, \tau} = 0 \quad (w \leq \tau),$$

Thus, relations (8) are all satisfied for $\rho = 0, 1, \ldots, \phi - 1$, without yielding any information about the coefficients $\eta_j^{j - 1}$.

In view of the statement preceding (16),

$$(24) \quad \eta_j^{p, \tau} = 0 \quad (\nu \geq \rho + 1; w \leq \tau),$$

$$\eta_j^{p, \tau} = 0 \quad (w > \tau).$$

Accordingly equations (8), which need to be considered only for $\rho \geq \phi$. can be written in the form

$$(25) \quad K_{\lambda}^{\rho, \tau} = - \eta_j^{p, \tau} = - \sum_{\lambda = \rho - \phi}^{\rho} \sum_{\lambda = \rho - \phi}^{\rho} \delta_{(\rho - \phi)} \delta_{(\rho - \phi)} \delta.$$

where

$$(25a) \quad K_{\lambda}^{\rho, \tau} = - \eta_j^{p, \tau} = - \sum_{\lambda = \rho - \phi}^{\rho} C_{(\rho - \phi)}^{\rho - \phi} \delta_{(\rho - \phi)}.$$
In the second member of (25) the term containing $\lambda \eta_{(\phi, \tau)}^{j-1}$ is omitted. From (25), with $\rho = \phi$, $k = j - 1$, $\tau = 0$, it follows that necessarily

$$\delta_{\phi \rho}^0 = 0.$$  

The essential fact is noted that in view of (13a) not all the terms in the expression for $K_{\rho, \tau}^{r, i-1}$ may be zero. It is clear, then, that the coefficient of $\eta^{i-1}$ in the left member of (25) may vanish only for a finite number of values of the involved subscripts and superscripts. Equations (25) may be solved according to the scheme

$$\rho = \phi \begin{pmatrix} h = j - 1 (\tau = 0, \ldots, \rho - 1) \\ h = j - 2 (\ldots) \\ \ldots \\ h = 0 (\ldots) \end{pmatrix} \begin{pmatrix} \rho = \phi + 1 (\ldots) \\ \rho = \phi + 2 (\ldots) \end{pmatrix}$$

In connection with the possible vanishing of some of the numbers defined by (25a), a statement can be made precisely analogous to that preceding Lemma 1 (§3).

**Lemma 6.** Consider a root, of multiplicity $\phi$, of the characteristic equation (5, §8) associated with the difference equation (B1). In order that, corresponding to this root, there should exist a linearly independent set of $\phi$ formal solutions of type (1), (1a), (1b) the following conditions are necessary and sufficient.

(i) $\delta_{0}^0 \neq 0$, $\delta_{\phi \rho}^0 = 0$.

(ii) All the $\delta_{\tau}$, whose indices (cf. Definition) are $0, 1, \ldots, \phi - 1$, are zero.

(iii) If any of the $K_{\rho, \tau}^{r, i-1}(\rho \geq \phi)$, defined by (25a), are zero (cf. italics preceding (27)) then the $\delta_{\tau}$ satisfy conditions implied by the vanishing of the corresponding second members of (25).

10. The mixed system of difference equations. The formal solutions (1; §9), (1a; §9), (1b; §9) may be written in the form

$$y_i(x) = \sum_{\lambda = 0}^{\infty} \lambda x^{\lambda} = \sum_{\lambda = 0}^{\infty} \log x \left[ \lambda^{j-1} + \sum_{\lambda = 0}^{\infty} \frac{x^{(r-w)/p}}{\lambda^{j-1}} \right]$$

(j = 1, \ldots, \phi),

where

$$\eta_{(\rho, \tau)}^{j-1} = \sum_{\lambda = 0}^{\infty} \lambda^{j-1} x^{\lambda-1}.$$
The coefficients in the series (1a) are specified as in §9. Let \( j \) for the present have a fixed value. Consider (1) as a transformation to be applied on the difference equation (B1). The coefficients of (B1) may be written in the form

\[
d_n(x) = d_{n-1} + \sum_{r=1}^{p} x^{(p-r)/r} d_{n-r}(x),
\]

(2b)

\[
d_{n-1}(x) = \sum_{\lambda=0}^{\infty} d_{n-1,\lambda} x^{-\lambda-1}.
\]

From (1), in view of (3b; §9), it follows that

\[
y_j(x + k) = Y^{j}_{k:1} + Y^{j}_{k:2},
\]

where

\[
Y^{j}_{k:1} = \sum_{h=0}^{j-1} \log x \sum_{\beta=0}^{j-1-h} \sum_{\alpha=0}^{\infty} C_{\beta}^{h+\beta} (-1)^{\alpha+\beta} l_{\alpha,\beta}^{k} x^{-\alpha-\beta},
\]

(3b)

\[
Y^{j}_{k:2} = \sum_{h=0}^{j-1} \sum_{w=1}^{p} \log x x^{(p-w)/p} \sum_{\beta=0}^{j-1-h} \sum_{\alpha=0}^{\infty} hA_{k:\beta,w}^{j-1} x^{-w-\alpha}.
\]

In (3b)

\[
A_{k:\beta,w}^{j-1} = \sum_{\alpha=0}^{\infty} \sum_{h=0}^{\beta} C_{\beta}^{h+\beta} C_{\delta}^{(p-w)/p} (-1)^{\alpha+\beta} l_{\alpha,\beta}^{k} x^{-\alpha-\beta}.
\]

On making use of (7; §4) it is observed that, by virtue of (2), (2b), (3), (3a), (3b), (3c),

\[
L(y_j(x)) = L_1 + L_2.
\]

Here

\[
L_1 = \sum_{h=0}^{j-1} \sum_{w=1}^{p} x^{(p-w)/p} \log x \sum_{\beta=0}^{j-1-h} \sum_{h=0}^{\infty} hL_{\beta,k}^{j-1},
\]

where

\[
h_{\beta,k}^{j-1} = \sum_{h=0}^{j-1-h} \sum_{\alpha=0}^{\infty} C_{\beta}^{h+\beta} C_{\delta}^{(p-1)/p} (-1)^{\alpha+\beta} l_{\alpha,\beta}^{k} d_{n-1,\lambda} x^{-\lambda}.
\]

(4b)

\[
\times x^{-a-\lambda-1} h_{\beta,\eta}^{j-1} (x + k) + \sum_{w=1}^{p} \sum_{\alpha=0}^{\infty} C_{\beta}^{h+\beta} C_{\delta}^{(p-1)/p} (-1)^{\alpha+\beta} l_{\alpha,\beta}^{k} d_{n-1,\lambda} x^{-\lambda}.
\]

\[
\times d_{n-1,\lambda} x^{-a-\lambda-1} h_{\beta,\eta}^{j-1} (x + k) + \sum_{\alpha=0}^{\infty} C_{\beta}^{h+\beta} C_{\delta}^{(p-1)/p} (-1)^{\alpha+\beta} l_{\alpha,\beta}^{k} d_{n-1,\lambda} x^{-\lambda}.
\]
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and

\[ L_2^j = \sum_{\lambda=0}^{j-1} \sum_{w=1}^{p} \log x \ x^{(p-w)/p} \ \sum_{a=0}^{\infty} \sum_{\beta=0}^{j-1} C_{\beta}^{h+\beta} \ h^\eta \ (-1)^{a+\beta} \ i_{\alpha,\beta}^j \]

(4c)

\[ \times \frac{1}{\delta_{h,p+w} x^{-\alpha-\lambda-1}} + \sum_{\lambda=0}^{j-1} \sum_{w=1}^{p} \sum_{a=0}^{\infty} \sum_{\beta=0}^{j-1} C_{\beta}^{h+\beta} \ h^\eta \ (-1)^{a+\beta} \ i_{\alpha,\beta}^j x^{-\alpha} . \]

On writing

\[ L(y_j(x)) = \sum_{\lambda=0}^{j-1} \sum_{w=1}^{p} \log x \ x^{(p-w)/p} \ i_{W_{h,w}}, \]

it is observed that, in view of the involved formal facts, the relations

\[ i_{W_{h,w}} = 0 \ (h=0, \ldots, j-1; w=1, \ldots, p) \]

have to be satisfied; these equations may be written in the form

\[ T_{h,w}^{j-1} = \sum_{\beta=0}^{j-1} \sum_{k=0}^{n} C_{\beta}^{h+\beta} \ h^\eta \ (-1)^{a+\beta} \ i_{\alpha,\beta}^j (x+k) = g_{h,w,i}^j (x) \]

\[ (h=0, \ldots, j-1; w=1, \ldots, p). \]

Here, by virtue of (4), (4a), (4b) and (4c), the coefficients are series of the form

\[ \beta_{\alpha,\beta} (x) = \sum_{s=0}^{\infty} \beta_{\alpha,\beta} (x) \ x^s , \]

(5)

\[ \beta_{h,w,j} (x) = - \sum_{s=1}^{\infty} \beta_{h,w,i}^j (x) \ x^s , \]

(5a)

where

\[ \beta_{h,w,0} = d_{n-k,w-t} \]

(6a)

\[ \beta_{h,w,k;0} = 0 \]

(6b)

and, for \( s \geq 1, \)

\[ \beta_{h,w} = \sum_{\lambda=0}^{s-1} \sum_{a=0}^{\infty} C_{\beta}^{h+\beta} \ C_{s-a-\lambda}^\gamma \ (-1)^{a+\beta} \ i_{\alpha,\beta}^j \ d_{n-k,0} \]

(7b)
The coefficients in (5a) may be computed with the aid of (4c). We have, on using the notation (10; §9),

$$g_{h,w,t}(x) = \sum_{\alpha, \beta = 0}^{\infty} \sum_{\lambda = 0}^{\infty} C_{\beta}^{h+\beta} (-1)^{\alpha+\beta+1} I_{\alpha, \beta}^{h+\beta} \eta_{0}^{j-1} \delta_{\lambda+\beta+\lambda-1} \delta_{h+\beta+\lambda} x$$

(8)

$$+ \xi(w) \sum_{\beta = 0}^{\infty} \sum_{\alpha = 0}^{\infty} C_{\beta}^{h+\beta} (-1)^{\alpha+\beta+1} I_{\alpha, \beta}^{h+\beta} \eta_{0}^{j-1} \delta_{\lambda+\beta+\lambda} \delta_{x}$$

where $\xi(p) = 1$ and $\xi(w) = 0$ when $w \neq p$. Thus,

$$- g_{h,w,t}(x) = \sum_{\beta = 0}^{\infty} \sum_{\alpha = 0}^{\infty} C_{\beta}^{h+\beta} (-1)^{\alpha+\beta+1} I_{\alpha, \beta}^{h+\beta} \eta_{0}^{j-1} \delta_{\lambda+\beta+\lambda} \delta_{x}$$

(8a)

The series (5), (5a) all converge in the vicinity of infinity. Furthermore, it is seen that the “mixed” difference system (B2) is formally satisfied by the possibly divergent series $h+\beta \eta_{1} x^{-1}(x)$ (cf. (1a)).

**Lemma 7.** Write the $\phi$ formal solutions ((1; §9), (1a; §9), (1b; §9)) [corresponding to a root of multiplicity $\phi$ of the characteristic equation (5; §8) associated with the difference equation (B1)] in the form (1), (1a). The formal series (1a) (with $j$ fixed) will satisfy a “mixed” difference system (B2) whose coefficients are given by series (5), (5a), (6), (6a), (7), (7a), (7b), (8a), all convergent in a neighborhood of $x = \infty$.

11. The corresponding system of integral equations. It is clear that whenever the characteristic equation $E_{1}(t) = 0$ (5; §8) possesses a root $t = \rho$, the numbers $\rho \pm 2\pi i \nu (\nu = 1, 2, \ldots)$ will also be roots. In particular, this equation has roots, on the axis of imaginaries, associated with the root $t = 0$. Regions $P$ and $S$ will be defined as follows.

Let $P$ denote the half $t$-plane $Rt \geq 0$, excluding small sectors each with vertex at $t = 0$ and containing the non-zero roots of $E_{1}(t) = 0$ in their interiors.

Let $S$ denote a strip $\varepsilon \leq t_{1} \leq a; t_{2} \geq 0 \quad (0 < \varepsilon < a; t = t_{1} + it_{2})$, not containing any of the roots of $E_{1}(t) = 0$.

In the sequel, whenever the integrals

$$\int_{0}^{\infty}, \quad \int_{0}^{t}$$

are said to be extended in $P$, it will be understood that the path of integration...
is along a ray $\angle t = \hat{t}$, extending from the origin and situated in $P$. On the other hand, when these integrals are said to be extended in $S$, the supposition will be that the path is from $t = 0$ along the positive axis of reals up to some point $t = t_1 (\epsilon \leq t_1 \leq a)$; from the latter point the path will be assumed to extend, in $S$, along the ray $Rt = t_1$.

The variable $x$ will be so restricted that

$$\lim_{t \to \infty} |e^{tx^2}| = 0 \quad \text{(every } \alpha > 0)$$

along the ray $\angle t = \hat{t}$, under consideration, of $P$; or along a line, $Rt = t_1$, extending in $S$. We then have formally

$$a(x) = \sum_{\nu=1}^{\infty} a_{\nu} x^{-\nu} = \int_{0}^{\infty} \hat{a}(t) e^{tx} dt \quad \text{(integration in } P \text{ or } S),$$

where

$$\hat{a}(t) = \sum_{\nu=1}^{\infty} \hat{a}_{\nu} t^{\nu-1}; \quad \hat{a}_{\nu} = \frac{(-1)^{\nu} a_{\nu}}{(\nu - 1)!}.$$ 

Unless stated explicitly integrations below are in $P$ or $S$.

The series (1a; §10) are formally representable as follows:

$$h^{j-1}_{\nu \omega} (x) = \int_{0}^{\infty} h^{j-1}_{\nu \omega} (t) e^{tx} dt,$$

where

$$h^{j-1}_{\nu \omega} (t) = \sum_{\nu=0}^{\infty} h^{j-1}_{\nu \omega; \nu} t^{\nu}; \quad h^{j-1}_{\nu \omega; \nu} = \frac{(-1)^{\nu+1}}{\nu!} h_{\nu \nu + \nu \omega}.$$ 

Consider now (3) as a transformation on the dependent variables to be applied to the difference system (B2) (Lemma 7). It is not practicable to establish convergence of the series (3a) by making use of the relations (25; §9). Instead use will be made of a system of integral equations.

We have formally

$$h^{j-1}_{\nu \omega} (x + k) = \int_{0}^{\infty} (h^{j-1}_{\nu \omega} (t)e^{kt}) e^{tx} dt$$

and, for $\lambda = 1, 2, \cdots$,

$$x^{-\lambda} h^{j-1}_{\nu \omega} (x + k) = - \int_{0}^{\infty} \left[ \int_{0}^{t} \frac{(\tau - t)^{\lambda-1}}{(\lambda - 1)!} e^{k\tau} h^{j-1}_{\nu \omega} (\tau) d\tau \right] e^{tx} dt.$$
provided

\[ e^{\int e^{kt} \frac{1}{kH} f^{-1}(t) dt} = 0 \]

\((k = 0, 1, \ldots, n; h = 0, \ldots, j - 1; w = 1, \ldots, p; H = 1, 2, \ldots).\)

By (2) and (2a) the second members (5a; §10) of (B2) are expressible in the form

\[ g^{h, w, i}(t) = \int_0^\infty \tilde{g}^{h, w, i}(t)e^{-\tau}d\tau, \]

\[ g^{h, w, i}(t) = \sum_{r=1}^\infty \tilde{g}^{h, w, i}_{r} \frac{(-1)^{r+1}}{(\nu - 1)!} \tilde{g}^{h, w, i}_{r}; \]

moreover, by (4) and (4a),

\[ g^{h, w}(x + k) = \sum_{r=1}^\infty t^{r-1} \frac{(-1)^{r+1}}{(\nu - 1)!} \tilde{g}^{h, w, i}(t). \]

On substituting (6) and (7) in (B2) it is found that the system (B2) is formally satisfied if

\[ \sum_{\beta=0}^{j-1} \sum_{t=1}^{p} \rho^{h, w}(t) \tilde{g}^{h, w, i}(t) \]

\[ = \sum_{\beta=0}^{j-1} \sum_{t=1}^{p} \int_0^t \rho^{h, w}(t, \tau) \tilde{g}^{h, w, i}(\tau)d\tau + \tilde{g}^{h, w, i}(t) \]

\( (h = 0, \ldots, j - 1; w = 1, \ldots, p; j = 1, \ldots, p). \)

In the system (8)

\[ \rho^{h, w}(t) = \sum_{k=0}^{n} \rho^{h, w}_{k, 0} e^{tk}, \]

\[ \rho^{h, w}(t, \tau) = \sum_{\lambda=1}^{n} \sum_{k=0}^{n} \rho^{h, w}_{k, \lambda} \frac{(\tau - t)^{\lambda-1}}{\lambda - 1)!} e^{kr}, \]

where the \( \rho^{h, w}_{k, \lambda} \) are given by the formulas (8), (8a), (9), (9a), (9b) of §10.

In view of the convergence of the series (2b; §10) and by virtue of (8a; §10) and of (6a) it follows that

* The formal steps will be finally justified.
\( (9) \quad |\varrho \alpha_{k, k ; \lambda}| - |\varrho \alpha_{k, k ; \lambda}| < R_{\lambda}^{\lambda} \quad (\lambda = 0, 1, \ldots). \)

Thus the coefficients of the system (8) are entire in the involved variables. The system (8) is formally satisfied by the series (3a).

As a consequence of (6, §10) and (6a, §10) we have

\( (10) \quad \varrho \beta_{t}^{k, w}(t) = \sum_{k=0}^{n} d_{n-k, w-t} e^{k t} = b^{w-k}(t) \quad (\zeta = 1, \ldots, w), \)

\( (10a) \quad \varrho \beta_{t}^{k, w}(t) = 0 \quad (\zeta > w), \quad \varrho \beta_{t}^{k, w}(t) = 0 \quad (\beta \geq 1; \zeta \leq w). \)

Accordingly the first member of (8) is replaced by

\( (11) \quad \sum_{t=1}^{w} b^{w-t}(t) \eta_{t}^{t-1}(t). \)

Since, by (4a, §8), not all the \( d_{n-k, 0} \) are zero it is noted that \( b^{0}(t) \neq 0. \)

It will be necessary to examine (8b) in greater detail. We have

\( (12) \quad \beta_{t}^{k, w}(t, \tau) = \sum_{r=0}^{\infty} \sum_{u=0}^{\infty} \beta_{t}^{k, u} \rho_{u}^{\rho} \tau^{u}, \)

where

\( (12a) \quad \beta_{t}^{k, u} = \sum_{r=0}^{\infty} \sum_{u=0}^{\infty} \rho_{t}^{k, u} C_{\rho}^{\rho} \cdot \frac{(-1)^{\rho} e^{u-\rho+1}}{(s-1)!(u-s+\rho+1)!}. \)

Hence by (7), (7a), (7b) of §10, on using the notation (13, §9), it follows that

\( (13) \quad \beta_{t}^{k, u} = \sum_{r=0}^{\infty} \sum_{u=0}^{\infty} \frac{C_{\rho}^{\rho} \cdot \frac{(-1)^{\rho} e^{u-\rho+1}}{(s-1)!(u-s+\rho+1)!}}{(s-1)!(u-s+\rho+1)!}, \)

and, for \( 1 \leq \zeta \leq w-1, \)

\( (13a) \quad \beta_{t}^{k, u} = \sum_{r=0}^{\infty} \sum_{u=0}^{\infty} \frac{C_{\rho}^{\rho} \cdot \frac{(-1)^{\rho} e^{u-\rho+1}}{(s-1)!(u-s+\rho+1)!}}{(s-1)!(u-s+\rho+1)!}, \)

while, for \( \zeta > w, \)

\( (13b) \quad \beta_{t}^{k, u} = \sum_{r=0}^{\infty} \sum_{u=0}^{\infty} \frac{C_{\rho}^{\rho} \cdot \frac{(-1)^{\rho} e^{u-\rho+1}}{(s-1)!(u-s+\rho+1)!}}{(s-1)!(u-s+\rho+1)!}. \)
Now the indices (cf. Definition of §9) of the $\delta_T$ displayed in (13), (13a) and (13b) are $u+p+1, u+p+1$ and $u+p$, respectively. This, by virtue of the fact that condition (ii) of Lemma 6 (§9) is satisfied, implies that

\[(14) \quad g^{h, w, i}(t) = 0 \quad (\rho + u \leq \phi - 2; \zeta \leq w),\]

\[(14a) \quad g^{h, w, i}(t) = 0 \quad (\rho + u \leq \phi - 1; \zeta > w).\]

As to the properties at infinity of the coefficients in the second members of (8), it is noted that by (6a) and (9)

\[(15) \quad | g^{h, w, i}(t) | < R'' e^{i|t|} \quad (\text{all } t);\]

moreover, by (8b) and (9),

\[(16) \quad | g^{h, w, i}(t, \tau) | < R'' | e^{n r} | e^{p|t-\tau|} \quad (\text{all } t),\]

provided $Rt \geq 0$ and $R''$ is sufficiently great.

It is observed that the functions (10) are representable by the series

$$b^{w-t}(t) = \sum_{i=0}^{\infty} \delta_{w-t}^i \frac{t^i}{i!}$$

where, by Lemma 6, $\delta_{w-t}^i = 0$ ($\zeta = 1, \ldots, w; i = 0, \ldots, \phi - 1$). Thus

\[(17) \quad b^{w-t}(t) = t^\phi d^{w-t}(t) \quad (\zeta = 1, \ldots, w),\]

the $d^{w-t}(t)$ being entire in $t$. Furthermore, since $\delta_{\phi} \neq 0$, the function

\[(17a) \quad \frac{t^\phi}{b^\phi(t)} = \frac{t^\phi}{E_1(t)} = d(t) \quad [\text{cf. (5; §8); } d(0) \neq 0]$$

is meromorphic and, at $t = 0$, it is analytic.† The poles of $d(t)$ are given by the totality of the non-zero roots of the characteristic equation $E_1(t) = 0$.

On noting that by (4a; §8) $d_{m,0} \neq 0$ ($0 \leq m$) it is concluded that, for $t$ in $P$ and for $t$ in $S$,

\[(18) \quad | d(t) | < d \quad | e^{-(n-m)t^\phi} |.\]

On the other hand, in view of (10) and (17),

\[(18a) \quad | d^{w-t}(t) | < d \quad | e^{nt^\phi} | \quad (Rt \geq 0).\]

Substituting (10) and (10a) in the left members of (8), we bring the system (8) to the form

\[(B_8) \quad t^* h^{j-1}(t) = \sum_{h=0}^{\infty} \sum_{\tau=1}^{h} \int_{0}^{t} g^{h, w, i}(t, \tau) \ h^{j-1}(\tau) d\tau + g^{h, w, i}(t)\]

\[(h = 0, \ldots, j - 1; w = 1, \ldots, \phi),\]

† With the number $a$, used in the definition of $s$, sufficiently small $d(t)$ is analytic for $|t| \leq a$.  
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where

\[ \begin{align*}
\beta C^\wedge_{\pi, R}^h(t, \tau) &= \beta C^\wedge_{\pi, R}^h(t, \tau) - \beta C^\wedge_{\pi, R}^h(t, \tau), \\
\beta C^\wedge_{\pi, R}^h(t, \tau) &= \beta C^\wedge_{\pi, R}^h(t, \tau) - \beta C^\wedge_{\pi, R}^h(t, \tau) E^\wedge_{\pi, R}^h(t, \tau), \\
\beta C^\wedge_{\pi, R}^h(t, \tau) &= \beta C^\wedge_{\pi, R}^h(t, \tau) - \beta C^\wedge_{\pi, R}^h(t, \tau) E^\wedge_{\pi, R}^h(t, \tau).
\end{align*} \]

The steps to be used in this connection are precisely those employed in establishing equivalence of the system \((A_3; \S 5)\) to \((7; \S 5)\).

In view of the established properties of the coefficients of the system \((8)\) it follows, by successive applications of the relations \((19), (19a)\), that

\[ \begin{align*}
\beta C^\wedge_{\pi, R}^h(t, \tau) &= \sum_{s=0}^{\infty} \sum_{q=0}^{\infty} \beta C^\wedge_{\pi, R}^h(t, \tau), \\
\beta C^\wedge_{\pi, R}^h(t, \tau) &= \sum_{s=0}^{\infty} \beta C^\wedge_{\pi, R}^h(t, \tau).
\end{align*} \]

the involved series being convergent for \(|t| < \rho'\). Moreover, the coefficients of \((B_3)\) are meromorphic functions (in \(t\)), whose \(t\)-poles are at the non-zero roots of \(E_1(t) = 0\). The functions \((20)\) are entire in \(\tau\).

As a consequence of \((14), (14a)\) and since \(d(t)\) and the \(d^{\pi-i}(t)\) are analytic at \(t = 0\), it follows from \((19)\) and \((19a)\) that

\[ \begin{align*}
\beta C^\wedge_{\pi, R}^h(t, \tau) &= 0 \{\rho + u \leq \phi - 2 \quad (\xi \leq w), \\
\beta C^\wedge_{\pi, R}^h(t, \tau) &= 0 \{\rho + u \leq \phi - 1 \quad (\xi > w).
\end{align*} \]

It will be demonstrated that, for \(t\) in \(P\) and \(S\), and for \(R_0\) sufficiently great,

\[ \begin{align*}
\beta C^\wedge_{\pi, R}^h(t, \tau) &= R_0 |t|^{\phi} |e^{\eta(t-\tau)}| e^{\rho|t-\tau|}, \\
\beta C^\wedge_{\pi, R}^h(t, \tau) &= R_0 |t|^{\phi} |e^{\eta(t-\tau)}| e^{\rho|t-\tau|}.
\end{align*} \]

\((\beta = 0, 1, \ldots, j-\kappa-1; \xi = 1, \ldots, \rho; \kappa = 0, \ldots, j-1; w = 1, \ldots, \rho; R_0 \geq 0).\)

In fact, by \((18)\) and \((16)\),

\[ \begin{align*}
\beta C^\wedge_{\pi, R}^h(t, \tau) &= |d(t)| \beta C^\wedge_{\pi, R}^h(t, \tau) < dR'' |t|^{\phi} |e^{\eta(t-\tau)}| e^{\rho|t-\tau|}, \\
\beta C^\wedge_{\pi, R}^h(t, \tau) &= |d(t)| \beta C^\wedge_{\pi, R}^h(t, \tau) < dR'' |t|^{\phi} |e^{\eta(t-\tau)}| e^{\rho|t-\tau|}.
\end{align*} \]

and, by \((18)\) and \((15)\),

\[ \begin{align*}
\beta C^\wedge_{\pi, R}^h(t, \tau) &= |d(t)| \beta C^\wedge_{\pi, R}^h(t, \tau) < dR'' |t|^{\phi} |e^{\eta(t-\tau)}| e^{\rho|t-\tau|}.
\end{align*} \]

Thus, provided \(R_0\) is taken \(\geq dR''\), inequalities \((22)\) and \((22a)\) are seen to be

\(\dagger\) \(\rho'\) is the least absolute value of the non-zero roots of the characteristic equation \(E_i(\rho) = 0\).
true for \( w = 1 \). Suppose that, for some \( R_1 \), for \( t \) in \( P \) and for \( Rr \geq 0 \),

\[
\left( \begin{array}{c}
| f^{h,w}(t, \tau)| < R_1 | t | \phi e^{n(1-\tau)} e^{\rho |t|} \\
| g^{h,w,i}(t)| < R_1 | t | \phi e^{nt} e^{\rho |t|} e^{\phi t}
\end{array} \right) \quad (\sigma = 1, \ldots, w - 1; 2 \leq w \leq \varphi).
\]

By (24), (24a), (18), (18a), (16), (15) from (19) and (19a) we then would have

\[
|r C(t) \begin{array}{c}
\left| f^{h,w}(t, \tau)| \leq | t | \phi e^{n(1-\tau)} e^{\rho |t|} R_w(t), \\
| g^{h,w,i}(t)| \leq | t | \phi e^{nt} e^{\rho |t|} e^{\phi t} R_w(t)
\end{array}
\]

where, for \( Rr \geq 0 \),

\[
R_w(t) = d(pdR_1 + R'' | e^{-(w-1)mt} |) \leq d(pdR_1 + R'').
\]

On noting that \( w \) may assume only a finite number of values it is concluded that there exists a sufficiently great \( R_0 \) so that the inequalities (22) and (22a) all hold for \( w = 1, 2, \ldots, \varphi \).

Thus, the following Lemma has been proved.

**Lemma 8.** The formal series \( \tilde{h}^{h,w t-1}(t) \) (3a), associated with the series (1; §9) by means of (1a; §9), satisfy a certain integral system (B3). The coefficients of this system are defined by convergent series (20), (20a); they are functions meromorphic in \( t \), whose only finite \( t \)-singularities are poles at the non-zero roots of the characteristic equation \( E_0(t) = 0 \) (cf. (5; §8)). The \( f^{h,w}(t, \tau) \) are entire in \( t \). Essential properties of these coefficients at \( (t = 0, \tau = 0) \) are given by (21). On the other hand, for \( t \) in \( P \) and for \( t \) in \( S \) (cf. definitions at the beginning of this section), the coefficients of (B3) satisfy inequalities (22) and (22a).

12. The Main Theorem for difference equations. The series \( \tilde{h}^{h,w t-1}(t) \) (3a; §11), referred to in Lemma 8 (§11), are formal solutions of a system of integral equations for which all the conditions of Lemma 4 (§7) are satisfied. Accordingly, by virtue of the latter lemma, the \( \tilde{h}^{h,w t-1}(t) \) converge in some vicinity of \( t = 0 \), thus representing solutions, analytic at \( t = 0 \), of the system (B3; §11). Such a system (B3) exists for every \( j(j = 1, \ldots, \varphi) \).

The following lemma will be now demonstrated.

**Lemma 9.** Suppose that a system of integral equations (B3; §11) is given which satisfies the conditions of Lemma 8. The elements \( \tilde{h}^{h,w t-1}(t) \) \( (h = 0, \ldots, j-1; w = 1, \ldots, \varphi) \), associated with any particular set of solutions of (B3) (they are analytic at \( t = 0 \)), have analytic continuations in the regions \( P \) and \( S \)
(cf. definitions at the beginning of §11),* for which the following inequalities hold.

Along every line $Rt = t$ in $S$, for $C$ and $q$ sufficiently great and independent of the position of the line, we have

$$|a_n^{j-1}(t)| < Ce^{q|t|}$$

(1) \hspace{1cm} (h = 0, \ldots, j - 1; w = 1, \ldots, p).

When $m$ of (4a; §8) is zero, then, along every ray $\angle t = \bar{t}$ in $P$,

$$|a_n^{j-1}(t)| < Ce^{q|t|}$$

(1a) \hspace{1cm} (h = 0, \ldots, j - 1; w = 1, \ldots, p).

Consider a particular set of solutions of (B3) and choose $C$ so that

$$|a_n^{j-1}(t)| < C$$

(2) \hspace{1cm} (h = 0, \ldots, j - 1; w = 1, \ldots, p),

and so that, for every $q \geq 0$, we have

$$|a_n^{j-1}(t)| < Ce^{q|t|}$$

(3) \hspace{1cm} (h = 0, \ldots, j - 1; w = 1, \ldots, p),

when $t$ is in $S$ and $It \leq \rho^0$ ($\rho^0$ some positive number) and also when $|t| \leq a$. Suppose now that the part of the Lemma referring to the region $S$ is not true. There exists then a number $\rho' > \rho^0$ such that the following holds. For $It < \rho'$, along every line $Rt = t_1$, in $S$,

$$|a_n^{j-1}(t)| < Ce^{q|t|}$$

(4) \hspace{1cm} (h = 0, \ldots, j - 1; w = 1, \ldots, p);

on the other hand, for some $h = h'$, $w = w'$ and for some line $Rt = t_1'$ in $S$,

$$|a_n^{j-1}(t)| = Ce^{q|t|}$$

(4a) \hspace{1cm} (t = t' = t_1' + ip').

Consider now an integral of the second member of (B3). Write

$$\int_0^t = \int_0^{h'} + \int_{t_1'}^{t'+ip'}.$$

It is observed that, for all involved $\beta, \xi, h, w$,

$$| \beta^{h,w}(t, \tau)| < s_1$$

(6) \hspace{1cm} (|t|, |\tau| \leq a);\hspace{1cm}$$

moreover, for $Rt \leq a$,

$$|e^{\omega mt}| \leq e^{p \omega a}.$$ 

(6a)

By (6) and (3)

$$\int_0^{h'} < as_1C,$$
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and, by (22; §11), (6a) and (4)

\[
(7a) \quad \left| \int_{t_{1}'}^{t_{2}'} e^{\Omega} R_0 C_{e_{p}\alpha\sigma} \right| \leq e^{\Omega} R_0 C_{e_{p}\alpha\sigma} \left| t_{2}' - t_{1}' \right| + \int_{0}^{t_{2}'} e^{-(\tau - \tau')_{p}} d\sigma.
\]

From (7a), in view of (6b; §7) we further have

\[
(8) \quad \left| \int_{t_{1}'}^{t_{2}'} \right| < e^{\Omega} R_0 C_{e_{p}\alpha\sigma} \left| t_{2}' - t_{1}' \right| + \frac{1}{q - \rho},
\]

provided \( q > \rho \). Furthermore, it is noted that

\[
(9) \quad \left| t_{2}' \right| < \tilde{\alpha} \rho' \quad \left( \tilde{\alpha} = \frac{1}{\rho} \left[ a^{2} + (\rho')^{2} \right]^{1/2} \right)
\]

where \( \tilde{\alpha} \) is independent of \( t' = t_{1}' + i\rho' \), provided \( t' \) is in \( S \) and \( \rho' > \rho_0 \). By (6a) and (9) from (22a) it follows that, for all involved \( h, w, j, \)

\[
(10) \quad \left| \hat{g}_{h,w,i}(t') \right| < R_0 e^{p\alpha\sigma} e^{p\alpha\rho'} \left| t_{2}' \right| \hat{\phi}.
\]

Thus, in view of (7), (8), (5) and (10) on making use of (4a) and of (B3), we would have

\[
\left| t_{1}' \right| e^{\Omega} \hat{\phi} < C_{\phi} \hat{\phi}_{i} + CR_0 \hat{\phi} e^{p\alpha\sigma} e^{p\alpha\rho'} \left| t_{2}' \right| \hat{\phi} + R_0 e^{p\alpha\sigma} e^{p\alpha\rho'} \left| t_{2}' \right| \hat{\phi}.
\]

Since \( \rho' > \rho_0 \), this inequality would imply that

\[
(11) \quad 1 < \frac{\phi \hat{\phi}_{i}}{(\rho_0)^{\phi}} + \frac{R_0 e^{p\alpha\sigma}}{q - \rho} + \frac{R_0}{C} e^{p\alpha\sigma} e^{-(\hat{\phi})_{\rho}} = f(q).
\]

Now, \( f(q) \) approaches zero as \( q \rightarrow \infty \). Hence for \( q \) sufficiently great, so that \( 1 \geq f(q) \), there arises a contradiction. Accordingly, the part of the Lemma relating to the strip \( S \) has been demonstrated.

It remains to examine the case when \( m = 0 \). We again consider a particular set of solutions of (B3) and we take \( C \) so that (2) holds. Then, for some positive \( \rho_0 \) and for every \( q \geq 0 \),

\[
(12) \quad \left| h_{\gamma_{w}^{1-1}}(t) \right| < C e^{q|t|} \quad (h = 0, \cdots, j - 1; w = 1, \cdots, \rho)
\]

when \( |t| \leq \rho_0 \). Assume that the part of the Lemma concerning the region \( P \) does not hold. Then there will exist a number \( \rho' > \rho_0 \), such that the following will be true. For \( |t| < \rho' \), along every ray \( \iota(= \angle t) \) in \( P \),

\[
(13) \quad \left| h_{\gamma_{w}^{1-1}}(t) \right| < C e^{q|t|} \quad (h = 0, \cdots, j - 1; w = 1, \cdots, \rho).
\]

On the other hand, for some \( h = h' \), \( w = w' \), and for some ray \( \angle t = \iota' \), in \( P \),
From (B3), by virtue of (13), (13a), (22; §11) and (22a; §11), it would follow that

$$| \hat{a}^{j-1} = C \text{e}^{q \tau} \left( \tau = \tau' = r' e^{i \gamma} \right)$$

(13a)

Here $t = t'$ and integration is along the ray $\angle t = t'$. In view of (6b; §7) and since $r' > r^0$, (14) implies that

$$1 \leq \frac{R_0 \phi}{q - \rho} + \frac{R_0}{C} \text{e}^{-(q - \rho) \rho} = g(q).$$

(15)

On noting that $g(q) \to 0$, as $q \to \infty$, again a contradiction is seen to arise, when $q$ is taken sufficiently great so that $1 \geq g(q)$. Thus, the Lemma has been demonstrated completely.

Consider some line $Rt = t_1$ in $S$. The formal series (1a; §10) give rise to analytic functions (3; §11)

$$\hat{a}^{j-1} = \int_{0}^{\infty} \hat{a}^{j-1} e^{t \text{e}^{iz}} dt \quad (h = 0, \ldots, j - 1; w = 1, \ldots, p),$$

(16)

where the integration is extended in $S$ (cf. beginning of §11) and the $\hat{a}^{j-1}(t)$ are functions of a set referred to in Lemma 9. In fact, let $H$ denote an $x$-half plane for which

$$R(i x) = | x | \cos \left( \frac{\pi}{2} + \bar{x} \right) < - q' < 0 \quad (x = \angle x; q' > q).$$

(17)

For $x$ in $H$, in consequence of (1), the integrals (16) are seen to be absolutely convergent, when the path of integration is extended in $S$.

Similarly, when $m$ of (4a; §8) is zero and integration in (16) is along a ray $\angle t = \bar{t}$ in $P$, the integrals (16) are observed to be absolutely convergent in a half plane $H(\bar{t})$ (cf. (9; §7)); this fact is a consequence of (1a).

It is also noted that when $x$ is in $H$ condition (1; §11) is necessarily satisfied. On the other hand, for $x$ in $H(\bar{t})$ (ray $\bar{t}$ in $P$), this condition will also be satisfied, by virtue of (9; §7).

When $m = 0$ the condition (5; §11) is satisfied along any ray $\angle t = \bar{t}$, in $P$, provided $x$ is in $H[\bar{t}]$ and $q'$ of (9; §7) is sufficiently great. It remains to consider the case when $m$ is not necessarily zero. The function $f(t, x)$, within the brackets of (5; §11), vanishes for $t = 0$. We have to show that
\[ \lim_{t \to \infty} f(t, x) = 0 \quad (x \text{ in } H); \]

here \( t \to \infty \) along any line \( Rt=t_1 \), in \( S \). On writing

\[ f(t, x) = f_1(t, x) + f_2(t, x), \]

\[ f_1(t, x) = e^{\epsilon t} \int_0^t e^{kt} \eta^{i-1}(t) dt \quad (H), \]

\[ f_2(t, x) = e^{\epsilon t} \int_{t_1}^t e^{kt} \eta^{i-1}(t) dt \quad (H), \]

we note that, in view of (17), \( \lim f_1(t, x) = 0 \). As to the function \( f_2(t, x) \), it is found without difficulty that, by virtue of (1) and (17),* its limit along the line \( Rt=t_1 \) is also zero. Thus, (5; §11) holds in \( S \).

Accordingly, all those developments which originally were of a formal character are now seen to be justified.

Application of fundamental theorems of Nörlund, referred to in §7, is possible. In fact, with the integration extended in \( S \), an integral (16) may be expressed as

\begin{equation}
\eta^{i-1}(x) = \eta^{i-1}(x) + \eta^{i-1}(x) e^{\epsilon t_1}
\end{equation}

where

\begin{equation}
\eta^{i-1}(x) = \int_0^{t_1} e^{\epsilon t} \eta^{i-1}(t) dt
\end{equation}

\([0 < \epsilon \leq t_1 \leq a; \epsilon \text{ a constant used in the definition of } S\] and

\begin{equation}
\eta^{i-1}(x) = \int_{t_1}^{t_1+\infty} e^{(t-t_1) x} \eta^{i-1}(t) dt.
\end{equation}

The function (18a) is entire. On the other hand, in view of Nörlund’s results and in view of the properties established, in \( S \), for the \( \eta^{i-1}(t) \), the \( \eta^{i-1}(x) \) are seen to be expressible by series

\begin{equation}
\eta^{i-1}(x) = \sum_{n=0}^{\infty} \frac{\eta^{i-1}(t_1)}{x(x + i\gamma)(x + 2i\gamma) \cdots (x + s\epsilon \gamma)}
\end{equation}

\((\gamma > 0, \text{sufficiently great}),

convergent in a plane \( H \) (cf. (17)); that is, convergent for

\begin{equation}
Ix > H > 0 \quad (H \text{ sufficiently great}).
\end{equation}

* And also because along the line \( Rt=t_1 \), in \( S \), \( L \to \pi/2 \).
When \( m \) of (4a; \( §8 \)) is zero (that is, when the solutions under considerations are associated with the \( \mu \)-group (cf. \( §8 \)) whose \( \mu \)'s are greatest) consideration of integrals (16) (with integrations along a ray in \( P \)) leads to convergent factorial series developments analogous to those obtained in \( §7 \).

Thus, we have found a set of analytic solutions \( v_{\eta w^{-1}}(x)(h=0, \ldots, j-1; w=1, \ldots, p) \) of the "mixed" difference system (B_2) (\( §10 \)). Such results are established for \( j=1, \ldots, \phi \). Now the \( \phi \) formal solutions, under consideration, of (B_1) (\( §8 \)) are given by (1; \( §10 \)). In view of the established "summability" of the \( v_{\eta w^{-1}}(x) \), the relations (1; \( §10 \)) yield analytic expressions of a set of \( \phi \) linearly independent solutions of (B_1). Consequently, we may formulate as follows the Main Theorem for difference equations.

**Theorem II.** Let a difference equation (B) (\( §1 \)) be given. Suppose that corresponding to a root \( \rho_1 \) of multiplicity \( \phi \), of one of the associated characteristic equations (there is one such equation for each \( \mu \)-group; cf. \( §8 \)) there exists a linearly independent set of \( \phi \) formal series solutions, all of normal type (\( §8 \)) and all forming one logarithmic group. Bring (B) to the corresponding form (B_1) (\( §8 \)) and let \( E_1(\rho)=0 \) (5; \( §8 \)) be the characteristic equation, just referred to, of (B_1). For every \( t_1 \), such that \( \epsilon \leq t_1 \leq a \) (\( 0<\epsilon<a; \) a sufficiently small), the following is true.

\[
y_j(x) = e^{Q(x)} x \sum_{h=0}^{j-1} \log x \left[ h_{\eta 0}^j + \sum_{w=1}^{p} x^{(p-w)/p} (h_{\eta w}^j)(x) + h_{\eta w}^j(x)e^{zt_1} \right]
\]

(\( j=1, \ldots, \phi; Q(x) \) a polynomial in \( x^{1/p} \)),

where the \( h_{\eta w}^j \) are entire functions of the type (18a), while the \( h_{\eta w}^j \) are factorial series of the form (19), convergent for \( \|x\|>H>0 \) (\( H \) sufficiently great). The functions

\[
h_{\eta w}^j(x) + h_{\eta w}^j(x)e^{zt_1}
\]

are expressible by convergent Laplace integrals of the form (16). There exist corresponding developments for a half plane \( \|x\|<-H_1<0 \).

When the solutions, under consideration, correspond to the \( \mu \)-group whose \( \mu \)'s are the greatest, the following will hold for every \( i(-\pi/2<i<\pi/2) \), not coincident with a value of an angle of a non-zero root of \( E_1(\rho)=0 \).*

(B_1) possesses a set of \( \phi \) linearly independent analytic solutions of the form (11; \( §7 \)), where \( Q(x) \) contains no powers of \( x \) higher than the first. Similar developments exist for \( \pi/2<i<3\pi/2 \).

* It is supposed that \( \rho_1=0 \); this entails no loss of generality.
In so far as the corresponding solutions of (B) are concerned, we need only to adjoin a suitable factor exp \((\mu x \log x)\) to the expressions given in the above theorem.

The theorem is not capable of extension in the sense that even normal formal solutions of (B) do not in all cases lead to convergent factorial series developments, if corresponding to the multiple root, in question, there is more than one logarithmic group. This point will be demonstrated by means of the following example.

Let \(L(y) = 0\) be an equation (B_1) (§8) of third order, with \(p = 1\) and with all the \(\mu_i\) (§8) zero. We shall take

\[
\begin{align*}
  d_{0,0} &= 1, \quad d_{1,0} = -3, \quad d_{2,0} = 3, \quad d_{3,0} = -1, \\
  d_{0,1} &= d_{2,1} = 0, \quad d_{1,1} = 1, \quad d_{3,1} = -1 \\

d_{3-k,s} &= 0 \quad (k = 0, 1, 2, 3; s = 2, 3, \ldots),
\end{align*}
\]

except that \(d_{3,3} = b < 0\). This equation has a single characteristic equation with a triple root \(p = 0\). By direct substitution it can be verified that \(L(y)\) is satisfied by a formal normal solution*

\[
y(x) = \eta_0(x) = 1 + \eta_1(x),
\]

(23)

\[
\eta_1(x) = \sum_{\lambda=0}^{\infty} \eta_{\lambda+1} x^{-(\lambda+1)}.
\]

It can be shown that the number of logarithmic groups is greater than one.

Corresponding to (B_2) (§10) we have

\[
T_{0,1}^0 = \sum_{k=0}^{3} \eta_{0,1} o_{a_{1,k}}(x) \eta_1(x + k) = \eta_{0,1,1}(x),
\]

(24)

where

\[
\begin{align*}
  o_{a_{1,k}}(x) &= \sum_{s=0}^{\infty} o_{a_{1,k:s}} x^{-s}, \quad o_{a_{1,k:s}} = d_{3-k,s}, \\
  g_{0,1,1}^{0,1}(x) &= -\sum_{s=1}^{\infty} g_s x^{-s};
\end{align*}
\]

(24b)

here

\[
\begin{align*}
  g_{0,1,1}^{0,1} &= 0 \quad (s \neq 3), \quad g_s^{0,1,1} = b.
\end{align*}
\]

* Use is made of a notation conforming with that employed in §§8, 9, 10, 11, 12.
Let $\angle t = i$ be any ray, extending from $t = 0$ and not coincident with either half of the axis of $t$-imaginaries. Let integrations be along such a ray. Corresponding to (3; §11) we write, formally,

$$ (25) \quad \varphi \eta_1(t) = \int_0^\infty \varphi \eta_1(t) e^{it} dt \quad (R(e^{it}) < - q' < 0), $$

where $q'$ is sufficiently great and

$$ (25a) \quad \varphi \eta_1(t) = \sum_{r=0}^{\infty} \eta_r t^r $$

If it were demonstrated that (25a) diverges, impossibility of representing $y(x)$ in terms of a convergent factorial series would have been established. This follows by a reasoning analogous to that employed for a similar purpose at the end of §7.

Use of the difference equation appears to be impracticable in proving divergence of the series (25). However, a certain integral equation will serve this purpose. Substitution of (25) in (24) (compare with (8; §11)) leads to the equation

$$ (26) \quad (e^t - 1)^3 \varphi \eta_1(t) = \int_0^t \left( e^{2\tau} - 1 + \frac{b}{2} (\tau - t)^2 \right) \varphi \eta_1(\tau) d\tau + \frac{b}{2} t^2 $$

which yields the following relations for the coefficients of the series (25a):

$$ (27) \quad \frac{1}{r} \eta_{r-2} = \sum_{H=0}^{r-3} f_H(r) \eta_H \quad (r \geq 3), \quad \eta_0 = - \frac{b}{2}, $$

where

$$ (27a) \quad f_{r-3}(r) = \frac{5}{6} - \frac{2}{r} - \frac{b}{r(r - 1)(r - 2)}, $$

$$ f_H(r) = \frac{1}{(r - H)!} \delta_{0}^{r-H} - \frac{1}{(r - H - 1)!} \frac{2^{r-H-1}}{r!} (0 \leq H \leq r - 4). $$

Since $b < 0$, $f_{r-3}(r) > 0 \ (r \geq 3)$. We have $\delta_{0}^{r-H} = 3^{r-H} - 3(2^{r-H}) + 3$. Thus, for $0 \leq H \leq r - 4$,

$$ (27b) \quad f_H(r) = \frac{3^{r-H-1}}{(r - H)!} \left( f_H(r) - f_H(r') \right) $$

where
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Accordingly, from (27b) it follows that, for $0 \leq H \leq r - 4$,

$$f_H(r) = \frac{3 - H}{(r - H)!} \zeta_H(r), \quad \zeta_H(r) > \frac{25}{27}. $$

With the coefficients $f_H(r)$ in the second members of (27) all positive, it is seen that the $\eta_r$ of (25a) are uniquely determined, positive numbers. Hence relations (27) would imply that

$$(28) \quad \frac{\eta_{r-2}}{r} > f_{r-3}(r) \eta_{r-3} \quad (r \geq 4). $$

Now, by (27a), $rf_{r-3}(r) \to \infty$ as $r \to \infty$. Consequently, inequalities (28) lead to the conclusion that the series (25a) diverges for all $t(\neq 0)$. Thus, the normal formal solution of the example under consideration cannot be represented in terms of a convergent factorial series.
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