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I. Introduction

A recent contribution to potential theory is characterized by the names of Lebesgue, Wiener, Kellogg, Vasilesco and Bouligand. Central features of this contribution are the notions of capacity and of regular boundary point, which are related to each other by Kellogg's hypothetical lemma.† A recent memoir by de la Vallée Poussin reinterprets these theories in the light of potentials of positive mass and the Poincaré sweeping out process.‡ In the present memoir, the author's aim is to push on the development of these central problems of mass distribution, regularity, capacity, and approximation, and to answer definitely some of the questions which have become important. Fortunately there is already at hand, in the analysis of the general integral or linear functional of Radon, Daniell, and F. Riesz, the precise mathematical tool which is necessary.§

1. Integrals and potentials. Let $F$ be a closed bounded point set, $T$ the infinite domain lying in the complement of $F$, whose boundary $t$ consists entirely of points of $F$. We consider an arbitrary distribution of positive mass $f(e)$ on $F$, finite in total amount.|| The potential of this mass, at a point $M$, is given by the generalized Stieltjes integral

$$U(M) = \int \frac{1}{MP} \, df(e_P)$$

---

* Preliminary reports presented to the Society at the meetings of December 29, 1932, October 28, 1933, and December 27, 1933; received by the editors June 25, 1934. The material except §22, Part II, has been delivered as a course of lectures at the Rice Institute in the Spring and Fall of 1933.


|| That is, $f(e)$ is an additive, bounded, not negative function of Borel measurable point sets $e$, such that $f(e \cdot CF) = 0$, $CF$ being the complement of $F$. 
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extended over the whole of space; when necessary we denote this entire space by \( W \), so that \( W - F \), \( W - t \), etc. have meaning.

Let \( s \) be a closed bounded set which is the boundary of a domain \( \Sigma \); as a whole or in part \( s \) may be the boundary also of other domains \( B_1, B_2, \cdots \), which thus constitute in their totality an open set \( B \). The set \( s + B \) is a closed set \( G \) which may or may not have points in common with \( F \).

It is of frequent application that if \( f(e) \) is a distribution of positive mass on \( F \), bounded in total amount, the same is true of the function

\[
f'(e) = f(e \cdot E)
\]

where \( E \) is any fixed set, measurable Borel. Also if \( f'(e), f''(e) \) are two such functions, with \( f(e) = f'(e) + f''(e) \), and \( \phi(P) \) a continuous point function,

\[
\int_W \phi(P) df(e) = \int_W \phi(P) df'_1(e) + \int_W \phi(P) df''(e).
\]

The same equation remains valid for the generalized integral, \( \phi(P) \) not being continuous, as far as the integrals exist.

Let now \( f_1(e), f_2(e), \cdots \) form a denumerable sequence of such functions chosen so that \( f_1(F) + f_2(F) + \cdots \) is convergent. The functions

\[
f^n(e) = f_1(e) + f_2(e) + \cdots + f_n(e), \quad f(e) = f_1(e) + f_2(e) + \cdots,
\]

\[
r^n(e) = f_{n+1}(e) + f_{n+2}(e) + \cdots
\]

are distributions of positive mass on \( F \), finite in total amount, and if \( \phi(P) \) is continuous,

\[
(1) \quad \int_W \phi(P) df(e) = \lim_{n \to \infty} \int_W \phi(P) df^n(e).
\]

In fact,

\[
\int_W \phi(P) df(e) = \int_W \phi(P) df^n(e) + \int_W \phi(P) dr^n(e),
\]

and, as in (3), below,

\[
\left| \int_W \phi(P) dr^n(e) \right| \leq r^n(F) \text{ (u.b. on } F \text{ of } | \phi(P) |).
\]

We introduce the function

\[
h^N(M, P) = 1/(MP), \quad MP \geq 1/N,
\]

\[
= N, \quad MP < 1/N.
\]
This is a continuous function of $P$ to which (1) applies. Hence, for all $N$,
\[ \int_{W} h^{N}(M, P)df(e_P) = \lim_{n \to \infty} \int_{W} h^{N}(M, P)df^{n}(e_P) \leq \lim \inf_{n \to \infty} \int_{W} \frac{1}{MP} df^{n}(e_P), \]
and
\[ \int_{W} \frac{1}{MP} df(e_P) \leq \lim \inf_{n \to \infty} \int_{W} \frac{1}{MP} df^{n}(e_P), \]
admitting $+\infty$ as a possible value of the integral. Also
\[ \int_{W} h^{N}(M, P)df(e_P) \geq \int_{W} h^{N}(M, P)df^{n}(e_P) \]
and
\[ \int_{W} \frac{1}{MP} df(e_P) \geq \int_{W} \frac{1}{MP} df^{n}(e_P) \]
for every $n$. Hence
\[ \int_{W} \frac{1}{MP} df(e_P) \geq \lim \sup_{n \to \infty} \int_{W} \frac{1}{MP} df^{n}(e_P). \]
From the two inequalities we deduce
\[ (2) \int_{W} \frac{1}{MP} df(e_P) = \lim_{n \to \infty} \int_{W} \frac{1}{MP} df^{n}(e_P), \]
which is an identity in the potential functions of the various masses.

Let $E$ be a set measurable Borel. If $\phi(P)$ is bounded and continuous in $W$ and $|\phi(P)| \leq N$ on $E$, we have
\[ (3) \int_{W} \phi(P)df(E \cdot e_P) \leq Nf(E), \]
and if $\phi_1(P)$ and $\phi_2(P)$ are bounded and continuous in $W$ and identical on $E$, then
\[ (4) \int_{W} \phi_1(P)df(E \cdot e_P) = \int_{W} \phi_2(P)df(E \cdot e_P). \]
So much is seen, for (3), by taking the Stieltjes integral as the limit of a Riemann sum on a net; and (4) is an immediate consequence of (3).

But further, if the set $E$ is merely measurable Borel, and $\phi, \phi_1, \phi_2$ are merely measurable Borel in $W$, then (3) is valid if $|\phi(P)| \leq N$ on $E$, and (4) if $\phi_1(P) = \phi_2(P)$ on $E$, provided the integrals are convergent.

In fact, if we define the class $T_0$, of Daniell, as the class of functions $\phi(P)$ on $E$ which can be extended so as to be bounded and continuous in $W$,
and take the range of the variable $P$ as the set $E$, the integral defined by the equation

$$I = \int_E \phi(P) df(e) = \int_W \phi(P) df(E \cdot e_P)$$

is uniquely determined by the values of $\phi(P)$ on $E$, satisfies the postulates (C), (A), (L), (P) of Daniell,* and is therefore a general $I$-integral on $E$. It is merely the postulate (L) which requires attention:

(L) If $\phi_1(P) \geq \phi_2(P) \geq \cdots$ on $E$ and $\lim (n = \infty) \phi_n(P) = 0$ for all $P$ in $E$, then $\lim (n = \infty) I(\phi_n) = 0$.

If $E$ is closed, the $\phi_n(P)$ approaches 0 uniformly on $E$, and (3), for continuous functions, yields the conclusion (L). If $E$ is not closed, and $\phi_1(P) \leq N_1$ on $E$, the lesser, nevertheless, of the two values $\phi_1(P)$, $N_1$ forms a continuous function $\psi(P)$ on $W$. Moreover $I(\psi) = I(\phi_1)$ by (4). Hence without loss of generality we may suppose $\phi_n(P) \leq N_1$ in $W$. Now, given $\epsilon > 0$, $E$ contains a closed set $E_1$, such that $f(E) - f(E_1) < \epsilon/N_1$; moreover $f(\epsilon \cdot [E - E_1])$ is a positive distribution of mass. We have

$$I(\phi_n) - I_1(\phi_n) = \int \phi_n(P) df(E \cdot e_P) - \int \phi_n(P) df(E_1 \cdot e_P)$$

$$= \int \phi_n(P) df([E - E_1] \cdot e_P) < N_1 \epsilon/N_1 = \epsilon.$$

But $\lim I_1(\phi_n) = 0$; whence $\lim I(\phi_n) \leq \epsilon$. Consequently also $\lim I(\phi_n) = 0$.

Let $\Gamma$ be a spherical region of radius $\rho$ and center $Q$, and denote by $U_{\Gamma_{\rho}}(Q)$ the contribution to the potential at $Q$ due to the mass on $\Gamma$. We note, with de la Vallée Poussin, that if $U(Q)$ is finite,

$$\lim_{\rho \to 0} U_{\Gamma_{\rho}}(Q) = 0.$$

In fact, given $\epsilon > 0$, we can choose $N$ so that

$$U^{(N)}(Q) = \int_W h^N(Q, P) df(e_P) > U(Q) - \epsilon/2.$$

* Daniell, loc. cit. (1), p. 280. The postulates (C), (A), (P) are as follows: (C) If $\theta(P) = c\phi(P)$ on $E$, $I(\theta) = cI(\phi)$; (A) If $\theta(P) = \phi_1(P) + \phi_2(P)$ on $E$, $I(\theta) = I(\phi_1) + I(\phi_2)$; (P) If $\phi(P) \geq 0$ on $E$, $I(\phi) \geq 0$. If these postulates are satisfied for functions of the class $T_\rho$, which has to be closed with respect to the operations of addition, multiplication by a constant, logical addition and logical multiplication, they remain as properties for the class of functions to which the operation $I$ is generalized. This class in our case contains all those functions on $E$ which arise from functions bounded and measurable Borel on $W$. 
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Hence, with this value of $N$, since the integrands are positive,
\[ \int h^N(Q, P)d\Gamma(\cdot, e_P) > U_{\Gamma_0}(Q) - \epsilon/2, \text{ for all } \rho. \]

But $h^N(Q, P)$ is bounded and $\lim (\rho = 0)f(\Gamma_0) = 0$, since otherwise $U(Q)$ would be $+\infty$; and we can therefore choose $\rho_0 > 0$ so that
\[ \int h^N(Q, P)d\Gamma(\cdot, e_P) < \epsilon/2, \quad \rho \leq \rho_0. \]

Whence
\[ U_{\Gamma_0}(Q) < \epsilon, \quad \rho \leq \rho_0. \]

2. Potentials and superharmonic functions. A function $u(M)$ is superharmonic in a bounded domain $\Omega$ if (i) it is lower semicontinuous in $\Omega$, not identically equal to $+\infty$, and (ii) given any regular closed surface $\sigma$, contained with its interior in $\Omega$, and any function $v(M)$ continuous within and on $\sigma$, harmonic within $\sigma$, such that $v(M) \leq u(M)$ on $\sigma$, then also $v(M) \leq u(M)$ within $\sigma$.† For (ii) may be substituted the statement that $u(M)$ is at least as great as its mean on any spherical surface of center $M$ and radius $\rho$, for all $\rho$ sufficiently small, depending on $M$. Instead of a spherical surface, a spherical volume may be used.

It will be convenient to speak of a function simply as superharmonic if it is superharmonic in every bounded domain, and as superharmonic in an infinite domain if it is superharmonic in every bounded domain contained in the infinite domain.

Let $\Omega_1$ be any domain contained with its boundary $\Omega_1^*$ in $\Omega$. A function which is superharmonic in $\Omega$ cannot take on its lower bound $b$ for $\Omega_1$ at any point of $\Omega_1$ unless it is identically constant. On the other hand, given $\epsilon > 0$, the set of points in $\Omega_1 + \Omega_1^*$ where $u(M) \leq b + \epsilon$ is closed and not empty. Hence $u(M)$ must take on the value $b$ at some point of $\Omega_1^*$. It is F. Riesz's fundamental theorem that $u(M)$ may be written in $\Omega_1$ as the sum of a potential of a distribution of positive mass on $\Omega_1$, finite in total amount, and a function harmonic in $\Omega_1$.‡

The potential $U(M)$ satisfies the conditions (i), (ii), and accordingly is superharmonic. Conversely, if $u(M)$ satisfies the conditions (i), (ii) in $W$, is harmonic outside $F$ and vanishes continuously at $\infty$, it must be the potential

‡ A proof of F. Riesz's theorem is given in §4, below.
U(M) of a distribution of positive mass on F, finite in total amount.

In order to prove this statement we apply the theorem of F. Riesz to a spherical region $\Omega_i$ of radius $\rho$ and center at a point of $F$, which contains $F$ in its interior. Since $u(M)$ is harmonic outside $F$ the distribution of positive mass must lie on $F$. Given $\epsilon > 0$, we take $\rho$ so large that the potential $U(M)$ of this distribution is $\leq \epsilon/2$ on $\Omega_i^*$, and also so large that $|u(M)|$ is $\leq \epsilon/2$ on $\Omega_i^*$, and write, for all $M$ in $W$,

$$u(M) = U(M) + v(M).$$

Then $v(M)$ is harmonic in $\Omega_i$ and continuous in $\Omega_i + \Omega_i^*$, and $|v(M)| \leq \epsilon$ on $\Omega_i^*$. Hence $|v(M)| \leq \epsilon$ in $\Omega_i$. But this means that $v(M) \equiv 0$.

**Lemma.** If $U_1(M)$ and $U_2(M)$ are potentials of positive mass distributions $f_1(\epsilon), f_2(\epsilon)$ on $F$, and $U_2(M) \geq U_1(M)$, for all $M$, then $f_2(F) \geq f_1(F)$.

In fact, if $U_2(M) = U_1(M)$ in $T$ their total masses are equal:

$$\int_C \frac{\partial U_1}{\partial n} \, d\sigma = \int_C \frac{\partial U_2}{\partial n} \, d\sigma,$$

$C$ being a smooth surface sufficiently large to contain $F$ in its interior.† If $U_2(M_i) > U_1(M_i)$ for some $M_i$ in $T$, it follows that $U_2(M) > U_1(M)$ for all $M$ in $T$, for $U_2(M) \geq U_1(M)$ and both functions are harmonic in $T$. Hence by taking $C$ as a spherical surface of radius $\rho$ sufficiently large and developing $U_2 - U_1$ about $\infty$, we see that

$$\int_C \frac{\partial U_2}{\partial n} \, d\sigma > \int_C \frac{\partial U_1}{\partial n} \, d\sigma,$$

and

$$f_2(F) > f_1(F).$$

2.1. Increasing sequences of potentials. A function which is the limit of an increasing sequence of superharmonic functions and is not identically $+ \infty$ is also superharmonic. A similar proposition is the following:

**Theorem.** A function $u(M)$ which is the limit of an increasing sequence of potential functions $U_n(M)$ of positive masses $f_n(\epsilon)$ on $F$, such that $f_n(F)$ is bounded, independently of $n$, is also a potential of a positive distribution $f(\epsilon)$ on $F$, with

$$f(F) = \lim_{n \to \infty} f_n(F).$$

‡ Where $n$ stands for the direction of the normal to a simple closed surface it is taken as positive towards the interior.
In fact, \( u(M) \) is not identically \(+\infty\) since the convergence of the sequence is uniform outside a sufficiently large sphere. Hence \( u(M) \) is superharmonic. Moreover, as is well known,\( ^\dagger \) there exists (by the Cantor "diagonal process") a subsequence \( f_{n_i}(e) \) and a rectangular net \( R \), such that for every mesh \( \omega \) of \( R \) we have

\[
f(\omega) = \lim_{n_i \to \infty} f_{n_i}(\omega),
\]

where \( f(e) \) is a certain distribution of positive mass on \( F \). And if \( \phi(P) \) is any continuous function,

\[
\lim_{n_i \to \infty} \int_W \phi d f_{n_i} = \int_W \phi df.
\]

The equations (6), (7) are characteristic of what Radon calls weak convergence.\( ^\ddagger \)

Let \( U(M) \) be the potential of \( f(e) \). We show that \( U(M) = u(M) \), by using the mean value on a spherical surface.

2.2. Mean value on a spherical surface. Denote by \( A_u(\rho, Q) \) the average value of a function \( u(M) \) on a spherical surface \( C(\rho, Q) \) of radius \( \rho \) and center \( Q \):

\[
A_u(\rho, Q) = \frac{1}{4\pi\rho^2} \int_{C(\rho, Q)} u(M) dM.
\]

We have, for the potential \( U(M) \),

\[
A_U(\rho, Q) = \frac{1}{4\pi\rho^2} \int_{C(\rho, Q)} \frac{1}{\rho} dM \int_W \frac{1}{MP} df(e_P)
\]

\[
A_U(\rho, Q) = \frac{1}{4\pi\rho^2} \int_W df(e_P) \int_{C(\rho, Q)} \frac{1}{MP} dM,
\]

\[
A_U(\rho, Q) = \int_W h^{1/\rho}(Q, P) df(e_P)
\]

from the fact that \( \int_C [1/(MP)] dM \) is the potential at \( P \) of a uniform distribution on \( C(\rho, Q) \). But \( h^{1/\rho}(Q, P) \) is a continuous function of \( P \).

For any superharmonic function \( u \), we have

\[
u(Q) = \lim_{\rho \to 0} A_u(\rho, Q).
\]

For \( u(Q) \leq \lim \inf (\rho = 0) A_u(\rho, Q) \), being lower semicontinuous, and \( u(Q) \geq A_u(\rho, Q) \) from the property (ii); that is, \( u(Q) \) has what may be called the "super-mean" property. Hence \( \lim (\rho = 0) A_u(\rho, Q) \) exists and satisfies (9).


\( ^\ddagger \) Ibid., p. 1088. The equation (7) is, in fact, Radon's definition of weak convergence. For the sake of its more evident relation to the structure of the Stieltjes integral, however, we shall say that the sequence of positive mass distributions \( \{f_n(e)\} \) converges weakly to \( f(e) \) if \( f_n(W) \) is bounded, independently of \( n \), and \( \lim (n = \infty) f_n(\omega) = f(\omega) \) for every mesh \( \omega \) of some rectangular net.
Moreover, from (ii), it is evident that if \( u(M) \) is superharmonic, \( A_u(p, Q) \) is monotone increasing as \( p \) tends to zero. In particular, \( U(Q) = \lim_{(p = 0)} A_U(p, Q) \).

Returning to the statement to be proved, we note that from (8), since the \( U_n \) form a monotone sequence,

\[
A_u(p, Q) = \lim_{n \to \infty} A_{U_n}(p, Q),
\]

and from (8'), by means of the weak convergence property (7),

\[
A_U(p, Q) = \lim_{n \to \infty} A_{U_n}(p, Q).
\]

Hence \( A_u(p, Q) = A_U(p, Q) \), and accordingly, by (9),

\[
u(Q) = U(Q).
\]

But this is what was to be proved. If we take the integral over a large spherical surface \( C \), we have \( \int_C (\frac{du}{dn}) d\sigma = \lim (n = \infty) \int_C (\frac{dU_n}{dn}) d\sigma \), or \( f(F) = \lim (n = \infty) f_n(F) \).

Evidently a sufficient condition that \( f_n(F) \) be bounded is that \( u(M) \) be not identically infinite. For in that case \( u_n(M) \) will converge uniformly to \( u(M) \) in any closed region which has no points in common with \( F \).

3. Generalized derivatives. We recall some properties of generalized derivatives, with special relation to the potential function.† Since the space integral of \( 1/(MP^2) \) extended over a bounded domain \( \Omega \) is convergent,—in fact, for every \( P \),

\[
\int_{\Omega} \frac{1}{MP^2} dM \leq 4\pi d
\]

where \( d \) is the diameter of the domain,—it is easily verified that the quantity \( U_a(M) \),

\[
U_a(M) = \int_{\omega} \frac{\cos (MP, \alpha)}{MP^2} df(e_P),
\]

\( \alpha \) being a fixed direction in space, is a summable function, spatially, of \( M \), and that

\[
\int_{\Omega} dM \int_{\omega} \frac{\cos (MP, \alpha)}{MP^2} df(e_P) = \int_{\omega} df(e_P) \int_{\Omega} \frac{\cos (MP, \alpha)}{MP^2} dM.
\]

We denote by $\Phi_a(e)$ the function of point sets generated by $\int U(a)(M)dM$. It is absolutely continuous. Moreover, since wherever $U_x(M), U_y(M), U_z(M)$ exist,

$$U_a(M) = U_x(M) \cos(x, \alpha) + U_y(M) \cos(y, \alpha) + U_z(M) \cos(z, \alpha),$$

it follows that

$$\Phi_a(e) = \Phi_x(e) \cos(x, \alpha) + \Phi_y(e) \cos(y, \alpha) + \Phi_z(M) \cos(z, \alpha),$$

for every spatially measurable point set $e$.

We denote by $D_a U$ the Lebesgue derivative of the absolutely continuous function of point sets $\Phi_a(e)$; it exists almost everywhere. In particular, from (13), it exists wherever $D_x U, D_y U, D_z U$ exist, and it satisfies the relations

$$D_a U = D_x U \cos(x, \alpha) + D_y U \cos(y, \alpha) + D_z U \cos(z, \alpha),$$

except possibly on a set of spatial measure zero which is independent of $\alpha$.

Finally, from the convergence of $\int dM \int [1/(M P^2)] d\epsilon_P$ it follows that $\int [1/(M P^2)] d\epsilon_P, \int [\cos (M P, x)/(M P^2)] d\epsilon_P, \int [1/(M P)] d\epsilon_P$ represent summable functions of $x$ on almost all lines of direction $x$. It may be easily verified that on any line $l$ where $\int [1/(M P^2)] d\epsilon_P$ is summable the total mass must be zero, and that on one of these non-exceptional lines $l$ of direction $x$, if we select a point $A$ where $U(A)$ is finite,

$$\int_A^B d\xi M \int_w \frac{\cos (M P, x)}{M P^2} d\epsilon_P = \int_{w-l} \frac{1}{BP} - \frac{1}{AP} d\epsilon_P = \int_{w-l} \frac{1}{BP} - \frac{1}{AP} d\epsilon_P$$

$$= U(B) - U(A),$$

so that $U(B)$ exists everywhere on $l$ and is absolutely continuous in $x$.$^\dagger$

That is to say, on almost all lines with a given direction $\alpha$, $U(M)$ is absolutely continuous as a function of distance on the line, and its partial derivative exists and has almost everywhere on the line the value

$$\frac{\partial U}{\partial \alpha} = D_a U = U_a.$$

That this relation holds almost everywhere in space follows from the spatial

$^\dagger$ A generalization of these formulas, for integration along a curve, is given by W. H. Binney, An elliptic system of integral equations on summable functions, in the present number of these Transactions, pp. 254–265; see Lemma C.
measurability of the partial derivative numbers. The exceptional set, however, is not shown to be independent of $\alpha$.

For a surface $\sigma$, bounding a domain $\Omega$, sufficiently smooth for Green's theorem to hold, we have

$$\int_{\Omega} D_{\alpha} U dM = \int_{\Omega} \frac{\partial U}{\partial \alpha} dM = \int_{\Omega} U_{\alpha} dM = \int_{\sigma} U \cos (n, \alpha) dM,$$

which is a sort of three-dimensional statement of absolute continuity along the direction $\alpha$. The author has used the phrase "$U$ is a potential of its vector or generalized derivative $D_{\alpha}U$" to signify the relation

$$\int_{\Omega} D_{\alpha} U dM = \int_{\sigma} U \cos (x, \alpha) dM,$$

even if $\partial U/\partial \alpha$ may fail to exist.

By Riesz's fundamental theorem, it follows that (16) applies to a function $u$ for a bounded region $\Omega$ contained with its smooth boundary within any domain in which $u$ is superharmonic.

4. Further properties of the average. Riesz's theorem. In order to illustrate further useful properties of the average we shall give a brief proof of the theorem on the resolution of a superharmonic function into a potential and a harmonic function, in line with the ideas of F. Riesz and T. Radó.

Denote by $u(\rho, Q)$ or $a_u(\rho, Q)$ or, for brevity, $u_\rho$, the average of a function $u(M)$ over a spherical region $\Gamma(\rho, Q)$ of center $Q$ and radius $\rho$; we take the same $\rho$ for all $Q$. Similarly, denote by $u(\rho', \rho'', Q)$ or $u_{\rho', \rho''}$, the iterated average, obtained by averaging $u(\rho', M)$ over a sphere of radius $\rho''$ and center $Q$. We have

$$u(\rho, Q) = \frac{3}{\rho^2} \int_{0}^{\rho} A_u(\rho, Q) \rho^2 d\rho,$$

$A_u$ being the mean on the spherical surface, as before. Significant properties of these averages are well known and easily established.† If $u(M)$ is summable in a domain $\Omega$, $u(\rho, M)$ is continuous in any portion of $\Omega$ distant from the boundary of $\Omega$ by as much as $\rho$, and $\lim (\rho = 0) u(\rho, M) = u(M)$ for almost all $M$; $\partial u(\rho, M)/\partial x$, $\partial u(\rho, M)/\partial y$, $\partial u(\rho, M)/\partial z$ exist and equal the generalized derivatives almost everywhere; if $u(M)$ is a potential function of its generalized or vector derivative, as in (16'), §3, then

If \( u(M) \) is superharmonic in \( \Omega \), \( A_u(\rho, M) \) and \( a_u(\rho, M) \) are superharmonic in any portion of \( \Omega \) distant from the boundary of \( \Omega \) by more than \( \rho \). In fact, if we write \( u(Q) = u(0, 0, 0) \), \( u(M) = u(x, y, z) \), \( u(P) = u(x + \xi, y + \eta, z + \zeta) \), and formulate explicitly the averages, we see that the successive averaging operations are commutative; that is, for all \( \rho' \) sufficiently small

\[
\int_{\Gamma(\rho', Q)} u \, dM = \int_{\Gamma(\rho, Q)} u \, dM
\]

These quantities being continuous. Hence by iterating the averaging operation the derivatives to any order may be made continuous.

Again let \( u(M) \) be superharmonic in \( \Omega \). The function \( u(p_1, p_2, \ldots, p_k, Q) \) is a weighted mean of \( u(M) \) over a sphere \( \Gamma(p_1 + p_2 + \cdots + p_k, Q) \), such that

\[
u(p_1, p_2, \ldots, p_k, Q) \leq u(Q) \]

Moreover, since \( u(M) \) is lower semicontinuous,

\[
u(Q) \leq \lim \inf (M = Q) u(M) ;
\]

hence

\[
\lim u(p_1, p_2, \ldots, p_k, Q) = u(Q), Q \text{ in } \Omega,
\]
as \( p_1, p_2, \ldots, p_k \) tend independently to zero. In particular,

\[
\lim_{\rho \to 0} u^{(k)}(\rho, Q) = u(Q), Q \text{ in } \Omega,
\]

where \( u^{(k)}(\rho, M) = u(p_1, p_2, \ldots, p_k, M) \) with \( p_1 = p_2 = \cdots = p_k = \rho \), and increases monotonically as \( \rho \) decreases to zero.

Let \( D \) be a bounded domain, \( \Omega \) a domain contained with its boundary \( \Omega^* \) in \( D \). Let \( \Omega_i, i = 1, 2, 3, \) be intermediate domains with boundaries \( \Omega_i^* \) such that we have

\[
\Omega + \Omega^* \text{ in } \Omega_1; \Omega_i + \Omega_i^* \text{ in } \Omega_{i+1}, i = 1, 2; \Omega_3 + \Omega_3^* \text{ in } D,
\]
and $\Omega_*^*$ is sufficiently smooth for application of Green's Theorem to regions bounded internally or externally by it.

**Theorem of F. Riesz.** If $u(M)$ is superharmonic in $D$, it may be written in the form

$$u(M) = U(M) + v(M), \text{ } M \text{ in } \Omega,$$

where $U(M)$ is the potential of a distribution of positive mass on $\Omega$, finite in total amount, and $v(M)$ is harmonic in $\Omega$.

Let $u^{(1)}(M), u^{(2)}(M), \ldots, u^{(p)}(M), \ldots$ be a monotonic-increasing sequence of continuous superharmonic functions, with limit $u(M)$, in a region $\Omega_4$ which contains $\Omega_3 + \Omega_3^*$; for instance, let $u^{(p)}(M)$ be the average $u(1/(p_0 + p), M)$, with $p_0$ fixed and sufficiently great. Define

$$u_p(M) = u^{(p)}(M), \text{ } M \text{ in } \Omega_1 + \Omega_1^*,$$

$$= w_p(M), \text{ } M \text{ in } \Omega_3 - (\Omega_1 + \Omega_1^*),$$

$$= u^{(p)}(M), \text{ } M \text{ in } \Omega_4 - \Omega_3,$$

where $w_p(M)$ is the function which is harmonic in $\Omega_3 - (\Omega_1 + \Omega_1^*)$ and takes on continuously the boundary values $u^{(p)}(M)$ on $\Omega_1^*$ and $\Omega_1^*$.

Then $u_p(M)$ is continuous in $\Omega_4$ and evidently possesses the super-mean property. It is therefore superharmonic in $\Omega_4$. Moreover the sequence $u_p(M)$ is monotonic-increasing, and $\leq u(M)$, converging accordingly to a function $w(M)$, superharmonic in $\Omega_4$. We note that $w(M)$ is harmonic in $\Omega_4 - (\Omega_1 + \Omega_1^*)$ and identical with $u(M)$ in $\Omega_1 + \Omega_1^*$.

We take $4\rho$ small in comparison with the distances between $\Omega_3^*$ and the boundary of $\Omega_4$, between $\Omega_3^*$ and $\Omega_2^*$, and between $\Omega_2^*$ and $\Omega_1^*$; and consider the function $w(\rho, \rho, \rho, \rho, M) = w^{(4)}(\rho, M)$, which is superharmonic in a region which contains $\Omega_3 + \Omega_3^*$ and is identical with $w(M)$ in a neighborhood of $\Omega_2^*$, where it is harmonic. The function $w^{(4)}(\rho, M)$ has continuous third-order partial derivatives, and tends, increasing monotonically, to $w(M)$ in a domain which includes $\Omega_3$, as $\rho$ tends to zero. By means of Green's theorem, as applied to $\Omega_2$, we have the decomposition

$$w^{(4)}(\rho, M) = U_4(M) + v_0(M), \text{ } M \text{ in } \Omega_2,$$

where $U_4(M)$ is the potential of a distribution of positive continuous density on $\Omega_2$, finite in total amount, and where $v_0(M)$ is harmonic in $\Omega_2$, continuous on $\Omega_2 + \Omega_2^*$. Since $v_0(M)$ involves merely the boundary values of $w^{(4)}$ and $dw^{(4)}/dn$ on $\Omega_2$, it follows that $v_0(M)$ will remain independent of $\rho$, as $\rho$ tends to zero.

The potential $U_4(M)$ therefore increases monotonically as $\rho$ tends to zero. Moreover, since $U_4(M)$ is identical with $w(M) - v_0(M)$ in the neighbor-
hood of \( \Omega_2 \), and is harmonic there, the total mass is given by \( 4\pi \) times the integral of the normal derivative of \( w(M) - v_0(M) \), and does not involve \( \rho \). Hence by the theorem of §2.1, the function

\[
U_1(M) = \lim_{\rho \to 0} U_4(M)
\]

is the potential of a distribution of positive mass \( f(e) \) on a bounded set, and is bounded in total amount.

We have

\[
u(M) = w(M) = v_0(M) + \int_{\Omega} \frac{1}{MP} \, df(e_P), \quad M \text{ in } \Omega.
\]

Writing

\[
f(e) = f(e \cdot \Omega) + f(e \cdot (W - \Omega)),
\]

\[
U(M) = \int_{\Omega} \frac{1}{MP} \, df(e_P \cdot \Omega), \quad v(M) = v_0(M) + \int_{\Omega} \frac{1}{MP} \, df(e_P \cdot (W - \Omega))
\]

we shall have

\[
u(M) = U(M) + v(M), \quad M \text{ in } \Omega,
\]

according to the conditions of the theorem.

II. Limiting values of potential function

In general terms it seems safe to say that the potential of a positive distribution of mass is greater where mass is than where it is not. In fact, the potential cannot take on its upper bound at a point of positive distance from the mass, being harmonic at such a point. Nevertheless it is evident that a potential need not take on its upper bound at any point whatever in space, and if our naive idea is to be made precise, it must involve the limiting values of potential functions as we approach points of the mass distribution.

We note that for any point \( M \) whatever, on account of the lower semi-continuity of \( U(M) \), and equation (9), §2.1,

\[
(1) \quad U(M) = \liminf_{M' \to M} U(M'), \quad M' \text{ in } W.
\]

5. Points of continuity. In terms of the notation of §1 we have the following

Theorem. Let \( Q \) be a point of \( t \), not an isolated point, and \( U(Q) \) finite; if

\[
(2) \quad \lim_{P \to Q} U(P) = U(Q), \quad P \text{ in } t,
\]
For this theorem, $T$ may be any domain containing no points of $F$, whose boundary $t$ consists of points of $F$.

On account of (1) it is sufficient to prove that

$$\lim_{M \rightarrow Q} \sup_{M \in T} U(M) \leq U(Q), \quad M \text{ in } T.$$  

We assume that the theorem is false, and that therefore there is a sequence of points $M_1, M_2, \cdots$ in $T$, and a number $\epsilon > 0$, such that

(4) $$U(M_i) > U(Q) + \epsilon, \quad \lim_{i \rightarrow \infty} M_i = Q.$$  

Let $\epsilon_1, \epsilon_2, \cdots$ be a sequence of positive numbers such that

$$\epsilon_1 + \epsilon_2 + \cdots < \epsilon/2.$$  

Let $\Gamma(\rho, Q)$ be an open spherical neighborhood with center $Q$ and radius $\rho$, small enough so that the contribution $U_{\Gamma_\rho}(Q)$ to the potential at $Q$ from the mass on $F \cdot \Gamma(\rho, Q)$ satisfies the inequality (see (5) §1)

$$U_{\Gamma_\rho}(Q) < \epsilon_1.$$  

It follows therefore that

$$U_{W \Gamma_\rho}(Q) > U(Q) - \epsilon_1.$$  

We suppose also that $\rho$ is small enough so that, for $P$ in $t \cdot \Gamma(\rho, Q)$,

$$U(P) < U(Q) + \epsilon_2.$$  

But $U_{W \Gamma_\rho}(P)$ is continuous at $Q$ for any method of approach; let therefore $\Gamma'(\delta, Q)$ be a second spherical neighborhood, concentric with $\Gamma(\rho, Q)$, with $\delta < \rho$, $\delta$ being small enough so that, for $P$ in $\Gamma'(\delta, Q)$,

$$U_{W \Gamma_\rho}(P) > U_{W \Gamma_\rho}(Q) - \epsilon_3 > U(Q) - \epsilon_1 - \epsilon_3.$$  

Thus we have

(5) $$U_{\Gamma_\rho}(P) < U(Q) + \epsilon_2 - (U(Q) - \epsilon_1 - \epsilon_3),$$  

$$U_{\Gamma_\rho}(P) < \epsilon_1 + \epsilon_2 + \epsilon_3, \quad P \text{ in } t \cdot \Gamma(\delta, Q).$$  

Denote the distance $M_iQ$ by $\delta_i$; we may assume without loss of generality that $\delta_i < \delta/2$ for all $i$. Let $Q_i$ be a point in $F$ at the minimum distance, say $\delta_i'$, from $M_i$. Such a point $Q_i$ exists, since $F$ is closed; moreover $Q_i$ lies in $t$, since otherwise the segment $Q_iM_i$ would contain a point of $t$ nearer to $M_i$.
than $Q_i$. Further, $Q_i$ lies in $\Gamma(\delta, Q)$, since $QQ_i \leq QM_i + M_iQ_i < \delta/2 + \delta/2$. Finally, $\lim (i = \infty) Q_i = Q$.

We have

(6) \[ Q_iP \leq Q_iM_i + M_iP \leq 2M_iP, \quad P \text{ in } F \cdot \Gamma(\rho, Q). \]

In fact, $Q_iM_i = \delta_i'$, $M_iP \geq \delta_i'$. Also, for $P$ in $F - F \cdot \Gamma(\rho, Q)$,

\[ Q_iP \leq Q_iM_i + M_iP = \left(1 + \frac{Q_iM_i}{M_iP}\right)M_iP \leq \left(1 + \frac{\delta_i'}{\rho - \delta_i}\right)M_iP, \]

since for such $P$, $M_iP \geq QP - QM_i \geq \rho - \delta_i$. Accordingly, since $\rho > \delta > \delta_i \geq \delta_i'$,

(7) \[ Q_iP < \left(1 + \frac{\delta_i}{\rho - \delta}\right)M_iP, \quad P \text{ in } F - F \cdot \Gamma(\rho, Q). \]

Now, from (6), (7), making use of the properties (C), (P) of the general integral,

\[ U(M_i) = U_{r_p}(M_i) + U_{w-r_p}(M_i) = \int_w^1 \frac{1}{M_iP} df(e_P \cdot [F \cdot \Gamma(\rho, Q)]) + \int_w^1 \frac{1}{M_iP} df(e_P \cdot [F - F \cdot \Gamma(\rho, Q)]) < 2U_{r_p}(Q_i) + \left(1 + \frac{\delta_i}{\rho - \delta}\right)U_{w-r_p}(Q_i) = U_{r_p}(Q_i) + U(Q_i) + \frac{\delta_i}{\rho - \delta} U_{w-r_p}(Q_i) < \epsilon_1 + \epsilon_2 + \epsilon_3 + U(Q) + \epsilon_2 + \frac{\delta_i}{\rho - \delta} (U(Q) + \epsilon_3). \]

Choose now $i$ great enough so that

\[ \frac{\delta_i}{\rho - \delta} (U(Q) + \epsilon_3) < \epsilon_4. \]

Then

\[ U(M_i) < U(Q) + \epsilon_1 + 2\epsilon_2 + \epsilon_3 + \epsilon_4 < U(Q) + \epsilon. \]

But this statement contradicts (4). Accordingly the proof is complete.
Corollary. Let $Q$ be a point of $t$, isolated or not, and $U(Q) = +\infty$. Then
\[ \lim_{M=Q} U(M) = U(Q), \quad M \text{ in } W. \]

In fact, this is equation (1) in this case.

5.1. Frequency of points of continuity. Let the set $t$ be without isolated points; it is then perfect. Let $\Gamma_1$ be any closed spherical region which contains $F$ in its interior. The functions
\[ U^{(N)}(P) = \int_w h^N(P, P') df_{P'} \]
are, on $\Gamma_1$, positive, continuous, and bounded away from zero by a lower bound independent of $N$, as $N$ tends to $+\infty$. Accordingly the functions
\[ v_N(P) = 1/U^{(N)}(P) \]
are continuous and uniformly bounded on $\Gamma_1$, and the function
\[ v(P) = 1/U(P) \]
is a function of the first class of Baire on $\Gamma_1$. It is therefore punctually discontinuous on $\Gamma_1$. Given any perfect subset $E$ of $t$ (for instance, all the points of $t$ in a closed spherical neighborhood of a point $P$ of $t$) there will be points of $E$ at which $v(P)$ is continuous, considered only on $E$. In other words, admitting $+\infty$ as a possible value of $U$, we have the following proposition:

Theorem. If $t$ is perfect, and $P$ is given in $t$, then in any neighborhood of $P$ there is a point $Q$ of $t$ such that
\[ \lim_{P'=Q} U(P') = U(Q), \quad P' \text{ in } t. \]

By an application of the theorem of §5 we have the following corollary:

Corollary I. If $t$ is perfect, and $P$ is given in $t$, then in any neighborhood of $P$ there is a point $Q$ of $t$ such that
\[ \lim_{M=Q} U(M) = U(Q), \quad M \text{ in } t + t. \]

The following corollary may also be stated, and proved in the same manner as the above. In fact, in the theorem of §5 we may replace $t$ by $F$, and $T$ by $CF$, although $CF$ is not necessarily a domain, $Q$ being a frontier point of $CF$.

---

Corollary II. If $F$ is perfect and $P$ is a point of $F$, there will be, in any neighborhood of $P$, a point $Q$ of $F$ such that

$$\lim_{M \to Q} U(M) = U(Q), \quad M \text{ in } W.$$  

This corollary affords an immediate proof of Kellogg's Lemma (see §18).

6. The superior limit of the potential function. We return to the set $t$ as in §5, which is closed but not necessarily perfect, and let $T$ be a bounded or an unbounded domain.

Theorem.† Let $Q$ be a point of $t$, not an isolated point, and let $k$, assumed to be finite, be the superior limit of $U(P)$, $P$ in $t$, as $P$ tends to $Q$. Given $\epsilon > 0$, we can find $Q_1$ in $t$, arbitrarily close to $Q$, so that

$$\limsup_{M \to Q_1} U(M) < U(Q_1) + \epsilon < k + 2\epsilon, \quad M \text{ in } T.$$  

With $\epsilon_1, \epsilon_2, \ldots$ as before, we choose a neighborhood $\Omega$ of $Q$ of diameter small enough so that $U(P) < k + \epsilon_2$ for $P$ in $t \cdot \Omega$. For $Q_1$ we take any point in $t \cdot \Omega$ for which $U(Q_1) > k - \epsilon_3$; this choice of $Q_1$ is possible by definition of $k$. The proof of the theorem from this point on is substantially that of the theorem of §5, with $Q$ of §5 replaced by $Q_1$. Hence it need not be repeated here.

The following simple remarks supplement the theorem just given.

I. If $Q$ is an isolated point of $t$, either $U(M)$ is continuous (and harmonic) at $Q$, or else $\lim (M = Q) U(M) = U(Q) = + \infty$, for $M$ in $W$.

If there is no mass on $Q$, $U(M)$ is bounded and harmonic in the neighborhood of $Q$ and continuous at $Q$, therefore harmonic at $Q$. If there is a point mass at $Q$, $U(Q) = + \infty$, $\lim (M = Q) U(M) = + \infty$.

II. Let $\Sigma$ be any domain and $s$ its boundary, $Q$ any point of $s$. Then

$$\limsup_{P \to Q} U(P) \leq \limsup_{M \to Q} U(M), \quad P, Q \text{ in } s, M \in \Sigma.$$  

For there exists a sequence of points $P_i$ of $s$, tending to $Q$, such that $U(P_i)$ exists and equals $\limsup (P = Q) U(P)$. But there is a sequence of points $M_i$ in $\Sigma$, $M_i P_i < \epsilon/2^i$, $U(M_i) > U(P_i) - \epsilon/2^i$, $\epsilon$ given $> 0$; for $U(M)$ is lower semicontinuous. Hence, admitting the value $+ \infty$ as a possible limit, the equation (10) is established.

† The theorem is slightly sharper than the lemma of §2 of G. C. Evans, Application of Poincaré's sweeping-out process, Proceedings of the National Academy of Sciences, vol. 19 (1933), pp. 457–461, but the proof is quite similar. In the cited lemma $t$ was assumed to contain all the mass, instead of being merely a frontier of the mass, as here.

The theorem of §4 is a corollary of the above, by taking $Q_1 = Q$.  
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III. We leave unanswered the question†

\[(10') \quad \text{u.b. } U(P)(P \text{ in } t) = \text{u.b. } U(M)(M \text{ in } T)?\]

7. Inferior limit of the potential function. We shall see in §7.2 that there may exist points of the mass where the potential is actually less than its lower limit for approach not on the mass. For their consideration there is no gain in restricting the sets in which they lie to points of the mass, specifically, and accordingly we discuss them with reference to the sets \(s, \Sigma, B\) of §1. We are thus dealing with the properties of potentials as positive superharmonic functions rather than as explicitly given integrals.

If there exists a potential \(U(M)\) of positive mass on \(F\) such that

\[(11) \quad U(Q) < \lim \inf_{M=Q} U(M), \quad Q \text{ in } s, \ M \text{ in } \Sigma,\]

we say that \(Q\) is an exceptional point of \(s\) with respect to \(\Sigma\); similarly we speak of exceptional points of \(s\) with respect to \(\Sigma+B\), etc. As is evident from the definition, we are dealing with geometrical properties of the sets in question.

We use the symbol \(C(\rho, Q, E)\) for the portion of the spherical surface \(C(\rho, Q)\) which is common to it and a set \(E\), measurable Borel. Such a portion is also measurable Borel.

7.1. Special cases. We prove the following theorem:

**Theorem I.** If \(Q\) is an exceptional point of \(s\) with respect to \(\Sigma\),

\[\lim_{\rho \to 0} \frac{C(\rho, Q, \Sigma)}{C(\rho, Q, s + B)} = 0;\]

also, if \(Q\) is an exceptional point of \(s\) with respect to \(\Sigma+B\),

\[\lim_{\rho \to 0} \frac{C(\rho, Q, \Sigma + B)}{C(\rho, Q, s)} = 0.\]

Suppose that

\[\lim \inf_{M=Q} U(M) = U(Q) + h, \quad M \text{ in } \Sigma, \ h > 0.\]

Let \(\theta\) be any fixed number \(0 < \theta < 1\). Since \(U(M)\) is lower semicontinuous, it follows that, given \(\epsilon > 0\), there is a spherical neighborhood \(\Gamma(\rho_1, Q)\), such that

\[U(M) > U(Q) + \theta h, \quad M \in \Sigma, \ QM < \rho_1,\]

\[U(P) > U(Q) - \epsilon, \quad P \text{ in } W, \ QP < \rho_1.\]

Hence

\[ C(p, Q)U(Q) > C(p, Q, \Sigma) [U(Q) + \theta h] + C(p, Q, s + B) [U(Q) - \epsilon], \]
\[ 0 > \theta hC(p, Q, \Sigma) - \epsilon C(p, Q, s + B), \]
\[ \frac{C(p, Q, \Sigma)}{C(p, Q, s + B)} < \frac{\epsilon}{\theta h}, \quad \rho < \rho_1. \]

Similarly, if
\[ \lim \inf \ U(M) = U(Q) + h, \quad M \text{ in } \Sigma + B, \ h > 0, \]
there exists \( \rho_2 \) such that
\[ \frac{C(p, Q, \Sigma + B)}{C(p, Q, s)} < \frac{\epsilon}{\theta h}, \quad \rho < \rho_2. \]

From this the conclusions of the theorem are evident.

Corollary. An exceptional point of \( s \) with respect to \( \Sigma \) is a point of \( s \) of spatial density unity in \( s + B \). If \( s \) is a set of Lebesgue spatial measure zero it has no exceptional points with respect to \( \Sigma + B \).

We remark that the exceptional points of \( s \) with respect to \( \Sigma \) must all be regular boundary points of \( \Sigma \), since an irregular boundary point of \( \Sigma \) cannot be a point of spatial density unity on \( s + B \) (see §23, below).

Perfect totally disconnected sets, of which the typical example is the spatial discontinuum, need not be of zero spatial measure. But they are closed sets of dimension zero in the sense of Menger. The following theorem about such sets may be proved very simply.

Theorem II. If \( s \) is of dimension zero at \( Q \), \( Q \) cannot be an exceptional point with respect to \( \Sigma \). If \( s \) is of dimension zero, none of its points are exceptional with respect to \( \Sigma \).

If \( s \) is of dimension zero at \( Q \), in any neighborhood about \( Q \) there is contained a neighborhood \( \Omega \), to which also \( Q \) belongs, whose boundary \( \Omega^* \) contains no points of \( s \). The set \( \Omega^* \) is at a positive distance from the closed set \( s \), and, for \( \Omega \) small enough, since it contains at least one point of \( \Sigma \), lies entirely in \( \Sigma \). The lower bound of \( U(M) \) for \( \Omega \) is taken on at some point \( M_1 \) of \( \Omega^* \). Hence by taking a sequence of neighborhoods with diameters which approach zero as a limit we obtain a sequence of points \( M_1, M_2, \ldots \), \( \lim M_i = Q \), \( M_i \) in \( \Sigma \), such that \( U(Q) \geq U(M_i) \).

The second part of the theorem is a consequence of the first, for a set of dimension zero is of dimension zero at every one of its points.
7.2. An exceptional case. The accompanying figure illustrates a point $Q$ of $s$ for which $\lim \inf (M = Q) \ U(M) > U(Q)$, $M$ in $\Sigma$. The set $B$ is vacuous, and $F = s$, mass being deposited only on $s$.

We construct a surface of revolution $S_1$, made in part of a sphere with center $O$ and in part of an exterior Lebesgue spine with vertex at $Q$, the sphere being pierced opposite $Q$ on $QO$, so that the complement of $S_1$ becomes a domain. To $S_1$ is applied a conductor potential distribution (see §15) with potential $U_1(M)$. The point $Q$ being irregular for the domain $W - S_1$, we know, from the symmetry of the figure about $OQ$, that, as $M$ approaches $Q$ along the extension of $OQ$ (from the right, in the figure),

$$\lim_{M = Q} U_1(M) = U_1(Q) = 1 - k < 1.$$ 

We now adjoin to the end of the spine, on the same axis of revolution, a closed surface of revolution $S_2$, exterior to $S_1$, such that on $S_2$, in the neighborhood of $Q$, $U_1(M) \geq 1 - k/2$. Throughout $B_2$, the region interior to $S_2$, we distribute a uniform mass, of density sufficiently small so that its potential nowhere exceeds the value $k/8$. Accordingly the inferior limit of the potential of the total mass, for approach to $Q$, is still obtained by a path through the region $B_2$. In the figure so far constructed we have $F = B_2 + S_1 + S_2$.

We may now eliminate the interior mass and still retain the desired property. Denote by $\sigma$ the projection of $B_2$ on the $x$, $y$ plane, and let the points $R_k$ of $\sigma$, for which $x$ and $y$ are both rational, be put in countable order. With $R_k$ as center of base, construct a cylindrical surface $\sigma_k$ of length $l$, long in comparison with the diameter of $S_2$, remove the mass from the interior of the tube, and place a uniform mass on the surface of the tube, so that

(i) the potential of this mass at any point in the set $O_k$ common to the interior of the tube $\sigma_k$ and to $B_2$ shall be $\geq 2_*$

(ii) the potential of this mass at $Q$ shall be $< 2^{-i}(k/8)$,

(iii) the tube $\sigma_k$ shall be exterior to the tubes $\sigma_1$, $\sigma_2$, $\cdots$, $\sigma_{k-1}$, if $R_k$ is exterior to them; otherwise $R_k$ shall be omitted from the sequence,
(iv) the sum of the masses on all the $\sigma_k$ shall be finite. This construction is possible, since a segment of a straight line is a point set of zero capacity in three dimensions; that is, any positive charge on the line will make the potential infinite at some point.

The set $S_1+S_2+B-\Sigma\sigma_k+F'$, where $F'$ denotes the closed cover of $\Sigma\sigma_k$, is closed and bounded. We take this set as the set $s$, and denote by $U(M)$ the potential of the masses distributed on $s$. For $\Sigma$ we have the entire set complementary to $s$. We have evidently

$$U(Q) \leq 1 - \frac{3k}{4},$$

$$\lim \inf_{M=Q} U(M) > 1 - \frac{k}{2}, \quad M \in \Sigma.$$  

Hence

$$\lim \inf_{M=Q} U(M) > U(Q) + \frac{k}{4}, \quad M \in \Sigma.$$  

Incidentally, we know that $s$ is of positive spatial measure, of set density 1 at $Q$, and that $Q$ is a regular boundary point of $\Sigma$.

7.3. A theorem on the inferior limit. We prove the following

**Theorem.** Let $Q$ be a point of $s$, $x$, $y$ two arbitrary directions at right angles, $\Omega$ an arbitrary neighborhood of $Q$. Then $Q$ is not an exceptional point of $s$ with respect to $\Sigma+B$ unless the set $\Omega \cdot s$ contains a family of closed rectangular contours, with directions parallel to $x$, $y$, whose vertices constitute a set of positive spatial measure.

Let $z$ be a direction normal to $x$, $y$. Denote by $\Gamma(\rho, Q, E)$ the portion of $\Gamma(\rho, Q)$ which lies in the Borel measurable set $E$. Then

$$\Gamma(\rho, Q, E) = \int_0^\rho C(\rho, Q, E)d\rho.$$  

Suppose the theorem is not true, and thus that

$$\lim \inf_{M=Q} U(M) = U(Q) + h, \quad M \in \Sigma + B, \quad h > 0.$$  

Let $E$ denote the set of points in $W$ where $U(M) \leq U(Q) + h$; it is closed.

Given $\eta > 0$, there exists $\rho_0 > 0$ so that for $\rho \leq \rho_0$, $\Gamma(\rho, Q, E)$ is contained in $\Omega$ and

$$\text{meas} \Gamma(\rho, Q, E) \geq (1 - \eta)4\pi\rho^2/3,$$

$$\Gamma(\rho, Q, E) \text{ lies in } s,$$

$$\lim \inf_{M=P} U(M) \geq U(P) + h, \quad M \in \Sigma + B, \quad P \in \Gamma(\rho, Q, E).$$
In fact, by (15), for \( \rho \) sufficiently small, \( U(M) > U(Q) + 2h \), \( M \) in \( \Sigma + B \), \( QM < \rho \). Hence \( \Gamma(\rho, Q, E) \) lies in \( s \), and the second and third of conditions (16) are satisfied, for such \( \rho \). Now, similarly to (13), for \( \rho \) sufficiently small, given \( \varepsilon > 0 \),

\[
C(\rho, Q, W - E) < \frac{\varepsilon}{h} C(\rho, Q, E),
\]

\[
C(\rho, Q) < \frac{\varepsilon + h}{h} C(\rho, Q, E),
\]

\[
\Gamma(\rho, Q) < \frac{\varepsilon + h}{h} \Gamma(\rho, Q, E),
\]

from which follows the first of equations (16).

On almost any plane \( z = \text{const.} \), \( U(M) \) is continuous along almost all lines \( x = \text{const.} \) and \( y = \text{const.} \) (see §3). Select then a non-exceptional plane \( z = z_0 \), which cuts \( \Gamma(\rho_0, Q, E) \) in a set of positive superficial measure, and in this plane a line \( y = y_0 \), which cuts \( \Gamma(\rho_0, Q, E) \) in a set \( E_z \) of positive linear measure. On almost all lines \( x = \text{const.} \), which pass through points of \( E_z \), \( U(M) \) is continuous.

There is a closed subset \( F_x \) of \( E_z \) of positive measure, such that

\[
\lim \ U(x, y, z_0) - U(x, y_0, z_0) < h/4, \quad | y - y_0 | < \delta', \quad x \in F_z.
\]

In fact, let \( \{y_i\} \) be a sequence of values, tending to \( y_0 \). Since \( U(x, y, z_0) \) is lower semicontinuous, the sets of points in a rectangle \( a < x < b, \ y_0 < y < y_i, \) contained in \( \Gamma(\rho, Q) \), where \( U(x, y, z_0) > c \) and where \( U(x, y, z_0) < c \) respectively, for any \( c \), are measurable Borel; hence their projections on \( y = y_0 \) are also measurable Borel. But these are respectively the sets where \( f_i(x) > c \) and \( \phi_i(x) < c \), \( f_i(x) \) being the upper bound and \( \phi_i(x) \) the lower bound of \( U(x, y, z_0) \) considered as a function of \( y, y_0 < y < y_i \), for \( x \) in the interval \( a < x < b \). Hence \( f_i(x) \) and \( \phi_i(x) \) are measurable Borel, and

\[
\lim_{i \to \infty} f_i(x) = U(x, y_0, z_0), \quad \lim_{i \to \infty} \phi_i(x) = U(x, y_0, z_0), \quad x \in E_z.
\]

But, by Egoroff’s theorem, corresponding to the sequence \( \{i\} \), there is a closed subset \( F_z \) of \( E_z \), of measure differing arbitrarily little from that of \( E_z \), such that the approach of \( f_i(x) \) and \( \phi_i(x) \) to their limiting values is uniform, for \( x \) in \( F_z \). Also, for \( y_0 < y < y_i \),

\[
\phi_i(x) - U(x, y_0, z_0) \leq U(x, y, z_0) - U(x, y_0, z_0) \leq f_i(x) - U(x, y_0, z_0),
\]
so that the approach of the middle member of this inequality to zero is uniform for \( x \) in \( F_z \).

For almost all the points of \( F_z \) the linear set density of \( F_z \) is unity. Select one of these non-exceptional points \( (x_0, y_0, z_0) \). For almost all lines \( y = \text{const.} \) in the plane \( z = z_0 \), \( U(M) \) is continuous. We may therefore apply the sort of argument just used in the case of \( F_z \) to the neighborhood of \( y_0 \) on the line \( x = x_0 \). There exists then a set \( F_y \) in \( y \), \( |y - y_0| \leq \delta' \), of positive measure on the line \( x = x_0 \), and a \( \delta'' > 0 \) such that

(18) \[ U(x, y, z_0) - U(x_0, y, z_0) < h/4, \quad \text{for } |x - x_0| < \delta'', \quad y \in F_y. \]

We may choose the \( (x_0, y_0, z_0), \delta', \delta'' \) so that the entire figure lies in the sphere of center \( P \) and radius \( \rho_0 \).

Consider then a rectangle in \( z = z_0 \), composed of two lines \( x = x_1, x = x_2 \), \( x_1, x_2 \) in \( F_z \) and two lines \( y = y_1, y = y_2, y_1, y_2 \) in \( F_y \), with \( |x_1 - x_0|, |x_2 - x_0| < \delta'' \), and \( |y_1 - y_0|, |y_2 - y_0| < \delta' \). This rectangular contour lies entirely in \( s \). In fact, for any point on a side parallel to \( x \), say \( (x, y_1, z_0) \), we have

\[
U(x, y_1, z_0) - U(x_0, y_0, z_0) \\
\leq U(x, y_1, z_0) - U(x_0, y_1, z_0) + U(x_0, y_1, z_0) - U(x_0, y_0, z_0) \\
< h/4 + h/4 = h/2,
\]

by (17), (18). But by the third of equations (16), since \( P = (x_0, y_0, z_0) \) lies in \( \Gamma(\rho_0, Q, E) \), \( M = (x, y_1, z_0) \) cannot lie in \( \Sigma + B \). Also for any point on a side parallel to \( y \), say \( (x_1, y, z_0) \), we have

\[
U(x_1, y, z_0) - U(x_1, y_0, z_0) < h/4.
\]

But \( (x_1, y_0, z_0) \) lies in \( \Gamma(\rho_0, Q, E) \); hence \( (x_1, y, z_0) \) cannot lie in \( \Sigma + B \).

The set of points \( (x_1, y_1, z), (x_2, y_2, z), (x_1, y_2, z), (x_2, y_1, z), \) vertices of rectangular contours which lie in \( s \), for which \( |x_2 - x_1| \geq a, |y_2 - y_1| \geq b, \) is closed. Hence the set of vertices of all the contours of the theorem, for given directions \( x, y \), is measurable Borel. But, as we have proved, this set cannot be of zero measure spatially. This completes the theorem.

It will be noticed that Theorem I of §7.1 relates to measure and Theorem II of §7.1 is topological in character. The present theorem partakes of both characters. A set which has an exceptional point, by this theorem, cannot be of zero spatial measure, since it must contain a set of vertices of positive measure; it cannot be of dimension zero, since the neighborhood of an exceptional point must contain contours of dimension one.

In the plane, and for logarithmic potential, a boundary set \( s \) which contains an exceptional point with respect to the complement \( \Sigma + B \) of \( s \) contains a family of rectangular contours, with sides parallel to given orthogonal directions, whose
vertices constitute a set of positive superficial measure. It follows then that if \( s \) is a boundary set and occludes no points from infinity it has no exceptional points. This is a topological theorem of which the analogue in three dimensions, as illustrated in §7.2, is not valid.

III. The energy equation

8. The Dirichlet integral and the averaging process. When \( U \) is a potential, the quantity

\[
(\nabla U)^2 = \left(\frac{\partial U}{\partial x}\right)^2 + \left(\frac{\partial U}{\partial y}\right)^2 + \left(\frac{\partial U}{\partial z}\right)^2
\]

has meaning almost everywhere and is a measurable function spatially; for the separate partial derivatives, according to §3, possess these properties. Moreover the quantity in (1) is identical almost everywhere with the expression in terms of generalized or vector derivatives

\[
(D_x U)^2 + (D_y U)^2 + (D_z U)^2
\]

which is invariant of an orthogonal transformation at all points where \( D_x U, D_y U, D_z U \) exist. We shall discuss the convergence of the Dirichlet integrals

\[
D = D(U) = \int_W (\nabla U)^2 dM,
\]

\[
D(U, V) = \int_W \left( \frac{\partial U}{\partial x} \frac{\partial V}{\partial x} + \frac{\partial U}{\partial y} \frac{\partial V}{\partial y} + \frac{\partial U}{\partial z} \frac{\partial V}{\partial z} \right) dM = \int_W \nabla(U, V) dM.
\]

It is immediately verified that if \( \delta(m) \) is a function such that

\[
\int_E \phi^2 dM \leq \delta(m), \quad \int_E \psi^2 dm \leq \delta(m)
\]

when meas \( E \leq m \), then also, using the notation of §4 for the spatial average,

\[
\left| \int_E \phi(\rho', M)\psi(\rho'', M) dM \right| \leq \delta(m).
\]

We state this fact as a lemma.

**Lemma.** Let \( \phi(M), \psi(M) \) be summable with their squares over \( W \). The absolute continuity of the integrals over measurable sets \( E \),

\[
\int_E \{\phi(\rho', M)\}^2 dM, \quad \int_E \phi(\rho', M)\psi(\rho'', M) dM,
\]

is uniform as \( \rho' \) and \(\rho''\) tend independently to zero.
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If $U(M)$ is a potential of a distribution of positive mass on $F$, we have

$$U(\rho, M) = \int_{w} k_{\rho}(M, P)df(e_P)$$

where

$$k_{\rho}(M, P) = \frac{3\rho^2 - MP^2}{2\rho^3}, \quad MP < \rho,$$

$$k_{\rho}(M, P) = \frac{1}{MP}, \quad MP \geq \rho,$$

is continuous in $M, P$ with continuous partial derivatives of the first order, and is superharmonic as a function of $M$. Moreover, since $U(\rho, M)$ vanishes continuously at $\infty$ and is harmonic outside a set $F_{\rho}$, of which no point is distant from $F$ by more than $\rho$, it follows by §2 that $U(\rho, M)$ is itself the potential of a distribution of positive mass $f(\rho, e)$ on $F_{\rho}$; and, as is seen by integration over a sufficiently large spherical surface, the total mass is the same as that for $U(M)$. It has already been pointed out, in the proof of the theorem of §2.1 (the $U(\rho, M)$ forming an increasing sequence of potentials), that $f(\rho, e)$ converges weakly to $f(e)$ on a subsequence of values of $\rho$.

Since $U(M)$ has summable first partial derivatives, and satisfies (16), §3, $U(\rho, M)$ has continuous first partial derivatives and satisfies (18), §4. In particular, $D(U_{\rho})$ exists. If $V(M)$ is a second potential of the same kind, $D(U_{\rho}, V_{\rho''})$ also exists.

9. Convergence of the Dirichlet integrals. We shall prove the following

**Theorem.** A necessary and sufficient condition that $D(U)$ converge is that

$$D(U_{\rho}) = \int_{w} \{ \nabla U(\rho, M) \}^2 dM$$

remain bounded as $\rho$ tends to zero. Further

$$D(U) = \lim_{\rho \to 0} D(U_{\rho})$$

if $D(U)$ converges.

That the condition is necessary comes immediately from the lemma of §8, applied to $\partial U_{\rho}/\partial x, \partial U_{\rho}/\partial y, \partial U_{\rho}/\partial z$ separately. For it follows that the absolute continuity of $\int_{w} \{ \nabla U(\rho, M) \}^2 dM$ is uniform as $\rho$ tends to zero. Hence this integral is bounded, independently of $\rho$, on any bounded region. But outside a certain bounded region, sufficiently large, $U(\rho, M)$ is identical with $U(M)$, for all $\rho$, as $\rho$ tends to zero. Hence $\int_{w} \{ \nabla U(\rho, M) \}^2 dM$ is bounded,
independently of \( \rho \). Also equation (6) is verified. For since \( \lim (\rho = 0) \{ \nabla U(\rho, M) \}^2 = \{ \nabla U(M) \}^2 \) for almost all \( M \), and the absolute continuity of the integral is uniform, it follows by Vitali’s theorem that

\[
\lim_{\rho \to 0} \int_D \{ \nabla U(\rho, M) \}^2 dM = \int_D \{ \nabla U(M) \}^2 dM,
\]

where \( D \) is any bounded region; on the other hand, the integrals extended over the portion \( W - D \) of \( W \), where \( D \) is taken sufficiently large, are identical.

The condition is also sufficient. In fact, it is well known and immediate that if \( \phi_1(M), \phi_2(M), \ldots \) form a sequence of not negative summable functions, which have a limit, \( \lim (i = \infty) \phi_i(M) = \phi(M) \) almost everywhere on a perfect set \( E \), then

\[
\lim \inf_{i \to \infty} \int_B \phi_i(M) dM \leq \int_B \phi(M) dM,
\]

admitting \( +\infty \) as a possible value of the right hand member. Hence if \( K \) exists such that

\[
\int_W \{ \nabla U(\rho, M) \}^2 dM \leq K, \text{ for all } \rho,
\]

it follows from (7), taking \( \rho = 1/i \), that \( \{ \nabla U(M) \}^2 \) is summable over every bounded region \( D \), and

\[
\int_D \{ \nabla U(M) \}^2 dM \leq K.
\]

Hence \( \{ \nabla U(M) \}^2 \) is summable over \( W \).

We have also immediately the following corollary:

**Corollary.** If \( U(M), V(M) \) are two potentials of positive masses on \( F \), finite in total amount, such that \( D(U) \) and \( D(V) \) converge, the integral \( D(U, V) \) also converges, and

\[
D(U, V) = \lim D(U_{\rho'}, V_{\rho''}),
\]

as \( \rho' \) and \( \rho'' \) tend independently to zero.

The convergence comes immediately from the inequality \( 2|\nabla(U, V)| \leq (\nabla U)^2 + (\nabla V)^2 \); the limit property is a consequence of the uniform absolute continuity, as in the proof of the theorem.

10. The energy equation. We prove the following
Theorem. If $D(U)$ exists, then

$$
D(U) = 4\pi \int W U(P) d\nu(eP),
$$

and if also $D(V)$ exists, and $\mu(e)$ is the mass function for $V$, then

$$
D(U, V) = 4\pi \int W U(P) d\mu(eP).
$$

Consider first (10). We remember that $U(\rho', M), V(\rho'', M)$ are potentials of positive mass distributions on bounded sets, and prove the following lemma.

Lemma. If $D(U_{\rho'}, V_{\rho''}) = 4\pi \int W U(\rho', P) d\mu(\rho'', eP)$ and $D(U), D(V)$ exist, then $D(U, V) = 4\pi \int W U(P) d\mu(eP)$.

In fact, by the corollary of §9,

$$
D(U, V) = \lim_{\rho' \to 0} \left\{ \lim_{\rho'' \to 0} D(U_{\rho'}, V_{\rho''}) \right\} = 4\pi \lim_{\rho' \to 0} \left\{ \lim_{\rho'' \to 0} \int W U(\rho', P) d\mu(\rho'', eP) \right\}
$$

$$
= 4\pi \lim_{\rho' \to 0} \int W U(\rho', P) d\mu(eP)
$$

by the weak convergence of $\mu(\rho'', e)$ to $\mu(e)$, over the proper sequence of values of $\rho''$, the function $U(\rho', M)$ being continuous. Whence, since $U(\rho', P)$ increases monotonically to $U(P)$, as $\rho'$ tends to zero, by the definition of generalized integral,

$$
D(U, V) = 4\pi \int W U(P) d\mu(eP),
$$

which proves the lemma.

To return to the theorem, we note that $U(\rho_1, \rho_2, \rho_3, M), V(\rho_1'', \rho_2'', \rho_3'', M)$ have continuous third partial derivatives, and the identity (10) applies to them as an immediate consequence of Green's theorem, their first derivatives vanishing continuously at infinity like $1/r^2$. Hence by successive applications of the lemma, the equation (10) is established for $U, V$. Equation (9) is obtained from (10) by writing $V = U$.

Corollary I. If $D(U), D(V)$ are finite, then also $D(U, V)$ is finite and positive.

In fact, $D(U, V)$ is given by (10).

Corollary II. If $D(U_1), D(U_2), D(V)$ are finite and $U_2 \geq U_1$ but $U_2 \neq U_1$, then $D(U_2) > D(U_1)$; $D(U_2, V) \geq D(U_1, V)$. 
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Since there is a point where \( U_2 > U_1 \), there will be a neighborhood of the point in which, almost everywhere, \( U_2 > U_1 \), by \((19')\), §4. But \( U_1, U_2 \) vanish continuously at \( \infty \). Hence \( D(U_2 - U_1) > 0 \).

The second inequality of the theorem is an immediate consequence of \((10)\). Moreover, since \( D(U_1) \) and \( D(U_2) \) are convergent Lebesgue integrals, the same is true of \( D(U_2, U_1) \) and of \( D(U_2 - U_1, U_1) = D(U_2, U_1) - D(U_1) \), although \( U_2 - U_1 \) is not necessarily a potential of positive mass; hence also \( D(U_2 - U_1, U_2) \) and \( D(U_2 - U_1, U_2) = D(U_2 - U_1, U_2) - D(U_2 - U_1, U_1) \) are convergent Lebesgue integrals. But

\[
D(U_2) = D(U_1 + U_2 - U_1) = D(U_1) + 2D(U_2 - U_1, U_1) + D(U_2 - U_1)
\]

where \( D(U_2 - U_1) > 0 \), and by equation \((10)\), \( D(U_2 - U_1, U_1) \geq 0 \).

Corollary III. The integrals \( D(U_{\rho'}, V_{\rho''}) \), \( D(U_{\rho'}) \) are monotonic increasing as \( \rho', \rho'' \) decrease independently to zero.

Corollary IV. A necessary and sufficient condition that \( D(U) \) exist is that the generalized integral \( \int_W U(P)df(e_P) \) converge.

The necessity has already been demonstrated in the theorem. For the sufficiency, we note first that

\[
D(U_{\rho'}, U_{\rho''}) = 4\pi \int_W U(\rho', P)df(\rho'', e_P).
\]

Choose now a sequence of values \( \rho''_i \), decreasing to zero, such that the corresponding mass distributions \( f(\rho''_i, e) \) of the \( U_{\rho''_i} \) converge in the weak sense to \( f(e) \). Since \( U(\rho', M) \) is continuous,

\[
\lim_{\rho''_i \to 0} D(U_{\rho'}, U_{\rho''_i}) = 4\pi \int_W U(\rho', P)df(e_P).
\]

But by Corollary III, \( D(U_{\rho'}, U_{\rho''}) \) increases monotonically as \( \rho'' \) decreases to zero; accordingly

\[
D(U_{\rho'}, U_{\rho''}) \leq 4\pi \int_W U(\rho', P)df(e_P) \leq 4\pi \int_W Udf, \quad \text{for all } \rho', \rho''.
\]

Hence, by taking \( \rho'' = \rho', \rho' = \rho \), \( D(U_{\rho}) \) is bounded independently of \( \rho \), and \( D(U) \) is finite, by the theorem of §9.

Corollary V. A sufficient condition that \( D(U) \) exist is that \( U(M) \) be bounded in \( W \).

University of California,
Berkeley, Calif.