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In his algebraic theory of differential equations, J. F. Ritt† has developed a decomposition theory for systems of algebraic differential equations by introducing the idea of irreducible systems and proving that every system is equivalent to one and essentially only one finite set of irreducible systems. The analogous theorem for algebraic difference equations was given by Ritt and Doob.‡ The purpose of the present paper is to derive a decomposition theorem for algebraic mixed difference equations; i.e., equations which contain algebraically one or more unknown functions \( y(x) \), their "transforms" \( y(x), y(x+1), y(x+2), \ldots \), and the derivatives of those transforms.

1. Fields

Let \( \mathfrak{A} \) be an open region in the plane of the complex variable \( x \) which has the property that it contains the point \( x+1 \) whenever \( x \) lies in \( \mathfrak{A} \). Let \( \mathfrak{F} \) be a set of functions, meromorphic in \( \mathfrak{A} \). If the following four conditions are satisfied \( \mathfrak{F} \) will be called a field:

(a) \( \mathfrak{F} \) contains at least one function which is not identically zero.
(b) If \( f(x) \) and \( g(x) \) are in \( \mathfrak{F} \), then \( f \pm g, f \cdot g \) and \( f/g (g \neq 0) \) are in \( \mathfrak{F} \).
(c) If \( f(x) \) is in \( \mathfrak{F} \) then also \( f(x+1) \) is in \( \mathfrak{F} \).
(d) If \( f(x) \) is in \( \mathfrak{F} \) then also the derivative of \( f(x) \) is in \( \mathfrak{F} \).

2. Forms

We introduce a finite number of letters \( y_1, y_2, \ldots, y_n \), which will represent unknown functions \( y_1(x), y_2(x), \ldots, y_n(x) \) and will be called unknowns. With every \( y_i \) we associate the symbols

\[
y_{ij} = y_i(x + j)
\]

\[
y_{ijk} = \frac{d^k y_{ij}}{dx^k} = \frac{d^k y_i(x + j)}{dx^k}
\]

\( (y_{i0} = y_i) \),

\( (y_{i1} = y_{ij}, y_{i00} = y_{i0} = y_i) \)
where $j$ and $k$ are non-negative integers. $y_{ij} = y_i(x+j)$ will be called the $j$th transform of the unknown $y_i$.

A polynomial in the $y_{ijk}$ the coefficients of which are functions, meromorphic in an open region $\mathcal{A}$, will be called a form in the unknowns $y_1, \ldots, y_n$. Throughout our work we shall assume that the forms with which we deal belong to a fixed field $\mathfrak{F}$. Forms will be denoted by capital italic letters.

By the class of a form $F$, if $F$ involves one or more $y_{ijk}$ effectively, we mean the highest index $p$, such that some of the transforms $y_{pi}$ of $y_p$ or some of their derivatives $y_{pjk}$ are present in $F$. By forms of class zero, we mean forms free of the $y_{ijk}$, i.e., functions $f(x)$ of the field $\mathfrak{F}$.

By the $\Delta$-order of $F$ in $y_h$, if $F$ involves some $y_{hjk}$ ($j \geq 0, k \geq 0$), we mean the order of the highest transform $y_{hq}$ of $y_h$ such that $y_{hq}$ or some of its derivatives $y_{hqk}$ are present in $F$.

By the $d$-order of $F$ in $y_{hl}$, if $F$ involves some $y_{hik}$ ($k \geq 0$), we mean the order of the highest derivative of $y_{hl}$ which is present in $F$.

From what precedes, it follows that we can associate four integers with each form in $y_1, \ldots, y_n$, not of class zero, viz.

(i) the class $p (p > 0)$,
(ii) the $\Delta$-order $q$ in $y_p$ ($q \geq 0$),
(iii) the $d$-order $r$ in $y_{pq}$ ($r \geq 0$),
(iv) the degree $s$ in $y_{pqr}$ (in the ordinary algebraic sense; $s > 0$).

These four numbers, in the succession described above,

$$p, q, r, s,$$

which will be called simply the quadruplet of the form, define the rank of the forms in the following sense.

If $A$ and $B$ are forms in the same unknowns $y_1, y_2, \ldots, y_n$, neither of class zero, if

$$a_1, a_2, a_3, a_4$$

and

$$b_1, b_2, b_3, b_4$$

are respectively the quadruplets of $A$ and $B$, then $A$ and $B$ are said to be of the same rank if $a_i = b_i$ for $i = 1, 2, 3, 4$. $B$ will be said to be of lower rank than $A$ if, for the smallest index $i$ for which $a_i$ and $b_i$ are different, $b_i$ is less than $a_i$.

As for the forms of class zero, all of them are to be of the same rank and each of them of lower rank than a form of non-zero class.

Obviously, if $A$ is higher than $B$ and $B$ higher than $C$, then $A$ is higher than $C$. 
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The following lemma can be proved very easily.*

**Lemma.** Every set of forms in $y_1, y_2, \cdots, y_n$ contains at least one form, the rank of which is not higher than that of any other form of the set.

### 3. Ascending Sets

Let $F$ be a form, not of class zero, with the quadruplet $p, q, r, s$ ($p > 0$). A form $H$ is said to be **reduced with respect to the form** $F$ if for every $k \geq q$ either

(a) $H$ does not involve $y_{pk}$, or

(b) the $d$-order of $H$ in $y_{pk}$ is less than $r$, or

(c) the $d$-order of $H$ in $y_{pk}$ equals $r$ but the degree of $H$ in $y_{pkr}$ is less than $s$.†

In the following we shall sometimes say "$H$ is of lower rank in $y_{pk}$ than $r, s$" if $H$ has any one of the properties (a), (b), or (c) with respect to $y_{pk}$.

A set of forms

$$A_1, A_2, \cdots, A_m$$

is called an **ascending set** if either

(a) it consists of only one form $A_1$, not identically zero, or

(b) it contains more than one form, $A_1$ is of class greater than zero, and for $1 \leq i < j \leq m$, $A_i$ is reduced with respect to and of higher rank than $A_j$.

Let

$$\begin{align*}
(A) & \quad A_1, A_2, \cdots, A_k, \\
(B) & \quad B_1, B_2, \cdots, B_l
\end{align*}$$

be two ascending sets. $(A)$ will be called of **higher rank** than $(B)$ if either

(a) there exists a $j$, exceeding neither $k$ nor $l$, such that $A_i$ and $B_i$ are of the same rank for $i = 1, 2, \cdots, j-1$, but $A_i$ is higher than $B_i$,‡

or

(b) $l$ is greater than $k$ and $A_i$ and $B_i$ have the same rank for $i = 1, 2, \cdots, k$. If $l = k$ and $A_i$ and $B_i$ have the same rank for $i = 1, 2, \cdots, k$, the ascending sets $(A)$ and $(B)$ are to be of the same rank.

Evidently, if $(A), (B), (C)$ are ascending sets, $(A)$ higher than $(B)$, and $(B)$ higher than $(C)$, then $(A)$ is also higher than $(C)$.

We shall now prove the following

---

† It may be that for different $k$'s we have different cases.
‡ In the case $j = 1$, that means simply that $A_1$ is higher than $B_1$. 

---
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Lemma. If \( \Phi \) is a system of ascending sets there exists in \( \Phi \) at least one ascending set of lowest rank.

Consider the first forms of all ascending sets of \( \Phi \). According to the lemma of §2, there are among them forms of lowest rank. Let \( \Phi_1 \) consist of all such ascending sets of \( \Phi \) that begin with a form of that lowest rank. If all ascending sets of \( \Phi_1 \) have only one form, then each ascending set of \( \Phi_1 \) constitutes an ascending set of lowest rank in \( \Phi \).* If not, consider the ascending sets of \( \Phi_1 \) which have at least two forms and choose those from among them whose second form is of lowest rank. Let the subsystem of \( \Phi_1 \) obtained in this way be called \( \Phi_2 \). If all ascending sets of \( \Phi_2 \) have exactly two forms each of them constitutes an ascending set of lowest rank in \( \Phi \). If not, we continue in this fashion. If we can show that, after a finite number of steps, we reach a system \( \Phi_m \) all ascending sets of which have exactly \( m \) forms, then each ascending set of \( \Phi_m \) constitutes an ascending set of lowest rank in \( \Phi \) and the lemma will be proved.

In order to show that we must reach such a system \( \Phi_m \), we consider any system \( \Phi_i \) which we meet in the above process. We notice that all \( i \)th forms of the ascending sets of \( \Phi_i \) are of the same rank. Let \( A_i \) be one of these forms and \( p_i, q_i, r_i, s_i \) be the quadruplet of \( A_i \).† Consider now any two consecutive systems \( \Phi_i \) and \( \Phi_{i+1} \). Since \( A_{i+1} \) is of higher rank than and reduced with respect to \( A_i \) we have only the following possibilities:

(a) \( p_{i+1} > p_i \),

(b) \( p_{i+1} = p_i; q_{i+1} > q_i \).

In case (b), since \( A_{i+1} \) is of lower rank in \( y_{p_i} q_{i+1} \) than \( r_i, s_i \), either

(b') \( r_{i+1} < r_i \)

or

(b'') \( r_{i+1} = r_i; s_{i+1} < s_i \).

The inequalities in (b') and (b'') now show that the case (b) can occur only for a finite number of consecutive systems \( \Phi_i \). Therefore, after a finite number of steps the case (a) must hold, i.e., the class \( p_i \) must increase. But since \( p_i \) can assume only the values 1, 2, \( \ldots \), \( n \) the process cannot be continued ad infinitum.

* This includes the case in which at least one set of \( \Phi \) consists of a non-zero form of class zero. Every such ascending set is, of course, of lowest rank.

† We omit the trivial case, mentioned above, in which \( A_1 \) is of class zero; then \( m = 1 \).
4. Basic sets

If $\Sigma$ is a set of forms not all of which vanish identically, $\Sigma$ contains ascending sets (e.g., every form $F \neq 0$ constitutes an ascending set). Among them, according to the lemma of §3, there are ascending sets of lowest rank. Each such ascending set will be called a basic set of $\Sigma$.

If a form $F$ is reduced with respect to every form of an ascending set

\begin{equation}
A_1, A_2, \cdots, A_m
\end{equation}

whose first form $A_1$ is not of class zero, then $F$ is said to be reduced with respect to the ascending set (1).

We prove the following lemma:

**Lemma 1.** If $\Sigma$ is a system of forms, (1) one of its basic sets, with $A_1$ not of class zero, and if $F$ is a non-zero form and reduced with respect to (1), then $\Sigma + F$ has a basic set lower than (1).

$F$ cannot be of the same rank as any of the forms in (1). If $F$ is lower than $A_1$ the ascending set $F$ is lower than (1). If not, let $j$ be the highest index such that $A_j$ is lower than $F$ ($1 \leq j \leq m$). Then $A_1, \cdots, A_j, F$ is lower than (1).

In exactly the same way one can prove

**Lemma 2.** If $\Sigma$ is a system of forms, (1) one of its basic sets, with $A_1$ not of class zero, then $\Sigma$ contains no non-zero form which is reduced with respect to (1).

5. Reduction of forms

If $A$ is any form in $y_1, y_2, \cdots, y_n$, we shall mean by the $k$th transform of the form $A$ the form which is obtained on replacing $x$ by $x+k$ in the coefficients of $A$ and in the unknowns, their transforms and their derivatives. The latter means that $y_{ij}$ has to be replaced by $y_{i, j+k}$. The $k$th transform will be denoted by $A^{(k)} [A^{(0)} = A]$.

Similarly, by the $m$th derivative of a form $B$ we mean the $m$th total derivative of $B$ with respect to $x$, the $y_{ij}$ being regarded as functions of $x$. The $m$th derivative of the $k$th transform of $A$ will be denoted by $A^{(k, m)} [A^{(k, 0)} = A^{(k)}; A^{(0, 0)} = A^{(0)} = A]$.

Evidently, $A^{(k, m)}$ can be interpreted also as the $k$th transform of the $m$th derivative of $A$. In any case, the first superscript of a form indicates the number of transformations, the second one the number of differentiations.

The properties (c) and (d) in the definition of a field (§1) imply that the transforms and their derivatives of a form $A$ have coefficients in $\Sigma$.

Let $A$ be a form, not of class zero, with the quadruplet $p, q, r, s$. Let $A$ be written as a polynomial in $y_{pqr}$ with coefficients which are forms in the $y_{iij}$ lower than $y_{pqr}$. Then the derivative of this polynomial, i.e., $\partial A/\partial y_{pqr}$,
will be called the **separant** of \( A \), and its highest coefficient, i.e., the coefficient of the term \( (y_{pq})^r \) in \( A \), will be called the **initial** of \( A \).

For the proof of the following reduction lemma we need a few facts about the quadruplet, the separant and the initial of the transforms and their derivatives of a form \( A \), not of class zero. Let \( p, q, r, s \) be the quadruplet of \( A \), \( S \) its separant, and \( I \) its initial. Then the following table gives the facts that we will need in the proof. They will be seen to follow easily from the above definitions.

<table>
<thead>
<tr>
<th>Form</th>
<th>( A^{(k)}(k \geq 0) )</th>
<th>( A^{(k,m)}(k \geq 0, m &gt; 0) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quadruplet</td>
<td>( p, q + k, r, s )</td>
<td>( p, q + k, r + m, 1 )</td>
</tr>
<tr>
<td>Separant</td>
<td>( S^{(k)} )</td>
<td>( S^{(k)} )</td>
</tr>
<tr>
<td>Initial</td>
<td>( I^{(k)} )</td>
<td>( S^{(k)} )</td>
</tr>
</tbody>
</table>

We finally notice that the separant and the initial of any form are of lower rank than the form itself.

We are now ready to prove the

**Reduction Lemma.** Let

\[
A_1, A_2, \ldots, A_m
\]

be an ascending set, with \( A_1 \) of class greater than zero, and let the separant and initial of the form \( A_i \) be \( S_i \) and \( I_i \) respectively \((i = 1, \ldots, m)\). If \( G \) is an arbitrary form there exists a power product \( T \) of the \( S_i \), the \( I_i \), and their transforms with non-negative integral exponents, such that by subtracting from \( T \cdot G \) a suitable linear combination of the \( A_i \), their transforms \( A_i^{(k)} \) and the derivatives \( A_i^{(k,m)} \) of their transforms, with forms for coefficients, a form

\[
R = T \cdot G - \sum_{i, k, m} H_{ikm} A_i^{(k,m)}
\]

is obtained, which is reduced with respect to the ascending set \((3)\).

It will suffice to consider the case in which \( G \) is not reduced with respect to \((3)\).

Let \( j \) be the highest index such that \( G \) is not reduced with respect to \( A_j \). Let \( p, q, r, s \) be the quadruplet of \( A_j \). Since \( G \) is not reduced with respect to \( A_j \) there must exist at least one transform \( y_{ph} \) of \( y_p \), with \( h \geq q \), such that the rank of \( G \) in \( y_{ph} \) is not lower than \( r, s \). We may assume that \( y_{ph} \) is the highest such transform. Let \( \rho \) be the \( d \)-order of \( G \) in \( y_{ph} \) and let \( \sigma \) be the degree of \( G \) in \( y_{php} \). Then either
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\( \rho > r \)

or

\( \rho = r; \sigma \geq s. \)

We treat first the case (a).

We take the form \( A_j^{(h-q, \rho-r)} \) where, according to our assumptions, \( h-q \geq 0, \rho-r > 0 \). The quadruplet of \( A_j^{(h-q, \rho-r)} \) is \( p, h, \rho, 1 \), its initial \( S_j^{(h-q)} \) (cf. table (2)). Dividing \( G \) by \( A_j^{(h-q, \rho-r)} \) we get, with a suitable integer \( v \geq 0 \),

\[
(S_j^{(h-q)})^v \cdot G = C \cdot A_j^{(h-q, \rho-r)} + D.
\]

For the sake of uniqueness we take \( v \) as small as possible.

\( D \) is either identically zero or of lower degree in \( y_{ph} \) than \( A_j^{(h-q, \rho-r)} \), i.e., \( D \) does not contain \( y_{ph} \). Since higher derivatives of \( y_{ph} \) than the \( \rho \)th do not appear in \( G \) and \( A_j^{(h-q, \rho-r)} \), \( D \) cannot contain such derivatives either, so that the \( d \)-order of \( D \) in \( y_{ph} \) is less than \( \rho \).

Furthermore, if \( y_{kl} \) is any transform higher than \( y_{ph} \), \( D \) is not of higher rank in \( y_{kl} \) than \( G \). Suppose that were not true for some \( y_{kl} \). Notice that \( A_j^{(h-q, \rho-r)} \) and \( S_j^{(h-q)} \) are free of \( y_{kl} \). From (5) we conclude that \( C \) would have to contain \( y_{kl} \) in the same rank, say \( \mu, \nu \), as \( D \). Hence \( C \cdot A_j^{(h-q, \rho-r)} \) would contain a term involving the product \( (y_{kl})^\mu \cdot y_{ph}^\nu \), which could be balanced neither by \( D \) nor by the first member of (5). This proves our statement.

We conclude first that \( D \) is of lower rank than \( r, s \) in each higher transform of \( y_p \) than the \( h \)th one, and secondly, that (in case \( j < m \)) \( D \) is reduced with respect to \( A_{j+1}, A_{j+2}, \ldots, A_m \).

If now \( D \) involves \( y_{ph} \) and the \( d \)-order of \( D \) in \( y_{ph} \), which was less than \( \rho \), is still greater than \( r \), i.e., if the case (a) still holds, we treat \( D \) in the same way as we did \( G \), and, after a finite number (at most \( \rho - r \)) of such divisions, we reach a form \( D_1 \), which is either free of \( y_{ph} \) (and its derivatives) or else of \( d \)-order less than or at most equal to \( r \) in \( y_{ph} \) but is, as \( D \) was, of lower rank than \( r, s \) in \( y_{p,h+1}, y_{p,h+2}, \ldots, \) and reduced with respect to \( A_{j+1}, A_{j+2}, \ldots, A_m \).

If \( D_1 \) involves \( y_{ph} \) and is of \( d \)-order exactly \( r \) in \( y_{ph} \) and of degree \( \sigma \geq s \) in \( y_{phr} \) (case (b)), then we take \( A_j^{(h-q)} \) which has, according to table (2), the quadruplet \( p, h, r, s \) and the initial \( I_j^{(h-q)} \). By a division we get, with some integer \( w \geq 0 \) which we shall take as small as possible,

\[
[I_j^{(h-q)}]^w \cdot D_1 = B \cdot A_j^{(h-q)} + D_2,
\]

where \( D_2 \) is either free of \( y_{phr} \) or of degree less than \( s \) in \( y_{phr} \).
Similarly, as we concluded for $D$ from (5), we now conclude for $D_2$ from (6) that $D_2$ does not contain any higher derivative of $y_{ph}$ than the $r$th one, so that $D_2$ is of lower rank in $y_{ph}$ than $r$, $s$ and, furthermore, that $D_2$ is of lower rank than $D_1$ in each $y_{kt}$ which is higher than $y_{ph}$. This latter fact implies, as before, that $D_2$ is of lower rank than $r$, $s$ also in $y_{ph, h+1}$, $y_{ph, h+2}$, \ldots, and that it is reduced with respect to $A_{j+1}$, $A_{j+2}$, \ldots, $A_m$.

Using all the divisions of the type (5) and (6) made so far, we have a relation between $G$ and $D_2$ of the following type:

$$\left[S_i^{(h-q)}\right]^u \cdot \left[I_i^{(h-q)}\right]^w \cdot G - \sum_{i=0}^{r-r} E_i \cdot A_i^{(h-q,i)} = D_2$$

with non-negative integral $u$ and $w$.

If now $D_2$ is not yet reduced with respect to $A_i$ we must have, from what has been said about $D_2$, that there exists at least one transform $y_{ph'}$ of $y_p$, with $q \leq h' < h$, such that $D_2$ is not of lower rank in $y_{ph'}$ than $r$, $s$. We then apply the same method as above to the highest such transform $y_{ph'}$ and reduce $D_2$ with respect to that transform. If necessary, we continue in this fashion until, after a finite number (at most $h-q+1$) of such steps, we have reached a form $D_3$, which is of lower rank than $r$, $s$ in $y_{pq}$, $y_{pq, q+1}$, \ldots, hence reduced with respect to $A_i$, but also, as $D_2$ before, with respect to $A_{j+1}$, \ldots, $A_m$.

As relation between $G$ and $D_3$, we have

$$\prod_{\lambda=0}^{h-q} \left[S_i^{(\lambda)}\right]^{u_{\lambda}} \cdot \left[I_i^{(\lambda)}\right]^{w_{\lambda}} \cdot G - \sum_{k=0}^{h-q} \sum_{m} F_{km} A_i^{(k,m)} = D_3,$$

with non-negative integral exponents $u_{\lambda}$ and $w_{\lambda}$.

If $D_3$ is not yet reduced with respect to (3) let $i$ be the highest index such that $D_3$ is not reduced with respect to $A_i$. Then $i$ must be less than $j$. We then apply the above method in order to reduce $D_3$ with respect to $A_i$ and get a form $D_4$, reduced with respect to $A_i$ and also to $A_{i+1}$, \ldots, $A_m$. After a finite number (at most $j$) of such steps we finally reach a form $R$ which is reduced to the ascending set (3) and related to $G$ by the equation (4). We have thus proved the reduction lemma.

The form $R$ will be called in the sequel the remainder of the form $G$ with respect to the ascending set (3).

6. Solutions

We shall define what will be meant by a solution of a system of algebraic
mixed difference equations. Our definition will be broad enough so as to admit also multiple-valued functions as solutions.*

Let $\mathfrak{A}$ be an open region of the type mentioned in §1. Let $\Sigma$ be a system of forms in the unknowns $y_1, y_2, \ldots, y_n$, with coefficients meromorphic in $\mathfrak{A}$ and belonging to the field $\mathfrak{F}$ (cf. §2).

Let $\phi(t)$ be a continuous complex function, defined for real $t \geq 0$, such that all values $\phi(t)$ lie in $\mathfrak{A}$ and $\phi(t)$ satisfies the equation

$$\phi(t + 1) - \phi(t) = 1.$$ 

The function $x = \phi(t)$ defines a continuous path $\mathcal{L}$, lying entirely in $\mathfrak{A}$ and containing $x+1$ if $x$ lies on it. By a function analytic on $\mathcal{L}$, we shall understand a function $f(x)$ which is analytic at the point $x = \phi(0)$ and which can be continued analytically along $\mathcal{L}$, as one moves on it with increasing $t$. For the points $x$ on $\mathcal{L}$, $f(x) = f(\phi(t)) = \psi(t)$ becomes thus a unique function of $t$. Using (7), we can and shall define $f(x+1)$ by

$$f(x + 1) = \psi(t + 1).$$

It is obvious that $f(x+1)$ is also analytic on $\mathcal{L}$, and the same holds for all transforms and their derivatives of $f(x)$.

By a solution of the system $\Sigma$, we mean the entity composed of a path $\mathcal{L}$, as described above, and $n$ functions $y_1(x), y_2(x), \ldots, y_n(x)$ analytic on $\mathcal{L}$, such that the forms of $\Sigma$ vanish identically on $\mathcal{L}$ if the unknowns $y_i$ in them are replaced by the functions $y_i(x)$.

The totality of solutions of a system $\Sigma$ will be called the manifold of $\Sigma$.

If $\Sigma_1$ and $\Sigma_2$ are systems of forms such that every solution of $\Sigma_1$ is a solution of $\Sigma_2$, we shall say “$\Sigma_2$ holds $\Sigma_1$.”† If two systems hold one another, i.e., if their manifolds are identical, they will be said to be equivalent.

We notice the following easy consequence of our definitions:

If $f(x)$ is analytic on $\mathcal{L}$, then $f(x+1) \equiv 0$ on $\mathcal{L}$ if and only if $f(x) \equiv 0$ on $\mathcal{L}$. Therefore, if $F$ is any form, $F$ has the same manifold as each of its transforms $F^{(k)}(k = 1, 2, \ldots)$.

7. Completeness

In this section we shall prove the following

Theorem. Every infinite system of forms is equivalent to one of its finite subsystems.

We call a system which is equivalent to one of its finite subsystems a complete system. Systems which are not complete will be called incomplete.

---

† A system devoid of solutions is considered as being held by every system.
We have to show that the assumption of the existence of incomplete systems leads to a contradiction.

We first prove the following

**Lemma.** Let $\Sigma$ be an incomplete system. Let

$$F_1, F_2, \ldots, F_m$$

be forms such that, by multiplying each form in $\Sigma$ by some power product* of the $F_i$ and their transforms $F_i^{(k)}$, a system $\Lambda$ is obtained which is complete. Then at least one of the systems $\Sigma + F_i$ ($i = 1, 2, \ldots, m$) is incomplete.

Suppose each system $\Sigma + F_i$ is complete. Let $\Phi_i$ be a finite subsystem of $\Sigma + F_i$ which is held by $\Sigma + F_i$ ($i = 1, 2, \ldots, m$). Since $\Phi_i$ can be replaced by any finite subsystem of $\Sigma + F_i$ containing $\Phi_i$ in itself, we may assume that $\Phi_i$ is of the type

$$(8) \quad G_1, G_2, \ldots, G_i, F_i$$

(for $i = 1, 2, \ldots, m$), with the set

$$(9) \quad G_1, G_2, \ldots, G_i$$

independent of $i$ and the forms of (9) in $\Sigma$. We may, similarly, assume that the forms in $\Lambda$, obtained from the forms in (9) by the above described multiplication, form a system which is equivalent to $\Lambda$.

Since $\Sigma$ is incomplete there is a form $L$ in $\Sigma$ which does not hold (9). But the product of $L$ and some power product of the $F_i$ and their transforms holds (9). Since $F_i$ has the same manifold as its transforms (§6) we conclude that $F_1 \cdots F_m L$ holds (9). Since $L$ does not hold (9) there are solutions of (9) for which $L$ does not vanish, so that at least one of the $F_i$ must vanish. Hence, for at least one $i$, $L$ does not hold (8). This contradiction proves our lemma.

We shall now prove the completeness of all systems.

Suppose there are incomplete systems. Consider their totality and choose for each of them a basic set (§4). According to the lemma of §3, there are incomplete systems whose basic sets are not higher than those of any incomplete system. Let $\Sigma$ be one of these systems, let

$$(10) \quad A_1, A_2, \ldots, A_m$$

be a basic set of $\Sigma$, and let $S_i$ and $I_i$, respectively, be the separant and the initial of $A_i$ ($i = 1, 2, \ldots, m$).

Then $A_1$ is of class greater than zero, for otherwise $\Sigma$ would have no solutions and would be equivalent to $A_1$. Hence, it would be complete.

* The power product may be different for different forms in $\Sigma$. 
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We can then apply the reduction lemma (§5) to each form $G$ of $\Sigma$ not in (10), and form the remainder $R$ of $G$ with respect to the ascending set (10). Let $T$ be the power product of the $S_i$, the $I_i$ and their transforms, used in the reduction of $G$ (cf. (4)). Let $\Omega$ be the system composed of the forms in (10) and the remainders $R$ of all forms $G$ of $\Sigma$ not in (10). Let $\Lambda$ be the system composed of the forms in (10) and the products $T \cdot G$ for all forms $G$ of $\Sigma$ not in (10).

Now the system $\Omega$ is complete. If not, $\Omega$ would contain non-zero forms, different from the forms in (10). Since such forms would be reduced with respect to (10), (10) could not be a basic set of $\Omega$, according to Lemma 2 of §4. The basic sets of $\Omega$ then would have to be lower than (10), so that $\Omega$ would be an incomplete system with a basic set lower than (10). Thus $\Omega$ is complete.

Since every form in $\Lambda$ which is not in (10) differs from the corresponding form in $\Omega$ by a linear combination of the $A_i$, their transforms and their derivatives, $\Lambda$ and $\Omega$ are equivalent and $\Lambda$ is also complete.

Applying the lemma of this section, we see that at least one of the $2m$ systems $\Sigma + S_i$ and $\Sigma + I_i$ is incomplete. But every $S_i$ and $I_i$ is not identically zero and reduced with respect to (10). Consequently, according to Lemma 1 of §4, each of the systems $\Sigma + S_i$ and $\Sigma + I_i$ has a lower basic set than (10). This contradiction proves that incomplete systems cannot exist.

8. Decomposition theorem

A system $\Sigma$ of forms is said to be reducible if there exist two forms $G$ and $H$, such that neither $G$ nor $H$ holds $\Sigma$ but $G \cdot H$ does. Otherwise $\Sigma$ is called irreducible.

A system $\Sigma$ will be said to be equivalent to the set of systems $\Sigma_1, \Sigma_2, \ldots, \Sigma_r$ if every solution of $\Sigma$ is a solution of at least one of the systems $\Sigma_i$ and if every $\Sigma_i$ is held by $\Sigma$. In other words, $\Sigma$ is equivalent to the set $\Sigma_1, \Sigma_2, \ldots, \Sigma_r$ if the manifold of $\Sigma$ is the sum of the manifolds of the $\Sigma_i$ ($i = 1, 2, \ldots, r$).

We are now ready to prove the

**Decomposition Theorem.** Every system $\Sigma$ of forms in $y_1, y_2, \ldots, y_n$ is equivalent to a finite set of irreducible systems

\[(11)\quad \Sigma_1, \Sigma_2, \ldots, \Sigma_r.\]

When those among the systems in (11) which are held by some other are suppressed, the set of the remaining systems, say

\[(12)\quad \Sigma_1, \Sigma_2, \ldots, \Sigma_s,\]

will still be equivalent to $\Sigma$ but such that no system in (12) is held by any
other. Such a decomposition of \( \Sigma \) will be called a decomposition into \textit{essential} irreducible systems.

\textit{The decomposition into essential irreducible systems is unique in the following sense: if (12) and}

\begin{equation}
\Omega_1, \Omega_2, \cdots, \Omega_t
\end{equation}

\textit{are two decompositions of} \( \Sigma \) \textit{into essential irreducible systems, then} \( t = s \) \textit{and, after a suitable permutation of the indices in (13),} \( \Omega_i \) \textit{and} \( \Sigma_i \) \textit{are equivalent for} \( i = 1, 2, \cdots, s \).

We prove first that every system can be decomposed into a finite set of irreducible systems. Suppose that were not the case for some system \( \Sigma \). Then \( \Sigma \) must be reducible. Let \( G_1 \), \( H_1 \) be such that \( G_1 \cdot H_1 \) holds \( \Sigma \), but neither \( G_1 \) nor \( H_1 \) does. Then \( \Sigma \) is equivalent to the set of systems \( \Sigma + G_1, \Sigma + H_1 \).

At least one of these two systems cannot be equivalent to a finite set of irreducible systems. Suppose \( \Sigma + G_1 \) is not. Then, similarly, we find a form \( G_2 \) such that

(a) \( G_2 \) does not hold \( \Sigma + G_1 \),

(b) \( \Sigma + G_1 + G_2 \) is not equivalent to a finite set of irreducible systems.

Continuing, we find an infinite sequence of forms

\begin{equation}
G_1, G_2, \cdots, G_k, \cdots
\end{equation}

such that, for \( i = 1, 2, \cdots, G_i \) does not hold the system \( \Sigma + G_1 + G_2 + \cdots + G_{i-1} \).

Let \( \Lambda \) be the system composed of the forms in \( \Sigma \) and all the forms in (14). According to the theorem of §7, \( \Lambda \) is equivalent to some finite subsystem \( \Phi \) of \( \Lambda \). Let \( j \) be such that no \( G_j \) in (14) with a higher index than \( j \) belongs to \( \Phi \). Then \( \Lambda \) is equivalent also to its subsystem,

\begin{equation}
\Sigma + G_1 + G_2 + \cdots + G_j.
\end{equation}

But that is impossible, since \( G_{j+1} \) does not hold (15). This contradiction shows the existence of a decomposition.

We have now to show the uniqueness of the decomposition.

Let us consider the two decompositions (12) and (13) of \( \Sigma \) into essential irreducible systems. We shall show first that \( \Sigma_1 \) is held by some \( \Omega_i \). Suppose none of the systems in (13) holds \( \Sigma_1 \). Let \( B_i \) be a form in \( \Omega_i \) such that \( B_i \) does not hold \( \Sigma_i (i = 1, 2, \cdots, t) \). Then the form \( B_1 \cdots B_i \) would hold each \( \Omega_i \), hence \( \Sigma \) and also \( \Sigma_i \). This is impossible since \( \Sigma_i \) is irreducible.

Let \( \Omega_i \) hold \( \Sigma_i \). Similarly, \( \Omega_i \) must be held by some \( \Sigma_j \). Since \( \Sigma_1 \) is held by no \( \Sigma_i \) with \( i > 1 \), \( \Omega_i \) is held by \( \Sigma_1 \). Consequently \( \Omega_i \) and \( \Sigma_1 \) are equivalent. Continuing in this way, we get the result that each \( \Sigma_i \) in (12) is equivalent to
some $\Omega_i$ in (13) and vice versa, so that $t$ and $s$ must be equal. Thus the decomposition is unique in the sense described above.

9. Examples

1. Let us consider the system $\Sigma$ consisting of the following two equations in one unknown $y$:

\begin{align}
(16) & \quad y(x + 1) \cdot y'(x)^2 + x^2 \cdot e^{2\pi i x} \cdot y(x) = 0, \\
(17) & \quad y(x + 2) - y(x) = 0.
\end{align}

Let $F$ consist of all rational functions in $e^{2\pi i x}$ with complex coefficients.

Multiplying (17) by $y(x+1)$, we see that $y(x+1) - y(x)$ is of period unity; the same holds for the function $e^{2\pi i x}$. Hence, if we multiply (16) by $y(x+1)$ the second term of its left member becomes a function of period unity. Therefore also the first term does, i.e., $y(x+1)^2 \cdot y'(x)^2$ is of period unity. Hence, according to (17),

$$y(x)^2 \cdot y'(x + 1)^2 - y(x + 1)^2 \cdot y'(x)^2 = 0.$$ 

Thus for every solution of $\Sigma$, we have either

\begin{align}
(18) & \quad y(x) \cdot y'(x + 1) - y(x + 1) \cdot y'(x) = 0, \\
(19) & \quad y(x) \cdot y'(x + 1) + y(x + 1) \cdot y'(x) = 0.
\end{align}

The only solution of $\Sigma$ satisfying both (18) and (19) is

$$y(x) = 0.$$ 

Omitting this solution, we get from (18) and (17)

$$\frac{y(x + 1)}{y(x)} = \text{const.} = \pm 1.$$ 

The sign $+$ leads to no solution of (16); the sign $-$ gives the solutions

\begin{align}
(20) & \quad y(x) = \pm i \cdot e^{\pi i x}.
\end{align}

From (19), on the other hand, we obtain $y(x+1) \cdot y(x)$ as constant and, (20) being omitted, we may write

\begin{align}
(22) & \quad y(x + 1) \cdot y(x) = \frac{1}{c^2}.
\end{align}
Then (16), multiplied by \( y(x) \), gives the solution

\[
y(x) = c_1 \cdot e^{\pm cx} \tag{c_1 = \text{const.}}
\]

and from (22) we finally get \( c_1^2 = 1/c^2 \), hence

\[
y(x) = \frac{1}{c} \cdot e^{\pm cx} \tag{23}
\]

with constant \( c \neq 0 \), as the solutions of the system (16), (17), (19).

(20), (21) and (23) are thus obtained as the manifold of \( \Sigma \).

Determining \( y'(x+1) \cdot y'(x) \) for each solution, we can decompose \( \Sigma \) into the set of the following three systems, none of which is held by any other.

\[
\begin{align*}
\Sigma_1 & : \quad (16), (17) \text{ and } y'(x+1) \cdot y'(x) = 0. \\
\Sigma_2 & : \quad (16), (17) \text{ and } y'(x+1) \cdot y'(x) + \pi^2 e^{2\pi i x} = 0. \\
\Sigma_3 & : \quad (16), (17) \text{ and } y'(x+1) \cdot y'(x) - \pi^2 e^{2\pi i x} = 0.
\end{align*}
\]

The manifolds of \( \Sigma_1, \Sigma_2, \Sigma_3 \) are (20), (21), (23) respectively.

We shall show that these three systems are irreducible, so that (24) is a decomposition of \( \Sigma \) into essential irreducible systems.

We notice that all functions in our field \( \mathfrak{F} \) are of period unity. Hence if a form \( F \) in \( y \), with coefficients in \( \mathfrak{F} \), has the solution \( y(x) \), then also \( y(x+1) \) is a solution of \( F \).

Now, the irreducibility of \( \Sigma_1 \) is obvious. As for \( \Sigma_2 \), if a form \( F \) vanishes for one solution in (21), say \( y(x) = +ie^{\pi ix} \), it vanishes also for \( y(x+1) = -ie^{\pi ix} \), which is the other solution in (21). This shows the irreducibility of \( \Sigma_2 \).

Similarly, let \( A \) and \( B \) be forms such that \( A \cdot B \) holds \( \Sigma_3 \). Then by putting

\[
y(x) = \frac{1}{c} \cdot e^{+\pi c x} \tag{24}
\]

in \( A \cdot B \), this product vanishes identically in \( x \) and \( c \) so that either \( A \) or \( B \) does. If now \( A \) vanishes for all solutions

\[
y(x) = \frac{1}{c} \cdot e^{+\pi c x}
\]

then it must also vanish for

\[
y(x + 1) = \frac{1}{c} \cdot e^{-\pi c x}
\]

which are the other solutions in (23). Thus \( A \) holds \( \Sigma_3 \) and the irreducibility of \( \Sigma_3 \) is proved.
2. The following example shows that a pure differential equation, irreducible within the domain of differential equations (see Introduction), can be reducible, considered as a mixed difference equation.

Let \( \mathfrak{F} \) be a field of constants, to be determined later, but containing \( \pi^2 \). The form

\[
A = y'^2 + \frac{\pi^2}{4} y^2
\]

is algebraically irreducible if \( i\pi \) does not belong to \( \mathfrak{F} \). It can be shown, however, that in this case \( A \) is also irreducible as a differential equation.

Now the solutions of \( A \) are

\[
(25) \quad y(x) = c_1 \cdot e^{i\pi x/2}
\]

and

\[
(26) \quad y(x) = c_2 \cdot e^{-i\pi x/2},
\]

with \( c_1 \) and \( c_2 \) arbitrary constants.

For the solutions (25) we have

\[
(27) \quad y(x + 1) - i \cdot y(x) = 0,
\]

and for the solutions (26),

\[
(28) \quad y(x + 1) + i \cdot y(x) = 0.
\]

The only solution which (27) and (28) have in common is \( y(x) \equiv 0 \). Hence if \( i \) belongs to \( \mathfrak{F} \) the system \( A \) is reducible, considered as a mixed difference equation.

In order to reach our purpose, we have to choose the field of numbers \( \mathfrak{F} \) in such a way that it contains \( i \) and \( \pi^2 \) but not \( \pi i \). Such a field can be obtained, for instance, by adjoining \( i \) and \( \pi^2 \) to the field of rational numbers.
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